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ABSTRACT 

As current communication technology has advanced, e-commerce has become increasingly 

prevalent. These days, people can purchase goods from the comfort of their homes through 

online retailers like Amazon, Flipkart, and others, as well as find entertainment on websites like 

YouTube and Spotify. Another issue of "spoilt for choices" arises because internet platforms 

may accommodate a vast number of things from which users can choose. Recommender 

systems have become a very powerful tool to address this problem; given the user's past 

behaviour and the attributes of the various items, these systems apply an algorithm to create a 

candidate set from the entire set of items, rank the items in the candidate sets, and then display 

the items to the user based on the item ranking. 

 We provide a thorough analysis of a recommender system in this dissertation. We go over 

the model that underpins it, its phases, the algorithms that drive these systems—whether they 

are sophisticated techniques based on deep learning and machine learning 

or more conventional approaches like matrix factorization—as well as the advantages and 

disadvantages of each. We also go over the applications of recommender systems. As the 

internet's reach increases and more people begin consuming digital material and engaging in e-

commerce, we have concentrated on session-based recommender systems. Both consumers and 

producers benefit from a session-based recommender system since it improves the buying 

experience for consumers and allows businesses to make better decisions by analysing the data 

produced by the system and using that information to improve the recommender systems' 

performance, which in turn improves the customer experience. We're putting forth a brand-new 

approach for session-based recommender systems. For our model, graphical neural networks 

(GNN) are being used. After preprocessing the user-item interaction datasets, our model learns 

item and positional embeddings, learns each item's relevant neighbourhood using item-KNN, 

generates a local and global graph, and obtains an embedding of each item in both local and 

global contexts. It then adds the local and global embeddings of the item to obtain the final 

representation, and uses the dot product of the final representation and the initial item 

embedding to obtain a final score that indicates the item's significance to the user. Lastly, it 

suggests items to the user depending on the final score. 

       We have assessed our model's efficacy using precision (P@K) and mean reciprocal rank 

(MRR@K). Diginetica, TMall, and Nowplaying datasets were used. Our approach outperforms 

all non-graphical neural network-based recommendation systems. Compared to other GNN-

based models, ours performs significantly better. 
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CHAPTER 1 

INTRODUCTION 
A recommender system is an algorithmic method on the computer that generates personalized 

recommendations through the analysis of user behavior and item features. A recommender 

system utilizes various methods, such as collaborative filter, content-based filter, and hybrid 

models, in order to provide recommendations to users. Recommender systems make precise 

predictions regarding user preference by measuring similarity, past behavior, and users' 

opinions.These are necessary to drive consumer interaction, enhance user experience, and 

enhance business revenue. 

They are extensively used in online shopping, social networks, streaming websites, and 

everywhere else where customized recommendations can be used to improvise user experience 

and boost activity. As algorithms for machine learning and data mining get more advanced, 

recommender systems evolve continuously to provide users with ever-better and relevant 

recommendations.

 

(a) Recommender system targetting users as               (b) Recommender system finding community          

of main actors                                                             users for similar items 

Figure 1.1: User-centric vs Item-centric Recommender Systems 

The main two actors in a recommender system are- 

• Users: user is the actor "for whom" the recommendation is made. For eg., users of social 

media websites like TikTok. 

• Items: item is the actor "of which" the recommendation is made. For eg., on platforms 

like youtube, videos are recommended to users. 

A recommender system is built on top of the user-item matrix, which shows the relationship 

between users and items. A user-item matrix is shown in Table I, which contains five users and 

five items. Using a scale of 1 to 5, users rate items. 
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The likelihood that a user has enjoyed the item increases with the rating. As we can see, only 

12 of the 25 cells in total have a rating value. This indicates that not every user rated every 

item; some users only rated objects with which they interacted in some way. 

 

Table I: User-Item Matrix 

User/Item First 

Item 

Second 

Item 

Third 

Item  

Fourth 

Item 

Fifth 

Item 

First  

User  

 2  1  

Second 

User 

5   1 4 

Third 

User 

2 4    

Forth 

User 

   2 3 

Fifth 

User 

 2  4 3 

 

Predicting a value for these empty cells and then suggesting products that the user has rated 

higher is the fundamental function of a recommender system. For instance, if User 4 has only 

rated Items 4 and 5, the recommender system's job is to anticipate User 4's rating for Items 1, 

2, and 3, and then suggest to User 4 the item for which the expected rating is greater. By utilising 

similarity metrics and user-item interactions, these recommendations are produced, increasing 

user engagement and happiness. 

 

Table II: Benefits of Recommender Systems 

Benefits for Users Benefits for Businesses 

• Personalized

 Recommendations 

• Time-saving 

• Discovery of New Items 

• Enhanced User Experience 

• Personalized Notifications 

• Increased Sales and Revenue 

• Improved Customer 

Satisfaction 

• Enhanced Customer 

Engagement 

• Competitive Advantage 

• Data-Driven Insights 

 

1.1 Recommendation System Phases 

As illustrated in Fig. 1.2, a complete recommendation system is composed of numerous steps 

that can be broadly divided into three phases. As we can see, a recommendation system 
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functions as a control system as the feedback mechanism's output is crucial to making 

additional recommendations. 

 

Figure 1.2: Recommender System Phases 

1.1.1 Phase-I Information Collection 

In order to create a user profile, the first step is to gather accurate and pertinent information 

about the user, including their characteristics, behaviours, and details about the items they 

access. This stage is crucial for recommendation systems since the created dataset dictates how 

accurate the recommendations are.  

• In order to receive explicit feedback, users must rate products. The data collected is 

quite trustworthy. Its drawback is that it necessitates additional effort from the user in 

order to rate. 

•  Inferring a user's preferences from their behaviour is known as implicit feedback. This 

is accomplished by tracking user behaviour, including amounts of time spent on 

websites, links clicked, buttons clicked, and email content, among other things. Implicit 

feedback has the advantage of requiring no effort from the user, but it may not be as 

accurate as explicit feedback because it makes assumptions about the user's preferences 

based on his behaviour. Implicit feedback is seen to be far more objective than explicit 

input since it does not require the user to behave in a way that is socially acceptable, 

which helps to lessen prejudice. 
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• The benifits of both explicit and implicit feedback techniques are combined in hybrid 

feedback. These two are being combined to create a number of creative strategies. 

Using implicit rating as a check on explicit rating is one method that can improve 

accuracy. 

 

1.1.2     Phase-II Learn phase 

During this stage, the recommendation system uses algorithms to train model and filter the 

dataset of user profiles. The model learns the user preferences by analysing the user's prior 

interactions with various items, classifying users with similar users, and classifying products 

with comparable attributes. Various user and item communities emerge during this stage. 

 

1.1.3    Phase- III Predict phase 

Using the learned model during the learning phase, our recommendation system provides 

recommendations in this phase. 

We can now ask our recommender system if the user will enjoy an item or not. The model then 

gives us the probability of the user enjoying the item, and we can apply a threshold to decide if 

we should recommend it to the user or not.1.2  

 

1.2     Objective of this Dissertation 

This dissertation intends to explore the fascinating area of recommender systems. Expertise in 

session-based recommender systems, we intend to conduct an in-depth analysis of 

recommender systems. We intend to propose a new approach to session-based recommender 

systems via item-based KNN with graphical neural networks. 

 

1.3     Structure of this Dissertation 

The structure of this dissertation is as follows:  

A recommender system is reviewed in Chapter 2. It presents an in-depth description of the 

algorithms used in recommender system such as hybrid processes, collaborative filter, and 

content-based filter. Their limitations, strengths, and applications are explained. Deep learning-

based approaches have also been elaborated upon. Session-based recommender systems have 

also been explained. Definition of an SBRS, its elements, sequence and session data 

comparison, properties of a session (like time, order, etc.) and their impacts, associated studies, 

applications, and challenges of SBRSs have all been rigorously studied. 

Our suggested approach for a session-based recommendation system is presented in Chapter 

3. We have provided a detailed process for our algorithm. We go into great detail on the two 

primary parts of our global graph and session graph. Every equation that was employed is also 

noted. There is also a flowchart of our suggested model. 

       Our experiment's specifications and findings are presented in Chapter 4. This chapter 

presents an analysis of our model's performance in relation to other well-known models. We 

also present several ablation studies on our model 
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CHAPTER 2 

LITERATURE REVIEW 

2.1    Recommender system technique 

Recommender systems can be created using a variety of methods, each with unique advantages 

and disadvantages. 

 

2.1.1    Content-based Recommendation Systems 

By collecting attributes from the contents of items that the user has previously interacted with, 

content-based recommendation systems leverage user profiles. Consequently, the 

recommendation metric is similarity. 

 

Figure 2.1: Content-based Filtering 

The Naïve Bayes classifier, decision trees, cosine-similarity, and other methods can be used to 

compute similarity. Since recommendation are solely based on the end user's profile, these 

systems are individualistic in nature. Since only the end-user's profile is used for 

recommendations and not the profiles of other users who are similar, these systems are serial 

in nature. 

• One advantage of these systems is that they may suggest new products even in the 

absence of a prior user rating. Additionally, it quickly adapts its recommendations to 

the user's changing tastes. 

• These systems have limited content analysis problems because they rely heavily on 

item metadata, which should have high-quality descriptions; if item metadata is not 

rich enough, recommendations suffer. They also face content overspecialisation, 

where users are presented recommendation that are strikingly similar to item that are 

already in their profile. 

• Examples of such systems include Citeseer, LIBRA. 

 

 



 

6 

2.1.2     Collaborative-Filtering-based Recommender System 

The core algorithm of collaborative filtering is a measure that computes similarity between 

users and objects at the same time in order to provide recommendations to the user.  

Since other user options are also utilised, it is parallel in nature. It doesn't depend on the 

domain. Building a user-item matrix with each row representing a user rating for the item is 

the fundamental concept underlying this technique. A community is made up of users who are 

similar to one another. 

 

Figure 2.2: Collaborative Filtering 

The user receives recommendations for things that other community members have rated but 

they haven't. In a similar vein, objects that have similar characteristics might be grouped 

together. 

• The entire dataset of user and item interactions is used by memory-based filtering 

algorithms to produce suggestions. They employ a number of similarity metrics, such 

as Pearson correlation coefficient, cosine-similarity, etc. Systems that rely on memory 

are further separated into: 

– User-based filtering: In user-based collaborative filtering, users that share similar 

traits are grouped together. This is accomplished by computing a metric that 

represents a user's similarity score. The system will initially find other users who 

have a high similarity score with the present user before recommending things 

based on what other similar users are preferring. This kind of recommendation is 

useful when there is a large user base, such on social media platforms. 

– Filtering based on items Items with comparable features are grouped together in 

the item-based collaborative filtering technique. If the user has previously rated 

anything from the group, then other items from the group can also be suggested. 

When there are a lot of things present, like in e-commerce businesses, this type 

of strategy is highly helpful. After grouping objects, it suggests groups according 

to the circumstances. 

 

• Model-based filtering algorithms employ the dataset to create a new model, which is 

then used to provide more recommendations. Among the methods are: 

– Clustering: In order to find significant communities within datasets, clustering 

algorithms divide them into groupings [36]. By examining the similarities at two 

levels—intra-cluster similarity, which should be as high as feasible, and inter-

cluster similarity, which should be as low as possible—one may assess the 
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effectiveness of a clustering technique. By lowering the number of candidates in 

the recommendation systems, clustering aids. 

– Tree graphs, the building blocks of decision trees, are created by replicating a set 

of training cases for which class label are known and then applying them to 

previous unseen objects. Decision trees can be used to address some deficient 

traits. 

– Link analyses: By examining the relationships between related things, a pattern 

is produced. Web searches make extensive use of it. 

– Regression: One of the most used methods for modelling linear systems is 

regression. When we wish to forecast the value of a dependent variable whose 

value is influenced by several independent variables, we utilise this method. The 

most noticeable aspect of regression is curve fitting. 

– One data mining technique that finds patterns and correlations in a dataset is the 

association rule. 

– Bayesian classifiers are probabilistic frameworks that use the Bayes theorem and 

conditional probability as their primary guiding principles for classification [22]. 

Their ability to handle missing values and withstand isolated noise spots is one of 

their advantages. 

 

• Collaborative filtering-based recommenders have the advantage of being able to 

function in domains with low feature density. They can offer haphazard suggestions, 

like suggesting a product to user M based on comparable user N's likes. 

 

• Systems based on collaborative filtering have many advantages, but they also present a 

number of difficulties. 

– Cold start: The "cold-start problem" occurs when a new person or item is added 

and the recommender system doesn’t have enough information to provide precise 

predictions [10]. Since they lack a user profile, the system is unable to determine 

the preferences of newly recruited users. Similarly, anytime a new product is 

released, the system doesn't know enough about its attributes, such if it's popular 

or how users engage with it. In other words, the matrix becomes sparser and larger 

as more individuals or objects are added. 

– Scalability: The recommendation system's computational efficiency declines with 

increasing dataset amount, producing disappointing results [49]. Using methods 

like Singular Value Reduction (SVD) to lower the dimensionality is one such way. 

– The problem that recommender systems encounter when there are a lot of things 

present and many of them share similar attributes is called synonymy. It is difficult 

for a recommendation system to discriminate between things with a lot of identical 

attributes. 

 

• Examples of such system includes Ringo, GroupLens, amazon eCommerce store, etc. 
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2.1.3 Hybrid-filtering-based recommendation systems 

By merging the two conventional methods of collaborative filtering and content-based filtering, 

a new area of algorithms has been created. The goal is to employ a different model to counteract 

the shortcomings of the first one. 

• By giving each filtering technique a different weight, weighted hybridisation combines 

many filtering methods to produce an overall score. P-tango is one instance [13]. 

•  Depending on the circumstance, switching hybridisation employs various strategies. 

By using a different technique, it overcomes the issue with the first one. DailyLearner 

is one example. 

• Cascade Hybridisation employs a methodical refining process. The following step 

refines the suggestions made in the previous stage. EntreeC is one such instance [9]. 

•  Mixed hybridisation blends suggestions from various recommendation methods at the 

item level. PTV is one such instance [65]. 

•  Feature combination is a technique in which the input for the second recommendation 

system consists of features produced by the first technique. For instance, content-based 

filtering systems can make use of ratings produced by collaborative filtering. Pipper is 

one such instance [5]. 

 

Table 2.1: Machine Learning Techniques for Recommender Systems 

Technique Research Papers 

Collaborative Filtering [32] [61] [18] 

Content-Based Filtering [50] [46] [21] 

Matrix Factorization [60] [31] [6] 

Association Rule Mining [3] [8] [25] 

Factorization Machines [55] [54] 

Probabilistic Graphical 

Models 

[2] [45] [42] 

 

2.2 Deep Learning based Recommender Systems 

Numerous fields, including image processing [7], healthcare [47], social network analysis [4], 

and cyber-security in the area of bot detection [63], have been profoundly changed by deep 

learning.Numerous real-world issues, such as those pertaining to natural language processing, 

such as the detection of false information and rumours, multilabel text classification, abusive 

content detection,  bot detection, and many more, can be effectively resolved by deep learning-

based techniques [35, 33, 34, 64, 58, 44, 59]. 

Numerous models that make use of neural networks have emerged as a result of recent 

developments in this field. Neural networks' benefits for recommender systems 

 

•   End-to-end Differentiability: The ability of neural architectures to differentiate from one 

end to the other is a key benefit.  

•  Leveraging Intrinsic Structure: Deep neural networks are highly skilled at taking 

advantage of the input data's intrinsic structure.  
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•   Multi-modal and Composite Representation Learning: Deep neural network can handle 

various neural building block with a single function. 

As there are many models based on deep learning, we are providing a lookup table for the 

various publications of the model in Table II. 

Table II: A reviewed publications lookup table. 

Categories Publications 

Multilayer Perceptron  [75] [84] [14] 

Autoencoder [19] [38] [39] 

Convolutional Neural Networks [90] [48] [74] 

Recurrent Neural Networks [79] [69] 

Neural Attention [28] [40] 

Adversary Network [70] [72] 

Hybrid Models [12] [20] 

 

The deep learning based models can be applied in various application domains. Table III 

lists various publications according to their application domains. 

 

Table III: Deep Learning based models with applications 

Data Source/Task Publication 

Sequential Information ( User ID w/t) [11] [79] [80] 

Sequential Information (Session based w/o User 

ID) 

[66] [68] [69] 

Sequential Information (Check-In, POI) [74] [84] 

Text (Hash Tags) [23] [48] 

Text (Review texts) [90] [89] 

Images (Visual features) [89] [87] 

Audio (Music) [76] [77] 

Video (Videos) [12] [14] 

Social Network [17] [75] 

Cross Domain Network [17] [75] 
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2.3 Challenges of Deep Learning based Recommendation 

System 

• Interoperability 

– One drawback of deep learning models is their lack of interpretability. 

– Explainability is limited by these networks' non-interpretable hidden weights           

and activations. 

– Individual neurone interpretation is still difficult. 

• Data Requirement 

– It is well known fact that deep learning models requires a lot of data. 

– For deep learning models to support rich parameterisation, there must be enough 

data. 

 

• Extensive Hyperparameter Tuning 

– Deep learning frequently necessitates extensive hyperparameter tuning. 

– Compared to machine learning models, deep learning adds more hyperparameters. 

 

2.4 Session-based Recommendation System 

Recommendation systems that base their recommendations on a user's current session or series 

of actions on a website or application are known as session-base recommendation systems. 

Session-based recommenders are heavily interested in observing what the user is currently 

doing, as compared to other recommendation algorithms which tend to operate from a user's 

entire activity history or profile data for suggestion purposes. They thus provide more timely, 

relevant, and more responsive to the user's immediate needs and interests recommendations. 

 

Table IV: Difference between session data & sequence data 

Data type Boundary Order Time interval embedded Main 

relations 

 

Session Unordered Multiple No Dependencies based on co-

occurrence 

Session Ordered Multiple Yes Dependencies based on 

co-occurence as well as 

sequential 

dependencies also exist 

Sequential Single Yes Not included Sequential dependencies 

 

In order to provide recommendations, session-based recommendation systems frequently look 

at a user's most recent session data, such as their search queries, page visits, clicks, and other 
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relevant information. Using this information, the algorithm then suggests items or content that 

it believes the user would be interested in next. 

 

Figure 2.3: Session-Based Recommender System 

2.5 Components of an SBRS 

2.5.1 User 

A user in a session-based recommendation system is someone who clicks or purchases items, 

for example, and then gets recommendations as a result. Every user is uniquely identified by 

their ID and a collection of characteristics. [73]. Some implicit characteristics, such the user's 

intentions and moods, may also significantly impact her actions in addition to the obvious 

qualities.  Assume that u represents a user and that U = {u1,u2,...un} is the set of all users. 

2.5.2 Items 

Items are the things that should be suggested, such a song on a music app, a product on an 

online store, a place to visit, etc. [73].  Assume that I = {i1,i2,...in} represents an item with all 

of its attributes grouped together to form a set of objects. 

2.5.3 Action 

An action is when a user click, view, or buy an item. The user interact with the object as a result 

of the action. Let o be a tuple expressed as o =< u,i,a >, and let a represent activities that can 

be defined based on the issue statement and interaction. 

2.5.4 Session 

In order to create a better recommender system, it is crucial to comprehend the features of the 

session, which is the most crucial element of a session-based recommendation system. 
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Table V: SBRS sub-areas 

Sub-area Input Output Typical research topic 

Next interaction 

recommendation 

The most well-

known aspect of this 

session 

 

Next interaction 

(item) 

Next items, next 

songs/movies, next POI, 

next web page, next news, 

etc. 

 

Next partialsession 

recommendation 

The most well-

known aspect of this 

session 

 

Subsequent part of 

the session 

Recommendations for the 

following things, 

session/basket completion 

 

Next session 

recommendation 

Historical sessions Next session The next package 

suggestion, the next 

basket recommendation, 

etc. 

 

 

• One of the most crucial characteristics is the length of a session. These fall into three 

general categories: long, medium, and short [88]. 

 

– More interactions throughout longer sessions yield more contextual input data. 

However, not every encounter is pertinent, which results in information that is 

noisy. Incorporating long-term dependence is another challenge. 

– The most prevalent session types on e-commerce platforms are those with a 

medium duration. They are appropriate in that they often provide the required 

background information and are less likely to include an excessive number of 

unrelated encounters. 

– There is very little contextual information in brief sessions. Recommending the 

session's first interaction is one of the most severe scenarios. 

 

• Order of the session 

– There are several interactions in an ordered session, and there is a strong sequential 

dependency between them. A user's interaction with an online learning platform, 

for instance, would be more sequential. 

– Interactions that rely more on one another's co-occurrence make up disordered 

sessions. Compared to sequential dependencies, these co-occurring dependencies 

are weak since they are probably confusing. Learning these is really challenging. 

 

• Impact of user actions 
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– Single-type action sessions consist of only one kind of action, such as clicking or 

commenting, and hence only one kind of dependency. Modelling such 

dependencies is simple. 

– Complex dependencies are created by the various types of interactions that occur 

during several type action sessions. For instance, a user may click, remark, and buy 

all in the same session. 

 

• Impact of user information 

– Sessions without a user profile are known as anonymous sessions. Only the current 

session interaction can be used to obtain some contextual information; any prior 

user interactions are unknown. 

– A session in which a user interacts by revealing their online identify is known as a 

non-anonymous session. There are their profiles. Their interactions are recorded in 

their profile as they happen. Gaining insight into the user's long-term preferences 

is beneficial. You may also examine how their preferences have changed over time. 

It aids in suggesting better products to them. 

 

 

2.6 Related Work 

A lot of work is going on in the field of session-based recommendation systems. Some of which 

is listed in Table VI. 

Table VI: Techniques for Session-based Recommender Systems 

Technique Research Papers 

Sequential Models [26] [91] [29] 

Matrix Factorization [53] [57] 

Graph Neural Networks [81] [24] [41] 

Markov Chain [57] [57] 

Convolutional Models [67] [85] [16] 

Self-Supervised 

Learning 

[1] [15] [86] 

 

2.7 Applications 

SBRSs are widely deployed to the benefit of both customers and businesses in a variety of real-

world situations and domains. 

• Product recommendations at online retailers, such as suggesting a basket of goods or the 

next item to buy.  

• Media and entertainment content recommendations, such as suggesting the next songs to 

listen to, the next film to watch, the subsequent website to visit, etc.  

• In tourism, service recommendations include suggesting the next restaurant to try, the 

next place of interest, etc. 
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In addition to these traditional uses, there are several emerging ones, such as suggesting a future 

investment or trade in the financial sector or a future medical procedure, among others. 

 

2.8 Challenges faced in SBRS 

SBRSs faces following challenges- 

•  Sparsity: Because session data is frequently sparse, it can be difficult to precisely 

record user preferences.  

• Cold-start issue: Due to the lack of historical data, it can be challenging to 

recommend goods to new users or sessions with little data.  

• Sequential dependencies: In order to understand user intent and offer pertinent 

recommendations, recommendations must take into account the order of objects 

inside a session.  

• Data noise: Unrelated interactions may be present in session data, which could lower 

the calibre of suggestions.  

• Scalability: Managing massive session data sets and providing real-time suggestions 

for a large number of users present scalability issues.  

• Contextual information: Recommendations get more complex when time, place, and 

device are taken into account.  

• Evaluation metrics: It can be difficult to choose the right metrics to gauge user 

satisfaction and take into consideration the recommendations' sequential structure. 

• Long-tail items: It can be difficult to suggest less well-liked products with little 

session data.  

• Diversity and serendipity: In session based environments, it can be  very difficult to 

provide fresh and different recommendations to prevent boredom. 

 

2.9 Graphical Neural Networks 

It A type of deep learning model that is specially designe to operate with graph-structural 

information is called a graphical neural network (GNN), or a GNN. It leverages the interactions 

and relations that naturally occur in a network to perform different types of prediction, such as 

node classification, link prediction, and graph-level prediction. The ability of GNNs to extract 

and utilize structural information in graph data has received a great deal of interest in recent 

times. 

The message transmission mechanism, which enables information flow between connected 

nodes in a network, lies at the heart of a GNN [78]. By merging data from nearby nodes, the 

GNN iteratively accumulates and updates node representations. Through this procedure, the 

model may effectively learn on complicated network structures by capturing both local and 

global relationships within the graph.  The graph convolutional layer is one of the core elements 

of a GNN [30]. It transforms node representations using a graph-based operation that considers 

both the node's own properties and those of its neighbours. This enables the GNN to learn 

significant representations for every node and recognise structural patterns in the graph. 

Molecular chemistry, computer vision, social network analysis, and recommendation systems 

are just a few of the fields where GNNs have shown promise. In applications like node 

classification, where the objective is to forecast the labels or characteristics of certain nodes in 

a network based on their characteristics and connection patterns, they have shown superior 
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performance. 

      In summary, a deep learning model designed specifically for graph-structured data is called 

a graph neural network (GNN). It captures and makes use of the structural information found 

in a graph by using graph convolutional layers and message forwarding. GNNs have 

demonstrated encouraging outcomes in a range of tasks and have found use in a variety of 

sectors [82]. 

 

Figure 2.4: Graphical Neural Network 

Benefits of graphical neural neyworks in session-based recommender system- 

• Contextual Information Incorporation: GNNs are able to automatically take into 

account contextual information found in session data. GNNs can take advantage of 

contextual signals like item order, time intervals, and user behaviours by taking into 

account the relationships and interactions between objects inside a session graph. This 

enables the recommender system to adjust to changing user preference and offer 

tailored suggestions according to the situation at hand. 

• Managing Sparsity and Cold-Start: Session-based recommendation systems face 

challenges in cold-start scenarios, where there is lack of historical information about a 

user. GNNs can mitigate this issue by utilising the shared item-item connections across 

several users' sessions. As GNNs spread information throughout the network, they can 

impart expertise and make recommendations even to users with little or no history. 

• Improved Recommendation Accuracy: GNNs can use the collective knowledge from 

similar sessions to increase recommendation accuracy by identifying both local and 

global trends in the session graph. GNNs can offer more precise and contextually aware 

recommendations by combining data from nearby sessions and taking into account their 

impact on the target session. 

• Scalability and Efficiency: GNNs are able to effectively scale to large-size session 

graphs. They can handle massive datasets with millions of sessions and items because 

they make use of effective message transmission systems and parameter sharing 

strategies. Faster training and inference times are made possible by GNNs' ability to 

interpret graph data in a distributed, parallel fashion. 
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CHAPTER 3 

METHODOLOGY 
 

In this chapter, we present a detailed step-by-step procedure for our proposed model. 

3.1 Algorithm for our proposed model 

Suppose each item is Q = {q1,q2,.,qm}. Any session consisting of consecutive interaction (i.e., 

item clicked by one user) in a particular order can be expressed as S = {qs1,qs2,.,qsl}. The qi 

item clicked in session S is qsi, and the number of elements in S is l. 

                       The basic aim of a session based recommendation algorithm is to recommends 

the top-N items (1 ≤ N ≤ |Q|) from Q most likely to be completed by a user in the ongoing 

session S.A snapshot of our proposed model is presented in Fig. 3.2. The model is fed 

unprocessed datasets including interactions between users and objects. Here, we go over the 

specific steps we took to train our model. 

 

• Data preprocessing: To make the datasets useful for the model, we conduct various analysis 

on the raw dataset and make some wise decisions. 

 

– Eliminating pointless sessions, such as those with a duration of 1.  

– Items with fewer than five occurrences are being removed.  

– Separating the training and testing datasets. 

 

• Learning stage: We find out the relationship among various items and their characteristic 

features. 

– Each element in the outer list correspond to an item in the dataset, and the inner list 

shows the items that are next to that item. The adjacency list is a list of lists that describe 

the adjacency information. For instance, the list of neighbours for the item with ID 0 

would be provided by adj[0]. 

– The weight list displays the weights associated with the adjacency relationships. Each 

entry in the weight list represents an item in the dataset, while the inner list contains the 

weights of the neighbouring objects. The weights indicate the frequency or strength of 

a relationship between items. For example, weight[0] would offer the list of weights for 

the item's neighbours with ID 0. 

 

• Dense vectors that represent the object's features are called item embeddings. These vectors 

are discovered throughout the model's training phase, where the model At time-step t, or hti, 

each item that belongs to Q is encoded into a unified embedding space, which is 

subsequently converted into a ddimensional latent vector space. 
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Figure 3.1: Flow chart of the proposed model tries to find meaningful representations for 

the items based on the available data. 
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• Global graph: It is the mechanism to capture the item-transitions at inter-session level. 

– The global graph's concept is to take a top-down look at all of the dataset's item 

transitions. This is accomplished by taking into account every pairwise item transfer 

that has occurred during different sessions. By connecting each item-transition that has 

occurred during a session, we want to build a global graph in our model. Not just the 

current session is taken into consideration. By doing this, we incorporate contextual 

information into our model while accounting for item-transitions from earlier models. 

 

Figure 3.2: Global Graph 

– We use item-KNN to determine each item's neighbourhood. Nk(q) is used to symbolise 

it.  

–  Let Gg = (Qg,Eg) be the global graph, where Eg = {egij |(qi,qj)|qi ∈ Q,qj ∈ Nk(qi)} 

indicates the set of edges, and Qg is the graphs node set that contains all items in Q. 

Every edge represents two paired items chosen from every session.e obtain the 

representation of the item. We apply dropout to remove overfitting. 

 hg,(k)q = dropout(hg,(k)q) (3.1) 

• Session graph: It is the mechanism that take note of item transitions at intra-session level. 

– In order to comprehend the session-level embeddings of the items, the session-graph 

aims to describe the specific sequential pattern of the pairwise neighbouring items of 

the current session. Graphical neural networks (GNN) convert each session sequence 

into a session graph in order to learn the embeddings of the objects in a given session. 

– Let's have a session. Thus, GS = {QS,ES} will be used to describe the related session 

graph. Items that have had any action done during session S—such as a click, comment, 

rating, purchase, etc.—are represented by QS, which is a subset of Q. ES is a collection 
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of eSij-shaped edges, each of which denotes a session-level pattern of transition 

between two neighbouring objects. A pair of endpoints e = {qi,qj} represent an edge. 

We have taken the concept and applied four types of edges [78, 51]. 

 

Figure 3.3: Local graph 

* ein refers to the edge from qi to qj representing forward transition. 

* eout refers to the edge from qj to qi representing backward transition. 

* edual refers to the edge that has both transition between the two vertices qi and qj. 

* qself refers to the edge that both ends are on the same vertex. 

– The attention mechanism is used to determine the weights among different nodes in 

order to learn session level embedding. The following formula is used to determine 

the attention score. 

 eij = LeakyReLU a  (3.2) 

where eij denotes the significance of the node qj’s feature to node qi. Nonlinearity is 

introduced by utilizing LeakyReLU activation function. The relation between qi and qj 

is denoted as rij, and a∗ ∈ Rd represents the weight vectors. 

To normalize the attention weight, we use softmax function. 

 

exp LeakyReLU a  

                                                          

 αij = 
P 

s exp(LeakyReLU(a⊤rik (hqi ⊙ hqk))) (3.3) 

qk∈N 

Here, αij represents the normalized attention weights between node qi and qj. The 

LeakyReLU function introduces non-linearity, rij denotes the relation between qi and qj, 

a∗ is the weights vector, and Ns represents the set of neighboring nodes for qi within the 

session. 

– By taking a linear combination of the feature corresponding to the coefficient, the output 

features for each node are calculated by following equation 3.4. 
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 hs,qi = X αijhqj (3.4) 

qj∈Ns(qi) 

Here, hs,qi represents the output features for node qi within the session. The coefficients 

αij are computed based on the attention weights, and hqj denotes the features of node qj. 

The sum is taken over the neighboring nodes qj within the session Ns(qi). 

• Representation of final item in the session 

– The end session representation of objects is possible by integrating the session-level 

and global-level information derived from the global graph and, session graph 

respectively. Each item's immediate and wider context are reflected in a single 

representation that combines session-level and global-level data. Both local details and 

global patterns are incorporated into the final composite representation, which offers a 

more thorough comprehension of every item. 

– We have used sum-pooling for this task as represented in equation 3.5. 

  (3.5) 

– By calculating the average of the session’s item representation, the session’s 

information may be derived by following equation 3.6. 

  (3.6) 

A soft-attention process is used for learning the corresponding weights: 

 βi = t⊤σ(M4zi + M5s
′ + b4) (3.7) 

The item representations h′vsi weighted by the appropriate βi values are linearly combined to 

create the session representation, denoted by S in equation 3.7. While t2 and b4 are vectors of 

size d, the parameters M4 and M5 are matrices of dimension d × d. The weights βi can be 

calculated with the use of these learnable parameters. A linear combination of the item 

representation h′qsi for each item in the current session can be used to determine the session 

S's ultimate result. The contribution of each item can be determined by using equation 3.8, 

which combines information from the session graph and the sequential order. 

l 

 S = 
X

βih
′
qsi (3.8) 

i=1 
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Generating recommendations: In this stage, we take each item's final representation and 

embed it. Equation 3.9 displays the final score after we conduct a dot product. This score 

indicates how similer or comparable the item is to the user. A higher score mean that the item 

and the user's tastes are more closely aligned. 

 yˆi = Softmax(S⊤hq) (3.9) 

• Utilising the cross-entropy, the loss function for our model is constructed by following the 

equation 3.10. 

m 

 L(yˆ) = 
−X

yi log(ˆyi) + (1 − yi)log(1 − yˆi) (3.10) 
i=1 
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CHAPTER 4 

RESULT AND EXPERIMENTAL 

ANALYSES  
In this chapter, we are representing all the specific values for our parameters that we took to 

carry out our experiments. 

4.1 Datasets used 

The following datasets were utilised to test our model.  

 

• The CIKM Cup of 2016 provided the Digitica dataset. It includes standard 

transaction data.  

• The IJCAI-15 competition provided the TSmall dataset. It includes session data 

collected by anonymous users. TSmall is an online store.  

• The Nowplaying dataset contains information on the music that users have listened 

to. 

 

Table I: Dataset statistics after preprocessing 

Dataset Diginetica Tmall  Nowplaying  

Number of 

clicks 

9,82,961 8,18,479 13,67,963 

Number of items 43,097 40,728 60,417 

Average length 5.12 6.69 7.42 

 

4.2 Data Preprocessing 

We have done the precprocessing work in accordance with [82, 83, 78].  

 

• Sessions of a single item length were eliminated.  

• We eliminated items with an overall appearance count of fewer than five across all 

sessions.  

• We followed [43] to separate the datasets into training and test data, designating the 

session that occurred during the last week as test data due to their recent nature and 

the other data as training data. 
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4.3 Evaluation metrics 

For evaluating our model against various other models, we have used the following metrics 

by following [43, 82, 78]. 

• P@k:Precision@k determines the precision of the top-k recommendation. The 

percentage of the recommended item at positions 1 through k that are actually relevant 

to the user is evaluated. A greater proportion of the recommended item are relevant 

when the precision@k number is larger.  For instance, the percentage of relevant things 

to the top 5 suggested items is computed when precision@5 is taken into account. With 

a P@5 grade of 0.8, four of the top five suggestions were pertinent to the user. 

 

• Mean Reciprocal Rank at position k is abbreviated as MRR@k. It evaluates the first 

pertinent item in the recommendations' ranking quality. Models that rate relevant things 

higher receive higher marks from MRR@k, which take into account the location of the 

first relevant item.  Consider MRR@10, which determines the avg. reciprocal rank of 

the first pertinent item among the top ten suggested things. The first relevant item was 

typically located at position 5 in the suggestions when the MRR@10 score was 0.5. 

• We took k=10, 20 for our evaluation process by following [78], [82]. 

4.4 Parameter setup 

The parameter we used for our model are as follows: [43, 82, 37, 78].  

 

• The Gaussian distribution is used to initialise the parameters. The mean is zero, while 

the standard deviation is 0.1.  

• The latent vector has a size of 100.  

• The starting learning rate is assumed to be 0.001 for the Adam optimiser, which we 

are utilising. Every third epoch, it will decay by 0.1.  

• 10−5 is the penalty for L2.  

• There are twelve neighbours.  

• Twelve is the maximum distance allowed between neighbouring items. 

 

4.5 Item-KNN Parameter 

When recommending things based on how similar they are to the current item in a session, 

the parameter "K" in Item-KNN sets how many closest neighbours to take into account. 

Greater "K" values enable a more thorough examination of item similarities, which improves 

recommendation outcomes. In our model, we have set K to 40. 

4.6 Baseline Algorithms 

Table II lists all the algorithms with which we compare our model with. 

Table II: Baseline algorithms 
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Technique Research Papers 

Item-

KNN[62] 

Depending on how closely the things in the current 

session connect to those in earlier sessions, it suggests 

items. 

FPMC[56] Matrix factorisation is integrated with the first-order 

Markov chain. Both users preferences and sequential 

impacts are taken into account. 

GRU4Rec[27] This RNN-based model simulates user sequences 

using Gated Recurrent Units (GRU). 

NARM[37] It is an extension of GRU4Rec[27] as it introduces 

attention to RNN for session based recommender 

system. 

STAMP[43] It employs attention layers to catch the user's 

momentary interest by relying on their self-attention 

on the preceding item in the current session. 

 

SR-GNN[82] It obtain item embedding via a gated GNN layer and 

computes session-level embeddings using 

selfattention. 

CSRM[71] It makes use of a memory network to take into 

consideration the structure of previous n sessions. It 

helps in making a better prediction of the current 

session. 

FGNN[52] It uses attention weights of the graphical layers for 

understanding item embeddings and a feature 

extractor at the graphical level for making the session 

recommendations. 

 

4.7 Result 

For our experiments, we have utilised Google Collaborative. We made use of 128 GB of 

storage, 8 vCPUs, 16 GB of RAM, and 16 GB of GPU RAM. For 20 epochs, we applied our 

model to every dataset. 

• Table III shows how well our suggested model performs when compared to each of the 

baseline models mentioned above. This comparison was conducted using P@20 and 

MRR@20 as the measures.  

• Table IV shows how well our suggested model performs when compared to each of the 

baseline models mentioned previously. This comparison was conducted using the 

measures P@10 and MRR@10.  

• The impact of the dropout ratio on P@20 for the TMall dataset is seen in Fig. 4.1.  

• The trajectory of the loss function in relation to the number of epochs is shown in Fig. 

4.2. 

• The P@20's trajectory with the number of epochs for the TMall dataset is shown in Fig. 

4.3.  
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• When one of the essential elements of our model was eliminated, the outcome is 

displayed in Table V. The global graph and the session graph are the two essential 

elements.  

• The outcomes of using various techniques for the crucial aggregating processes are 

shown in Table VI. We employed concatenation, sum pooling, max pooling, and gate 

mechanisms. 

 

Table III: Results for @20 

Models/Dataset Diginetica TMall Nowplaying 

P at 20 MRR at 20 P at 20 MRR at 20 P at 20 MRR at 20 

Item-KNN 35.74 11.57 9.14 3.31 15.94 4.91 

FPMC 22.15 6.66 16.05 7.32 7.36 2.82 

GRU4REC 30.78 8.22 10.94 5.89 7.92 4.48 

NARM 48.33 16.00 23.31 10.70 18.59 6.93 

STAMP 46.63 15.13 26.46 13.36 17.66 6.88 

CSRM 50.56 16.38 29.47 13.96 18.14 6.42 

SR-GNN 51.25 17.78 27.58 13.72 18.87 7.47 

FGNN 50.57 16.84 25.25 10.39 18.78 7.15 

Our model 53.98 19.02 32.05 15.05 21.30 8.47 

 

Table IV: Results for at 10 

Models/Dataset Diginetica TMall Nowplaying 

P at 10 MRR at 10 P at 10 MRR at 10 P at 10 MRR at 10 

Item-KNN 25.07 10.77 6.65 3.11 10.96 4.55 

FPMC 15.43 6.20 13.10 7.12 5.28 2.68 

GRU4Rec 17.93 7.73 9.47 5.78 6.74 4.40 

NARM 35.44 15.13 19.17 10.42 13.6 6.62 

STAMP 33.98 14.26 22.63 13.12 13.22 6.57 

CSRM 36.59 15.41 24.54 13.62 13.20 6.08 

SR-GNN 38.42 16.89 23.41 13.45 14.17 7.15 

FGNN 37.72 15.95 20.67 10.07 13.89 6.8 

Our model 40.83 17.77 27.06 14.71 16.41 8.13 

 

Table V: Performance of our model when key components 

were removed on a single basis 

Models/Dataset Diginetica TMall Nowplaying 

P at 10 MRR at 10 P at 10 MRR at 10 P at 10 MRR at 10 

W/o global graph 53.11 18.77 31.44 14.54 20.33 7.43 

W/o session graph 51.78 16.21 31.22 12.67 18.11 6.55 

 

 

 



 

26 

Table VI: Effect of different aggregation operation. 

Models/Dataset Diginetica Tmall Nowplaying 

Measures P at 20 MRR at 20 P at 20 MRR at 20 P at 20 MRR at 20 

Gate Mechanism 52.34 18.10 32.80 15.33 22.47 7.83 

Max Pooling 45.39 16.45 31.87 15.39 19.13 6.71 

Concatenation 50.22 17.02 31.55 14.89 19.88 7.93 

Sum Pooling 53.97 19.01 32.04 15.05 21.30 8.44 

 

Figure 4.1: Impact of Dropout ratio 

 

Figure 4.2: Stabilization of loss function with epoch for TMall dataset 

 

Figure 4.3: Trajectory of P@20 vs epochs for TMall dataset 
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4.8 Observations 

With our experiments, we have observed the following conclusions- 

• It is evident from the data in Tables III and IV that our model has produced superior 

outcomes when compared to models that do not make use of graphical neural 

networks. This demonstrates unequivocally the great success of graphical neural 

network in the field of session-based recommendation systems  

 

• Our model even outperformed all of the graphical neural network-based session-based 

recommender systems we used for our studies, according to the data shown in Tables 

III and IV. 

 

• By the time it reaches the tenth epoch, as shown in Fig. 4.1, our model is stabilised. It 

is evident from Fig. 4.3 that the TMall dataset's peak performance for P@20 was 

attained in the ninth epoch. This also applies to other datasets.  

 

• The information included in Table V indicates the impact of eliminating either of the 

two essential elements of our model. It can be concluded that while the removal of 

session graphs has a significant impact on suggestions, the removal of the global 

graph has no discernible effect. 

 

• It is evident that the data in Table VI that the sum-pooling technique perform best 

when it comes to combining session and global item information. Additionally, the 

gate mechanism performed well and, in one case, exceeded sum-pooling (P@20 for 

Nowplaying). 

 

• Fig. 4.1 shows the impact of the dropout rate. For the global graph representation, we 

employed the regularisation method known as dropout. Using all neurones for testing 

and randomly discarding specific neurones with probability p during training is the 

fundamental idea behind dropout. Since it is easy to overfit, we may observe that the 

model performs poorly on both datasets when the dropout ratio is low. The dropout 

ratio functions best when it falls between the extremes.  

 

 

The model's performance starts to suffer when the dropout ratio reaches the higher extreme 

end since it is difficult for the model is to learn from the data when there aren't enough 

neurones available. 
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CONCLUSION 
Our report's conclusion concentrated on the study of recommender systems, specifically 

session-based recommender systems. We investigated different methods and models used in 

this field during our study and assessed how well they performed in comparison to baseline 

models.  

Our study's key finding is that, in terms of recommendation accuracy, our Graph Neural 

Networks (GNN)-based model performed better than all of the baseline models. In order to 

produce more precise and tailored suggestions, the GNN model demonstrated exceptional 

performance in identifying the intricate correlations and patterns present in session-based 

data. 

Our model effectively integrated the sequential and contextual information found in 

session data by utilising GNNs, which enables it to adjust to user preferences and provide 

accurate recommendations based on specific sessions. Our model's increased personalisation 

and accuracy have great potential to improve user experience and engagement in practical 

recommendation scenarios.   

              We can state with confidence that our GNN-based model has proven its 

effectiveness and potential in session-based recommender systems after a thorough 

evaluation procedure and comparison with several baseline models. All things considered, 

our results add to the expanding corpus of research on recommender systems, particularly 

as it relates to session based recommendations. Our GNN model's performance emphasises 

how crucial it is to use cutting-edge methods to successfully address the difficulties posed 

by session-based data.  To sum up, our study of session based recommender systems, 

especially our GNN-based model, demonstrates the enormous potential for enhancing 

suggestion personalisation and accuracy. We believe that further research and development 

of GNN-based techniques will advance recommender systems and enhance user experience 

in a number of domains. 
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