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PREFACE 

 

This is the One Hundred Twenty Ninth Issue of Current Awareness Bulletin started 

by Delhi Technological University, Central Library. The aim of the bulletin is to compile, 

preserve and disseminate information published by the faculty, students and alumni for 

mutual benefits. The bulletin also aims to propagate the intellectual contribution of Delhi 

Technological University (DTU) as a whole to the academia.  

 

The bulletin contains information resources available in the internet in the form of 

articles, reports, presentations published in international journals, websites, etc. by the 

faculty and students of DTU. The publications of faculty and student which are not covered 

in this bulletin may be because of the reason that the full text either was not accessible or 

could not be searched by the search engine used by the library for this purpose.  

 

The learned faculty and students are requested to provide their uncovered 

publications to the library either through email or in CD, etc. to make the bulletin more 

comprehensive. 

 

This issue contains the information published during September, 2023. The 

arrangement of the contents is alphabetical. The full text of the article which is either 

subscribed by the university or available in the web is provided in this bulletin. 
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Abstract
For achieving carbon neutrality, increased renewable power generation is an emerging trend. Renewable power, often trans-
mitted via VSC-HVDC, is variable, intermittent and could not contribute to grid inertia directly. Thus, quick restoration of
system frequency should be prioritized, for which encapsulation of frequency regulators inside converter controllers is often
suggested. Most of the reported frequency regulation schemes are only suited for converters carrying power below rated
limits. The novelty of present work lies in its ability to regulate frequency by delivering power support above rated limits. In
fact, by exploiting primary frequency reserves available at the other end and by efficiently utilizing converter’s entire permis-
sible operating region, frequency can be restored quickly within acceptable range. This can have significant implication for
extracting frequency support from offshore wind farms coupled via VSC-HVDC. The proposed technique, based on dynamic
converter current modulation, renders significant active power support depending upon severity of encountered frequency
excursion. Its performance is justified by testing it by introducing disturbances of different magnitudes in an IEEE 14-bus
system. Interestingly, the simulation results obtained using MATLAB/Simulink have confirmed that by employing proposed
scheme, for a 22% load/generation unbalance, VSC can arrest frequency nadir within one second by delivering nearly 30%
above rated converter power. In fact, fast frequency regulation is achieved without compromising AC voltage stability of the
disturbed grid.

Keywords Fast frequency regulation · Load–frequency dynamics · VSC’s permissible operating range · Converter current
modulation · VSC-HVDC overload capability · VSC-HVDC operation beyond rated limits · Power–frequency control

1 Introduction

High voltage direct current (HVDC) technology has gained
popularity in last few decades owing to its ability to trans-
fer high quantum of power generated by various renewable
energy sources (RES) located many miles away from con-
gested load centers. With its wide variety of features like
flexible power control, black starting, faster and effortless
power reversal, smaller station footprints, etc. Voltage source
converter (VSC)-based HVDC technology is a convenient
choicemade by power engineers for enabling green grid elec-
trification. Although HVDC technology makes ties between
asynchronous grids feasible, simultaneously it makes it diffi-
cult to extend frequency support (FS) fromonegrid to another

B Ashima Taneja
tanejaashima.1988@gmail.com

1 Department of Electrical Engineering, Delhi Technological
University, Delhi, India

grid directly. Therefore, a frequency regulation feature is
often incorporated inside converter control so that interre-
gional frequency support can be rendered [1–3].

It is noted from literature survey [1–22] that various con-
trol schemes have been suggested for facilitating FS incor-
porating VSC-HVDC system. For a point-to-point (P2P)
VSC-HVDC system, [4] introduces an active power–fre-
quency (P–f ) droop in its converter control which increases
coupling between the grids causing HVDC system to no
longer behave as a firewall, thus, resulting in FS provi-
sion from one grid to another. Likewise, FS is proposed
by using offshore frequency-DC voltage (f off–Vdc) droop
at rectifier controller and P–f droop at inverter controller [5,
14]. The same is demonstrated in [6]; however, converter
power carrying capability is under-utilized. It is shown in
[7, 24, 25] that IGBT-based modular multilevel converter
(MMC)-HVDC can be overloaded to up to 27.5% of its
rated capacity by controlled injection of circulating cur-
rents while still functioning within safe junction temperature
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of the used power electronic devices. However, resultant
impact on converter’s reactive power support and AC volt-
age of the disturbed grid during the overload period has not
been accounted for. A multivariate random forest regression
(MRFR) algorithm for FS provision in interconnected grids
of a P2P-VSC-HVDC system has been proposed in [8] which
estimates the power required for the caused load/generation
unbalance and accordingly updates power order for con-
verter stations and alternators. However, effect of time delay
involved in parameter estimation as well as updating of the
power orders on system’s performance is not touched well.
Inertia emulation-based control schemes are also proposed.
[9, 10] use electrostatic energy stored in converter station
capacitors for extracting frequency support without disturb-
ing the healthy grid at the other end. However, super-sized
capacitors are required instead for provision of substantial
power support. In [11], a communication-less bidirectional
frequency support scheme is proposed for P2P-VSC-HVDC
system in which the grid having more rate of change of fre-
quency (RoCoF) is supported from the grid at the other end.
But, along with pre-requisite of accurate RoCoF measure-
ment, power support from healthy grid to disturbed grid is
not ensured always as no clear demarcation to differentiate
between supporting and disturbed grid is suggested. Vir-
tual synchronous generator (VSG)-based frequency support
schemes are proposed in [12, 13] in which VSC is artificially

made to behave as an alternator to participate in frequency
stability enhancement. However, such techniques lack of
inherent converter current limiting controls which has to be
additionally integrated. Table 1 enlists and compares features
of various frequency regulation schemes listed in literature.

It is also noted that most of these FS strategies are demon-
strated with VSC-HVDC carrying power significantly lesser
than its rated power. Except [7], none of these works consider
possibility of FS provision particularly when the converter is
already carrying rated power and is expected to deliver power
support above its rated limits. Also, all of these strategies
are demonstrated only for case of nominal disturbances and
are not tested for any credible contingencies. In fact, system
response is indifferent to frequency excursions of different
magnitudes. In addition, effect of load/generation unbalances
on frequency dynamics of the interconnected grids is not
quantized. It is also noted that additional support power is
released steadily causing significant nadir and hence fast fre-
quency restoration is not achieved. In fact, none of these
demonstrates the effect of frequency mitigation technique
on AC voltage stability of the disturbed grid.

The proposed work presents a dynamic frequency reg-
ulation technique using VSC-HVDC system that enables
enhanced active power support for enabling the quick restora-
tion of system frequency. The proposed frequency regulation

Table 1 List of pros, cons and limitations of significantly reported frequency regulation strategies

S. no. Existing articles Pros Cons Limitations

1 Droop-based [4, 7, 11, 14] Able to offer instantaneous
response.

Does not rely on accurate
RoCoF measurement.

Offer limited power sup-
port capability.

Slow frequency
restoration speed.

Not suitable for HVDC system
already operating at rated capac-
ity.

Unable to utilize efficiently the
entire permissible VSC
operating region.

2 Inertia emulation based [9, 10] Instantaneous response is
offered.

Firewall advantage of
HVDC is retained.

DC voltage stability is at
risk.

Frequency restoration
speed depends upon
emulated inertia
constant.

Large investment cost for super
capacitors at the converter sta-
tion.

Unable to utilize efficiently the
entire permissible VSC
operating region.

3 Direct estimation of unbalanced
power [8]

Exact amount of
deficient/surplus power
can be compensated.

Requires accurate RoCoF
measurement.

Slow frequency
restoration speed.

Needs dedicated communication
system for parameter estimation
and updating power order.

Requires accurate estimation of
unbalanced power.

4 VSG-based [12, 13] Able to provide both
inertial and primary
frequency support.

Slow frequency recovery.
Need accurate RoCoF
measurement.

Adopted power
synchronization control
is difficult to
implement.

Overcurrent limitation control for
valve protection needs to be addi-
tionally integrated.

Not suitable for HVDC system
already operating at rated
capacity.
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Fig. 1 VSC-HVDC transmission system coupling two AC grids

technique is based on a three-layer converter control mecha-
nism in which significant power support is rendered depend-
ing upon the magnitude of encountered frequency excursion.
In present paper, it is shown that appreciable power support
(nearly 30% above rated) even for credible frequency dis-
turbances (for load/generation unbalances up to 22%) can
be imparted. This can result in significant implications for
extracting frequency support from offshore wind farms so
that additional power support above rated converter capacity
can be transmitted via VSC-HVDC controlled via proposed
scheme. In theproposedwork,with increase in severity of fre-
quency contingency, the entire permissible operating region
ofVSC-HVDChas been exploited for provision of frequency
support while deliberately maintaining AC voltage stability
of the disturbed network.Although, few researchworksmen-
tion similar type of approach [15, 16], but are silent over
its resultant impacts on the AC/DC system and are unable to
justify better frequency regulation that can be achieved with
the aforesaid concept.

The major contributions of this paper may be mentioned
as:

1. Modeling and verification of load frequency dynamics of
disturbed and supporting grids at the two ends of VSC-
HVDC transmission system.

2. Demonstration of utilization of converter’s complete
permissible operating range so as to offer maximum fre-
quency support to the disturbed grid.

3. Performing stability analysis of the considered AC/DC
system by deriving a dynamic state space model of it.

4. Verifying proposed scheme against frequency excursions
of various magnitudes.

With Introduction as Sect. 1, this paper has six more sec-
tions. The description for the consideredVSC-HVDCsystem
coupling two different AC grids is presented in Sect. 2.

Development of mathematical model for frequency devia-
tions in a contingency prone AC network of the integrated
HVAC-HVDC grid is done in Sect. 3. The efficient utiliza-
tion of VSC’s permissible operating region for obtaining
enhanced active power support and thus, for mitigating fre-
quency excursion of different severities is proposed inSect. 4.
The stability analysis of the system is carried out in Sect. 5.
Simulation results that justify the enhanced FS capability of
the proposed control scheme are demonstrated in Sect. 6. In
the end, Sect. 7 draws out conclusions.

2 System Configuration

A P2P-VSC-HVDC system interconnecting two AC grids,
ACGrid 1 (ACG1) andACGrid 2 (ACG2) is shown inFig. 1.
Rectifier controller maintains its local DC voltage to constant
value while inverter controls its active power injection into
ACG 2. The parameters for this system are given in Table 2.
ACG 1 is represented by a single generator equivalent, SG-1,
while ACG 2 is considered as IEEE 14-bus system having
five alternators, G1–G5. With several alternators, loads and
buses in it and to optimize simulation times as well, thus,
IEEE-14 bus system is a better selection so that actual power
system behavior can be visualized. The VSC-HVDC system
is coupled via PCC-2 which is connected to Bus-1 of the
IEEE bus system by a reactive impedance. With system volt-
age of 230 kV, short circuit capacity of the Bus-1 is fairly
strong and determined to be 2000 MVA. This can be suffi-
cient to absorb the inverter’s power infeed, operating even
above its rated limits. A two-level circuit with symmetrical
monopolar configuration is chosen for VSC-HVDC system.
For alternators, excitation system of Type 1 [26] and IEEE
turbine model with PID controller for its governor system
[27] are adopted.
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Table 2 AC-DC system parameters

S. no. System components Ratings

AC grid 1 (ACG 1)

System voltage and
frequency

230 kV, 50 Hz

Synchronous generator equivalent (SG 1):

Rated power 11.2 GVA

Active power generation 0.75 pu

Governor droop coefficient 0.05

Inertia time constant 3.2 s

Generator transformer equivalent (GT-1)

Voltage 13.8 kV/230 kV

Rated MVA 11.4 GVA

AC grid 2 (ACG 2)

System voltage and
frequency

230 kV, 50 Hz

Alternators (G1, G2, G3, G4, G5)

Rated voltage 13.8 kV

Rated MVA 200 MVA

Active power generation 0.6 pu

Governor droop coefficient 0.05

Inertia time constant 3.5 s

Generator transformers

Voltage 13.8 kV/230 kV

Rated MVA 210 MVA

VSC-HVDC system parameters

Rated power capacity 400 MW

Rated DC voltage ± 200 kV

Converter transformers
(CT-1 and CT-2)

230 kV/200 kV, 400
MVA, 50 Hz

Length of DC cable 1 and 2 75 km

Parameters of DC cable 1
and 2

r � 0.139 m� /km, l �
15.9 mH/km, c � 23.1
µF/km

DC capacitance 70 µF

VSC-HVDC controller parameters

a P–f controller at inverter station

Active power setpoint − 1 pu

Proportional and integral
gain

0, 20

b Q-controller at rectifier and inverter station

Reactive power setpoint − 0.2 pu

Proportional and integral
gain

0, 20

c VDC controller at rectifier station

DC voltage setpoint 1 pu

Table 2 (continued)

S. no. System components Ratings

Proportional and integral
gain

2, 40

d Inner Current Controller

Proportional and integral
gain

0.6

3 Modeling Frequency Deviation Dynamics
in AC Grids Interconnected to VSC-HVDC
System

The VSC-HVDC system interconnecting two AC grids, as
shown in Fig. 1, is considered. Assuming that ACG 1 and
ACG 2 are having net active power generation of PSG1.net

and PSG2.net, respectively.
It is considered that all the five alternators of ACG 2 are

loaded equally and PG is the power generated by each of
them.With ‘ng’ equal to total number of alternators, i.e., five
here,

PSG2.net � ng.PG. (1)

Let PL1 and PL2 are total power drawn by the loads in
ACG 1 and ACG 2, respectively. Assuming Prect and Pinv

are active power flowing via rectifier and inverter stations,
respectively. Let f 2rated and f 2 be rated and actual frequency
of ACG 2 andPinv

rated is rated value of inverter power. LetK f

is power–frequency coefficient (PFC) of inverter, such that

Kf � −�Pinv
/
P rated
inv

� f2
/
f rated2

, (2)

where PFC is defined as ratio of per unit increase made in
inverter power in response to per unit decrease in frequency
of the connected grid.

Considering a load/generation unbalance in ACG 2,

�Pinv + ng · �PG � �PL2. (3)

Using (2),

�Pinv � −P rated
inv · Kf · � f2

f rated2

. (4)

Neglecting any switching and line losses,

�Prec � �Pinv. (5)
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With PG
rated as rated power and ρAC.2 as governor droop

coefficient of each of the alternators in ACG 2,

�PG � − P rated
G

ρAC.2
.

� f2
f rated2

. (6)

3.1 Frequency Deviation in Disturbed Grid, ACG 2

Using (4) and (6) in (3),

� f2 � − �PL2(
P rated
inv .Kf +

ng.P rated
G

ρAC2

) f rated2 . (7)

Thus, lesser frequency deviation occurs, when higher
value of PFC (K f) is considered at inverter controller.

3.2 Frequency Deviation in Supporting Grid, ACG 1

Assuming no frequency disturbance occurring in ACG 1 at
the same time of the load/generation unbalance event inACG
2 and neglecting any losses,

�PSG1.net � �Prect. (8)

Using governor droop constant, ρAC1 for SG 1,

�PSG1.net � − P rated
SG1

ρAC1
.

� f1
f rated1

, (9)

where �f1 is the frequency deviation caused in ACG 1
while mitigating frequency deviation in ACG 2. PSG1

rated

and f 1rated are the rated values of active power of SG 1 and
frequency of ACG 1, respectively. From (5) and (8),

�PSG1.net � �Pinv. (10)

Using (9), (4), (7) in (10),

� f1 � − �PL2
P rated
SG1

ρAC1

(
1 +

ng.P rated
G

KfρAC2P rated
inv

) f rated1 . (11)

It can be noted from (7) and (11) that the supporting grid
(ACG 1) undergoes frequency deviation of same nature as
that of the disturbed grid (ACG 2).

4 Proposed Dynamic and Efficient Active
Power Support Scheme for Quick
Frequency Restoration

In conventional vector current control used for VSC-HVDC
transmission system, so as to protect IGBT valves from
overcurrent, reference values of direct and quadrature com-
ponents of converter currents (id* and iq*) are limited to
ceiling values of id.upper and iq.upper, respectively [9, 17].
Clearly, the total permissible current that can be carried
by converter valves, i.e., ivsc.upper is vector sum of id.upper
and iq.upper. Figure 2 shows the permissible region of opera-
tion for the inverter of the VSC-HVDC transmission system
(Fig. 1). The left half of the iq* axis denotes inverter opera-
tion while the right half denotes the rectifier operation. Also,
positive value of iq* signifies supply of reactive power to
the connected grid from the VSC while negative value of iq*

signifies absorption of excess reactive power from the grid
by the VSC. At a time, only one of the two reactive power
control objectives is selected. Due to the imposed converter
current limits, VSC conventionally operates inside rectangu-
lar region, ABCD.

For any general power flow scenario, power and voltage
controllers of VSC-HVDC are given set points according to
which id* and iq* are generated inside converter controller
which may not be necessarily equal to id.upper and iq.upper.
Assuming that rated values of active and reactive power are
exchanged by the inverter with ACG 2 and accordingly, rated
values of direct and quadrature components of converter cur-
rent are considered as id.rated and iq.rated respectively. Thus,
inverter operates inside the operating region defined byPQRS
in Fig. 2. Assuming that the inverter is injecting reactive
power into ACG 2, then point P is its operating point having
coordinates (− id.rated, iq.rated).

It is assumed that maximum current carrying capability
of interconnecting cables/lines with the converter is at least
equal to ivsc.upper and sufficient power support is available
from the grid connected with rectifier end of VSC-HVDC
system, i.e., ACG 1 of Fig. 1. In case of a contingency in grid

Fig. 2 Permissible operation region for inverter of VSC-HVDC system
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connected with inverter end, i.e., inside ACG 2, it is possible
to extend maximum amount of frequency support fromACG
1 to ACG 2, by allowing id* at the converter controller to take
value beyond id.upper and nearly as high as ivsc.upper. Thus, the
region of operation for VSC-HVDC now gets extended addi-
tionally beyond the rectangular region, ABCD to triangular
region ADE, which is also shown in Fig. 2.

Assuming inverter is already carrying rated power, using
(4) and from [9], id* is generated inside the inverter controller
as:

i∗d � 1 + K f ( f rated2 − f2)/ f rated2

1.5Vd2
, (1)

where Vd2 being direct-axis component of AC voltage at
PCC-2 in Fig. 1. For a frequency excursion in ACG 2,

�i∗d � − Kf

1.5 ∗ Vd2

� f2
f rated2

. (2)

Thus, change in id* made by the inverter controller is pro-
portional to the magnitude of frequency deviation, �f 2 in
ACG 2.

Three scenarios are possible, depending upon the change
in id* in response to magnitude of the encountered frequency
deviation. These are listed as follows:

• Scenario 1: id* is limited to id.upper

In this scenario, the range of encountered frequency devi-
ations are such that magnitude of id*can be increased from
its pre-disturbance value of id.rated to up to id.upper. Hence,
the converter’s operating region, PQRS, gets extended in
comparison to earlier and is depicted in Fig. 3a. Also,
the operating point, P, now takes coordinates in between
(− id.rated, iq.rated) to (− id.upper, iq.rated), depending upon the
value of �f 2.

Usually, id.upper is 10% more than id.rated [18]. Since id*

increases only up to 10% from its rated value, thus only
smaller scale frequency deviations can be regulated in this
scenario. This case can, thus, be referred as ‘Small Frequency
Excursion’. Let id.upper � m ∗ id.rated, constant ‘m’ is 1.1.
Thus, using (13), the frequency deviation gets limited to

(14)

−� f2.small

f rated2

� 1.5Vd2
Kf

∗ (
id.upper − id.rated

)

� 1.5Vd2
Kf

∗ (m − 1) .id.rated.

In addition, same iq* is maintained, i.e., equal to iq.rated;
thus, reactive power support offered by the inverter remains
unaltered in this scenario. By the converter current modula-
tion performed in this scenario, it is taken care that frequency

Fig. 3 Inverter’s operating region during a small, bmedium and c large
frequency excursion

deviation caused by any load/generation unbalance should
not exceed beyond value defined by (14). It can be observed
from Fig. 3a that in this scenario, inverter still operates inside
the operating region that has been defined conventionally.

• Scenario 2: id* is limited between id.upper and ivsc.upper

This case is applicable when encountered frequency devi-
ations are expected to be more than the previous case. So,
it is termed as ‘Medium frequency excursion’. It is pro-
posed to increase id* from id.rated to a value beyond id.upper.
Since same pre-disturbance reactive power support from
VSC should be maintained and its current should not exceed
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Table 3 VSC current modulation for possible frequency excursion scenarios

Scenario↓ Frequency deviation id* iq* Net VSC current, ivsc

Steady state � f2 � 0 i∗d � id.rated i∗q � iq.rated ; ivsc �
√

(
i∗d

)2 +
(
i∗q

)2
;

ivsc ≤ ivsc.upper
Small excursion 0 > −� f2 ≥ −� f2.small −id.upper ≤ −i∗d ≤

−id.rated

Medium
excursion

−� f2.small > −� f2 ≥
−� f2.medium

−id.new.1 ≤ −i∗d ≤
−id.upper

Large excursion −� f2.medium > −� f2 ≥
−� f2.large;
or − � f2.large > −� f2

−id.new.2 ≤ −i∗d ≤
−id.new.1

i∗q� iq.min

ivsc.upper, thus id* shouldbe limited to id.new.1, where id.new.1 �√
i2vsc.upper − i2q.rated. Also, the operating point P, which was

originally at (− id.rated, iq.rated), can now further be advanced
up to (− idnew.1, iq.rated); as shown in Fig. 3b.

Usually, ivsc.upper is 30% to 50% more than id.rated
[18]. Also, iq.rated is lesser than id.rated [17]. So, assuming
ivsc.upper � k ∗ id.rated and iq.rated � p ∗ id.rated where ‘k’ and
‘p’ are constants such that 1.3 < k < 1.5 and 0 < p < 1. Using
id.new1 in (13), frequency deviations can be limited up to

(15)

−� f2.medium

f rated2

� 1.5Vd2
Kf

. (id.new1 − id.rated)

� 1.5Vd2
Kf

.

(√
k2 − p2 − 1

)
id.rated.

Thus, in this scenario, converter current is modulated in
such away that reactive power support offered by the inverter
to ACG 2 remains unaltered while frequency deviations are
not allowed to exceed beyond the value defined by (15).

• Scenario 3: id* is limited to ivsc.upper

So as to mitigate frequency excursions which are even
larger than previous two scenarios, it becomes necessary to
prioritize inverter’s active power support over its reactive
power support. In addition, so as tomaintain frequency stabil-
ity alongwithACvoltage stability of the disturbed grid (ACG
2), it is proposed to reduce iq* to a minimum value, iq.min.
Therefore, id* can now further be enhanced from id.new.1 to a

value equal to id.new.2, where id.new.2 �
√
i2vsc.upper − i2q.min.

This scenario is referred as large frequency excursion. This
is shown in Fig. 3c and after performing this current modu-
lation, the operating point P is now at (− id.new2, iq.min).

Let iq.min � iq.rated
d , where d is constant such that d > 1,

using (13),

(16)

−� f2.large
f rated2

� 1.5Vd2
Kf

. (id.new.2 − id.rated)

� 1.5Vd2
Kf

.

⎛

⎝

√

k2 − p2

d2
− 1

⎞

⎠ id.rated.

Thus, frequency deviations encountered in this scenario
can be limited to value defined by (16). The proposed
control scheme is dynamic because the amount of power
support released depends upon the magnitude of frequency
excursion. Secondly, it is efficient because entire permissi-
ble operation range of VSC is utilized to derive maximum
amount of power support while simultaneously taking care
of AC voltage stability. And since the active power support
is rendered immediately, as a result excursion gets mitigated
quickly. For above scenarios, modulation of the converter
currents is summarized in Table 3.

4.1 Control Structure for Proposed Scheme

The structure of proposed scheme is depicted in Fig. 4. The
control structure has three layers:

• Outer control (OC) loop for generation of id* and iq*.
• Dynamic current modulation (DCM) layer for performing
modulation of converter currents according to frequency
deviation in the interconnected grid (ACG 2).

• Inner current control (ICC) loop for generation of refer-
ence converter voltage, Vc.abc

*.

For regulation of grid frequency, inverter’s PFC, K f is
introduced in the outer loop. �P is required modification
in set point (P*) of active power controller in the OC loop
of inverter in response to the encountered frequency devia-
tion. Qinv

ref and Qinv are desired and actual reactive power
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Fig. 4 Proposed three-layer control scheme for VSC-HVDC transmission system

Fig. 5 Simplified AC/DC model

output of the inverter. It should be noted that unlike conven-
tional control, converter current limitation is not performed
in the OC loop. Rather, in the proposed scheme, depend-
ing upon the magnitude of frequency excursion encountered,
converter currents aremodulated inside theDCMlayerwhich
is buffered in between the outer and inner loop of the con-
verter controller. This layer takes generated references for dq
components of VSC currents as id.gen* and iq.gen* from the
OC loop and outputs final values as id* and iq* to the inner
loop after performing the current modulation as described
earlier.

5 Stability Analysis of the Considered
VSC-HVDC System

To study the stability analysis of the point-to-point VSC-
HVDC system as shown in Fig. 1, its dynamic model is
derived. A simple representation of the AC/DC system is
shown in Fig. 5. The state space model of this system is
derived by neglecting the converters switching losses and
resistive losses of the grids. The stability analysis is carried
out by performing small signal analysis.

5.1 Derivation of the State Space Model

The simplified model of Fig. 5 is divided into smaller parts
as: ACG-1 dynamics, VSC-1 (rectifier) controller dynamics,

DC link dynamics, VSC-2 (inverter) controller dynamics and
ACG-2 dynamics.

Assuming voltage at PCC-1 to be constant and in phase
with direct-axis of synchronously rotating reference frame,
writing equations for ACG-1:

i̇s1.d � − 1

Ls1
Vc1.d +

1

Ls1
Vs1.d − Rs1

Ls1
is1.d + w1is1.q, (17)

i
.

s1.q � − 1

Ls1
Vc1.q − Rs1

Ls1
is1.q − w1is1.d (18)

where w1 is angular frequency of ACG-1, V s1 and V c1 are
AC voltages at PCC-1 and converter bus-1, respectively, is1 is
current entering into converter bus-1 fromPCC-1,Rs1 andLs1
are resistance and inductance connected in between converter
bus-1 and PCC-1.

Neglecting switching losses at rectifier,

idc1 � Vc1.dis1.d + Vc1.qis1.q
Vdc1

, (19)

where idc1 and Vdc1 are current coming out of and voltage at
rectifier.

The direct and quadrature components of converter volt-
age are obtained as output of ICC loop of VSC-1 as:

(20)

Vc1.d � Vs1.d −
(
kp.cc +

ki.cc
s

) (
i refs1.d − is1.d

)

− Rs1is1.d + Ls1w1is1.q,

(21)

Vc1.q � −
(
kp.cc +

ki.cc
s

) (
i refs1.q − is1.q

)

− Rs1is1.q − Ls1w1is1.d,

where kp.cc and ki.cc are proportional and integral gains of PI
controllers used inside the ICC loop.
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Having constant DC voltage control and constant reactive
power control at rectifier station, the referencevalues of direct
and quadrature axes currents which are obtained as output of
the OC loop of VSC-1 controller as:

i refs1.d �
(
kp.Vdc +

ki.Vdc
s

)(
V ref
dc1 − Vdc1

)
, (22)

i refs1.q � Qref
rect

3
2Vsd1

+

(
kp.Qrect +

ki.Qrect
s

)(
Qref

rect − Qrect

)
(23)

where kp.Vdc and ki.Vdc and kp.Qrect and ki.Qrect are propor-
tional and integral gains of PI controllers for DC voltage
control and reactive power control, respectively, used inside
the outer loop.

In the DC grid, performing KCL at node-1 of Fig. 5,

V̇dc1 � 1

C1
iDC1 − 1

C1
iL, (24)

.

Vdc2 � − 1

C2
iDC2 +

1

C2
iL (25)

After applying KVL in the DC link,

i̇L � 1

L12
(Vdc1 − Vdc2) − R12

L12
iL. (26)

Similar to ACG-1, the equations for ACG-2 can bewritten
as:

i̇s2.d � − 1

Ls2
Vc2.d − 1

Ls2
Vs2.d − Rs2

Ls2
is2.d + w2is2.q, (27)

i
.

s2.q � 1

Ls2
Vc2.q − Rs2

Ls2
is2.q − w2is2.d (28)

The real and reactive power output of the inverter being
represented as:

Pinv � Vc2.dis2.d, (29)

Qinv � Vc2.qis2.q (30)

Similar to VSC-1, writing equations for inner current con-
trol loop for VSC-2 controller as:

(31)

Vc2.d � Vs2.d +

(
kp.cc +

ki.cc
s

)(
i refs2.d − is2.d

)

+ Rs2is2.d − Ls2w2is2.q,

Vc2.q �
(
kp.cc +

ki.cc
s

) (
i refs2.q − is2.q

)
+ Rs2is2.q + Ls2w2is2.d.

(32)

Inverter station having power–frequency control along
with constant reactive power control, the output equations
for the OC loop are written as:

(33)

i refs2.d � P rated
inv + Kf( f rated2 − f2)

3
2Vsd2

+

(
kp.Pinv +

ki.Pinv
s

) (
P rated
inv − Pinv

)
,

ire fs2.q � Qref
inv

3
2Vsd2

+

(
kp.Qinv +

ki .Qinv

s

)(
Qref

inv − Qinv

)
(34)

Writing Swing’s equation for alternators in ACG-2,

� ḟ2 � −1

2H2
(�PL2 − �Pinv − ρAC2� f2), (35)

�PSG2.net � �PL2 − �Pinv, (36)

whereH2 is the equivalent inertia constant and ρAC2 is equiv-
alent governor droop coefficient of ACG-2.

A state space model is established by performing small
signal stability analysis on the grid and the converter equa-
tions from (17) to (36). The state space model is derived as:

Ẋ � AX + BU , (37)

Y � CX + DU , (38)

where [X] is state vector, [A] is state matrix, [B] is input
matrix, [C] is output matrix, [D] is feedforward matrix and
[Y ] is output vector. The currents passing via phase reactor
of the AC grids, DC voltage across the capacitors, current
passing via DC link and frequency of ACG 2 are considered
as states of the system. And output vector comprises of DC
current and reactive power output of the rectifier, active and
reactive power output of the inverter station and net active
power of alternators of ACG 2. And reference values of DC
voltage and reactive power at rectifier station and nominal
value of frequency of ACG-2 along with reference values of
active and reactive power at the inverter station controller
comprises of the input vector.

The system transfer function required for obtaining root
locus plot is calculated as:

Y (s)

X (s)
� C · [s I − A]−1B + D. (39)

5.2 Effect of Varying PFC

The stability of the system is analyzed by eigenvalues of the
state space matrix A. By analyzing the trajectories of the
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Fig. 6 WithPFCequal to 3 pu/Hz.aLocation of eigenvalues.bEnlarged
version of location of eigenvalues. cRoot locus plot. d Enlarged version
of the root locus plot

Fig. 7 With PFC varying from 3 to 30 pu/Hz. a Location of eigenvalues.
bEnlargedversion of eigenvalues location. cRoot locus plot.dEnlarged
version of the root locus plot

eigenvalues in response to increase in values of PFC, system
stability is analyzed.

The location of the eigenvalues with PFC equal to 3 pu/Hz
is shown in Fig. 6a. And Fig. 6b shows the enlarged version
of this. Also, the root locus plot obtained using (39) and
its enlarged version are shown in Fig. 6c, d, respectively, for
these values of PFC.As observed, system eigenvalues aswell
as the roots of the system’s transfer function remain in stable
region when PFC is maintained at 3 pu/Hz.

Figure 7a shows the eigenvalue movement with increase
in value of PFC from 3 to 30 pu/Hz in ten steps each of 3
pu/Hz. For this range of PFC, the root locus plot along with
its zoomed version are also shown in Fig. 7c, d.

With change in value of PFC, location of all the eigen-
values except one remains constant. The movement of this
eigenvalue continue to move towards negative real axis. This
indicates that for the considered range of PFC, system eigen-
values continue to remain in the stable region. Similar pattern
is observed in the root locus plot.

Based on the system modeling presented above, the small
signal stability study indicates that for performing increase
in values of PFC, the eigenvalues tend to move toward the
negative real axis which results in improvement of system
stability.

Fig. 8 Test system layout

Table 4 Parameters for proposed frequency regulation scheme

Considered
parameters

Values Calculated
parameters

Values

id.upper 1.1 pu M 1.0864

id.rated 1.0125 pu ivsc.upper 1.3602 pu

iq.upper 0.8 pu id.new1 1.3561 pu

iq.rated 0.1055 pu k 1.34

iq.min 0.02 pu p 0.104

Vd 0.99 pu d 5.23

K f 12 id.new2 1.3454 pu

6 System Simulation Results

To justify fast and efficient frequency regulation offered by
the proposed scheme, the network topology shown in Fig. 1
is considered and using data from Table 2, it is simulated
on MATLAB/Simulink platform as shown in Fig. 8. Since
all the five alternators of ACG 2 are loaded equally, thus,
due to space constraints, output of G1 is only depicted in the
figures following. Operations of over-frequency and under-
frequency relays for load management are envisaged within
frequency range of 48.5–51.5 Hz. To justify the effectiveness
of the proposed technique, three cases have been considered
for comparison:

• Case A: VSC-HVDC system using conventional vector
current control.

• Case B: VSC-HVDC system using conventional vector
current control supplemented with P–f droop control.

• Case C: Proposed frequency regulation technique using
VSC-HVDC system enabled with dynamic converter cur-
rent modulation scheme.

Parameters like converter currents, d-axis component of
voltage at PCC-2, PFC, etc., that are considered in simulation
and parameters which are needed to be calculated for the
proposed control scheme are listed in Table 4.

To demonstrate small, medium and large frequency excur-
sion scenarios, different percentages of load increase are
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Fig. 9 a Frequency of ACG 2 and b frequency of ACG 1 for various
scenarios

performed in ACG 2. The simulation results depicting fre-
quency deviations (using proposed technique) in ACG 2 and
ACG 1 are shown in Fig. 9 for the three scenarios. The actual
values of frequency deviations of the two grids, obtained
from the simulations run, are compared with calculated val-
ues obtained from the derived expressions, (7) and (11). The
comparison is presented in Table 5.

It can be noted that actual values of frequency deviations
obtained via simulation aremore than those obtained analyti-
cally. This is because of the considered assumption of having
negligible switching and line losses in the AC/DC system.

Using proposed technique, f 2.nadir, i.e., frequency nadir
of ACG 2, as observed from Fig. 9 are given in Table 6, for
the three scenarios. Also, the limiting values of frequency
deviations for the three possible scenarios viz., �f 2.small,
�f 2.medium and�f 2.large (as calculated Table 4 data and using
(14), (15) and (16)) are alsomentioned in Table 6. Here, f 2.lim
is calculated by adding rated ACG 2 frequency (i.e., 50 Hz)
into value of �f 2.small for small excursion scenario and like-
wise. It can be observed that the obtained nadir of ACG 2 is
always maintained better than f 2.lim for all the three scenar-
ios. Thus, frequency deviations are always limited to less than
the respective predefined values from (14), (15) and (16).

6.1 Small Frequency Excursion

To illustrate a small frequency excursion scenario, a 5% load
increase is performed in ACG 2 at t � 61 s. Figure 10 shows
the resultant outputs for HVDC/AC network. Before distur-
bance application, the entire system was operating at steady
state in whichACG2was operating at near to its nominal fre-
quencyof 50Hz. In this scenario, performances ofCaseBand
CaseC are exactly same. This is because the conventionalP–f
control has inherent frequency support capability by allow-
ing id* to take value up to id.upper. With 5% load increase,
Case A undergoes serious frequency deviation below 49 Hz
(Fig. 10a) as no active power support is available from the

Fig. 10 a Frequency of ACG 2: Case A. b Frequency of ACG 2: cases
B and C. c RoCoF of ACG 2: Case A. d RoCoF of ACG 2: Cases B
and C. eActive power inverted by VSC-HVDC into ACG 2. f Inverter’s
reference direct-axis current. g Active power output of G1. h DC volt-
age maintained at rectifier. i DC voltage at inverter. j Quadrature-axis
reference current of inverter. k Inverter’s reactive power output. l AC
voltage at PCC-2. m Reactive power output of G1. n Inverter’s modu-
lation index for small frequency excursion scenario

inverter while for Cases B and C, frequency of ACG 2 dips
to 49.994 Hz (Fig. 10b). It should also be noted that RoCoF
for cases B and C is less than 0.05 Hz/s (Fig. 10d.) in contrast
to Case A where it is around 0.2 Hz/s (Fig. 10c.). Also, with
absence of power support from VSC-HVDC in case A, its
frequency takes longer to settle to a steady state, while quick
frequency restoration is observed in the other two cases.

Table 5 Frequency deviations in
ACG 1 and ACG 2 Scenario �PL2 �f1.cal (Hz) �f1.act (Hz) �f2.cal (Hz) �f2.act (Hz)

Small 5% − 0.005975 − 0.006065 − 0.0054 − 0.00565

Medium 10% − 0.01154 − 0.01160 − 0.01031 − 0.011

Large 22% − 0.02395 − 0.0256 − 0.02325 − 0.02455
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Table 6 Frequency nadir and
limiting values of frequency
deviations using proposed
scheme

Scenario �PL2 f 2.nadir (Hz) �f 2.small/medium/large (Hz) f 2.lim (Hz)

Small 5% 49.993 − 0.01084 49.989

Medium 10% 49.987 − 0.0425 49.9575

Large 22% 49.96 − 0.04304 49.957

Even after switching on additional 5% of system load,
the system frequency drops to just 49.994 Hz for the pro-
posed scheme and Case B. This is justified because as soon
as the frequency deviation occurs, inverter releases addi-
tional power support immediately. Due to the considered
magnitude of PFC (12 pu/Hz) and magnitude of applied load
increase and from (7), the magnitude of frequency deviation
obtained is smaller and, thus, lies in the permissible designed
range only. In fact, the ability to release sufficient amount of
power support instantaneously gives the proposed control an
upper edge over various control techniques listed in litera-
ture.

To regulate system frequency, in cases B and C, the
inverter of VSC-HVDC has released additional 7.2% active
power output over its rated output of 1 pu (Fig. 10e) as com-
pared to caseAwhere it remains fairly constant. This has been
possible due to generation of increased id* (− 1.09 pu from
rated value of − 1.0125 pu, Fig. 10f), in the OC loop. Due
to such response from the inverter for cases B and C, active
power output of the alternator, G1 of ACG 2 (Fig. 10g.),
remains almost same as its pre-disturbance value (0.6 pu),
thus, causing minimum frequency deviation in ACG 2. How-
ever, in Case A, the burden of providing frequency support
is solely on the alternators of ACG 2 which rise their output
from 0.6 to 0.65 pu. DC voltage is maintained to rated value
at the rectifier station as shown in Fig. 10h. Except a transient
dip in DC voltage at both the stations (Fig. 10i) at the instant
of load switching, the DC voltage is maintained as constant
throughout.

6.1.1 Effect of Dynamic Current Modulation on AC Voltage
of ACG 2 During Small Excursion Scenario

In this scenario, id* is not allowed to increase beyond id.upper
(1.1 pu) and iq* kept almost same (0.106 pu) as depicted in
Fig. 10f, j, respectively. As a result, reactive power support
from the inverter toACG2 remains fairly constant (Fig. 10k).
However, AC voltage at PCC-2 (Fig. 10l) suffers a dip of 0.01
pu at the switching instant which recovers quickly afterward.
A small difference between pre-disturbance value (0.99 pu)
and post-disturbance value (0.9865 pu) of AC voltage is also
noted. This is justified because of switching load, additional
25 MVAr are demanded by it while only 0.02 pu, i.e., net
20 MVAr are supplied by all the five alternators of ACG 2
(Fig. 10m). Themodulation index at inverter station is shown

in Fig. 10n, which depicts that with the proposed scheme, its
value is better than Case A.

6.2 Medium Frequency Excursion

A medium frequency excursion scenario is exhibited by ini-
tiating a load increase of 10%, i.e., 80MW, 0.85 pf into ACG
2 at t � 61 s. Before switching on this load, the frequency of
ACG 2 was 50 Hz. Frequency of ACG 2 for cases A and B
is shown in Fig. 11a. It is evident that this switching would
result in tripping of under-frequency relays in ACG 2 when
VSC-HVDC system is controlled with Case A. Using Case B
also results in serious drop in system frequency below 49 Hz.
In contrast when the proposed frequency regulation scheme
is utilized as in Case C, system frequency (Fig. 11b) only
drops to bit less than 49.99 Hz and settles quickly to a steady
state value in about 5 s. In contrast, 20 s are taken in Case
B for frequency to settle. Without having any active power
support from VSC-HVDC in Case A, it takes longer and fre-
quency keeps on oscillating around the nominal value for
more than 100 s. The quick frequency restoration achieved
by proposed scheme is also justified via RoCoF of ACG 2
shown in Fig. 11d which is less than 0.01 Hz/s in contrast
to Case A having more than 0.3 Hz/s and for Case B having
around 0.18 Hz/s as shown in Fig. 11c.

The inverter’s output is shown in Fig. 11e. With proposed
control, inverter is able to supply additional power output
of 13.5% over its rated output, while for Case B, only 7.2%
of additional output is inverted into ACG 2. This enhanced
active support by the proposed control has been viable due
to its ability to modulate its id* to − 1.2 pu (Fig. 11g.) which
is more than id.upper value of − 1.1 pu. However, for Case
B, as id* could not exceed beyond id.upper, thereby limiting
its active power support capability. Without any frequency
support from HVDC in Case A, its inverter’s output and id*

are almost constant.
With limited support from the inverter in Case B and no

support in Case A and in order to cater the additional load
demand, G1 and other alternators of ACG 2 have increased
their active power output from 0.6 to 0.62 pu in Case B and to
0.67 pu in Case A (Fig. 11f). While for proposed Case C, due
to ample support available from VSC-HVDC via dynamic
currentmodulation, active power output of alternators almost
remains same. DC voltagemaintained at rectifier and inverter
stations is shown in Fig. 11h, i, respectively. For case C, the
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Fig. 11 a Frequency of ACG 2: Case A. b Frequency of ACG 2: cases
B and C. c RoCoF of ACG 2: Case A. d RoCoF of ACG 2: Cases B
and C. eActive power inverted by VSC-HVDC into ACG 2. f Inverter’s
reference direct-axis current g. Active power output of G1. h DC volt-
age maintained at rectifier. i DC voltage at inverter. j Quadrature-axis
reference current of inverter. k Inverter’s reactive power output. l AC
voltage at PCC-2. m Reactive power output of G1. n Inverter’s modu-
lation index for medium frequency excursion scenario

DC voltage deviation is deeper comparatively but only at the
instant of switching load and recovers quickly afterward.

6.2.1 Effect of Dynamic Current Modulation on AC Voltage
of ACG 2 in Medium Excursion Scenario

As explained in Sect. 4 and as shown in Fig. 11j, value of
iq* does not change much in this scenario. As a result, the
reactive power output of inverter prior and after perform-
ing the current modulation remains unchanged (Fig. 11k).
However, for all the three cases, AC voltage of system at
PCC 2 drops nearly to 0.97 pu from prior value of 0.99 pu

(Fig. 11l). This is due to additional reactive power demand of
49.6 MVAr by the switched load, in response to which only
0.04 pu that is 40 MVAr additionally are compensated by all
the five alternators of ACG 2 as shown in Fig. 11m. Never-
theless, AC voltage profile is better for proposed control with
respect to both the cases A and B. It should be noted that dip
is AC voltage is more in comparison to the small frequency
excursion scenario which is because of the increased reactive
power demand made by the switched load in comparison to
the prior scenario. The modulation index for the inverter sta-
tion is also shown in Fig. 11n having highest value for Case
C and least for Case A.

6.3 Large Frequency Excursion

To depict system performance for a large frequency excur-
sion, a load increase of 22% is performed in ACG 2.
Frequency of ACG 2with cases A and B is shown in Fig. 12a
and for Case C in Fig. 12b, respectively. Due to sudden load
increase of a high value, cases A and B suffer serious fre-
quency excursions. While with the proposed scheme used
in Case C, the frequency nadir observed is not just of a
very nominal value of 49.96 Hz but also settles to steady
state within five seconds. In addition, as shown in Fig. 12d,
its RoCoF value is better in comparison to its competitors.
Active power output of inverter is depicted in Fig. 12e. The
quick frequency restoration with proposed control has been
possible due to ability of its inverter to provide additional
active power support up to 30% above its rated output of 1
pu. Such significant active power support offered by inverter
has only been feasible because it has modulated its id* to take
value equal to − 1.36 pu which is much near to ivsc.upper,
as shown in Fig. 12f, while in Case B, id* still could not
be increased beyond id.upper despite of such increased load
demand and large frequency deviation. Thus, in Case A and
B, recovery of system frequency is done by additional sup-
port from G1 and other four alternators which increase their
output from 0.6 to 0.7 pu and 0.69 pu, respectively, as shown
in Fig. 12g, whereas the additional active power output of
inverter, for Case B, is even less than 10% above the rated,
thus, causing increased frequency deviation in it. DC volt-
age maintained at rectifier and inverter ends are shown in
Fig. 12h, i, respectively.

6.3.1 Effect of Dynamic Current Modulation on AC voltage
of ACG 2 in Large Excursion

With proposed control, while iq* gets reduced to minimum
value of iq.min (0.02 pu) as shown in Fig. 12j so that simul-
taneously, id* can be increased to id.new.2, i.e., − 1.36 pu
(Fig. 12f). Due to reduction of iq*, inverter’s reactive power
support gets compromised (Fig. 12k). However, this modu-
lation last for less than one second and as soon as frequency
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Fig. 12 a Frequency of ACG 2: Case A. b Frequency of ACG 2: cases
B and C. c RoCoF of ACG 2: Case A. d RoCoF of ACG 2: Cases B
and C. eActive power inverted by VSC-HVDC into ACG 2. f Inverter’s
reference direct-axis current. g Active power output of G1. h DC volt-
age maintained at rectifier. i DC voltage at inverter. j Quadrature-axis
reference current of inverter. k Inverter’s reactive power output. l AC
voltage at PCC-2. m Reactive power output of G1. n Inverter’s modu-
lation index for large frequency excursion scenario

of ACG 2 starts recovering, iq* regains its pre-disturbance
value and hence, initial reactive power support offered by
VSC-HVDC system gets restored.

Also, AC voltage at PCC-2 (Fig. 12l) drops to 0.94 pu
from 0.99 pu but quickly starts recovering within a period
of one second. This drop in AC voltage is due to additional
reactive power demand of 111.6MVAr by the switched load.
In response, net 100 MVAr are injected by alternators of
ACG 2 additionally (Fig. 12m). Even though reactive power
support compromise, though for a short period, is made in
proposed scheme, still its AC voltage recovery is faster and
better with respect to cases B and A.

7 Conclusion

In this paper, an efficient and dynamic control scheme has
been proposed for quickly regulating frequency of the inter-
connected AC grid using VSC-HVDC system. In fact, it is
shown that by exploiting primary frequency reserves avail-
able with supporting grid at the other end and by proper
utilization of converter’s permissible operating range via pro-
posed technique, disturbed grid’s frequency can be limited
within pre-defined values. It is shown that for load/generation
unbalances up to 22%, VSC-HVDC can invert additional
30% power above its rated power into disturbed grid. Its abil-
ity to supply additional power when already carrying rated
power so as to mitigate frequency excursion quickly without
any prerequisites or causing time delays imparts it an upper
edge over the listed control techniques. Nevertheless, con-
verter’s reactive power support gets compromised for a very
short period but still better AC voltage profile is obtained in
comparison to conventional control while maintaining fre-
quency stability throughout. The proposed scheme is tested
by introducing various credible load/generation unbalances
in a IEEE14-bus system modelled on MATLAB/Simulink
platform. It is shown that irrespective of severity of the dis-
turbance, system frequency is restored quickly within an
acceptable range. Additionally, load–frequency dynamics of
both disturbed and supporting grids at the two ends of VSC-
HVDC system is demonstrated and verified analytically as
well as via simulations. Also, system stability analysis by
tracking trajectories of eigenvalues in response to increase in
values of power frequency coefficient has also been analyzed.
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A High PFC Integrated AC-DC Circuit With
Inherent Lossless LCD Snubber

Vinod Kumar Yadav, Member, IEEE

Abstract—This research presents an isolated single-stage-
single-switch integrated LED driver with high efficiency, high
input power factor (IPF), and in compliance to the strin-
gent IEC61000-3-2 and ENERGY STAR standards. The pro-
posed integration combines the power factor correction (PFC)
SEPIC and power control (PC) flyback converters. The flyback
converter in the PC stage operates in DCM to achieve a higher
IPF. The PFC stage consists of an inductor-capacitor-diode (LCD)
which together functions as an inherent lossless snubber. The
LCD clamps the peak voltage spike of the switch to a lower
voltage during the switching transient. In addition the inherent
LCD snubber recycles the leakage inductance energy which is
shared between the PFC stage and the load. The inherent snubber
operation reduces the extra cost and space that would incur
because of an additional auxiliary snubber circuit. Unlike a
conventional AC-DC system with a snubber, the driver works in a
non-resonant mode. The proposed system’s operating principles,
mathematical analysis, and theoretical conclusion are discussed.
The simulation results are verified by using a 60W/65V hardware
prototype. The proposed topology achieve an efficiency of 91.8%
with an IPF of 0.995 with less than 5% input current harmonics.

Index Terms—Integrated, light emitting diode, LCD snubber,
power factor correction (PFC), flyback, SEPIC, single stage.

I. INTRODUCTION

Light Emitting Diode (LED) history is over a century
old, and the development of the blue LED in 1994 by the
Nichia company opened the door for its vast applications for
commercial and practical purposes. LEDs applications are not
just restricted to illumination, it is nowadays used to control
the light with WiFi/GPRS/Zigbee/IoT/Bluetooth, it is used to
transfer data, and in some circumstances it helps plants to
grow and create carbon credit. It is also used in healthcare
facilities and can detect motion. When compared to other old
lighting methods, LED has several advantages, including a
long life cycle, a wide colour range, better thermal capability
and control, better resistance to mechanical shock, small sizes,
packages and cost, and strict adherence to RoHS regulations
[1]-[3].

The only disadvantage with LEDs is that they cannot be
directly linked to the power supply. Thus, it is essential to
drive the LED through a current-controlled power utility (LED
driver circuit). The LED driver’s goal is not only to drive the
LED but also to meet all of the prerequisite stringent criteria
for its safe and cost-efficient operation. While working with a
LED load, it is fundamental to meet the IEC61000-3-2 class C
standard for harmonic content in input current with IPF as per
the Energy Star program’s minimum requirement [4]. Usually,
a LED driver circuit consists of a rectifier connected to a power
factor correction (PFC) circuit in order to improve the power
quality in terms of harmonic content and power factor at the

supply side and a power control (PC) DC-DC converter to
regulate the load power and obtain the desired power quality
at the load side. Generally, a single-stage LED driver does
not meet the prerequisite power quality criteria. A two-stage
LED driver is best suited to meet the desired power quality
standards such as high IPF, low total harmonic distortion
(THD), low crest factor and a regulated output. However, a
two-stage driver is not ideal for low-power applications since
it is bulky, expensive and complicated due to the presence of
multiple switches [5]. An integrated stage LED driver is used
to address this size and cost issue. In an integrated stage LED
driver system, the PFC stage and the PC stage share a common
switch; they work the same way as a two-stage converter, but
with only one switch. As a result, switching losses are reduced,
and with a minimum switch driving circuit, it is simple and
cost-effective exhibiting the power quality characteristics of a
two-stage LED driver while preserving the benefits of a single-
stage LED driver [6].

In switch-mode operation for the integrated LED driver
circuits, the switches share both the PFC and PC stage and
are thus subjected to over-current and over-voltage stress,
resulting in higher switching losses. Among the many inte-
grated LED drivers, flyback converters are the most widely
used. In general, it is observed that the leakage inductance
energy trapped in them results in a significant voltage spike at
the switch. Therefore, a turn-off snubber is inevitable to limit
the spikes and overcome the EMI issue as well. With an
aim to reduce the size, weight and increase the power density,
an increase in switching frequency also aggravated the above
shortcomings.

An RCD snubber reduces the turn-off switching losses
and switching voltage spike [8]. However, due to the energy
dissipation in the snubber resistor, it fails to recycle all of
the leakage energy back to the supply. Additionally, these
snubber circuits have large circulating currents, resulting in
increased power dissipation in snubber components. The RCD
snubber recovers the leakage energy and redirects it to the
input power supply. This process delays the flyback secondary
side’s conduction time and also increases the flyback circuit’s
rms current. An active snubber in flyback integrated topologies
is a better solution to this issue [9]. However, this comes at a
cost of additional switching elements and a complex algorithm
for the controller [11]-[12]. An active LC-based snubber is
reported in [13]; however, this topology’s working is complex
and costly due to additional switches. An alternate approach
to active clamp the leakage energy is given in [14], where
two flyback converters are cascaded with 180◦ phase shift;
the suggested circuit achieves a high efficiency under ZVS
and recycles the energy from the leakage flux but looses the
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galvanic isolation. Another cascaded approach of two flyback
circuits to mitigate the leakage energy issue mentioned in [15],
requires two switches and thus topology becomes bulky. Two
cross-coupled inductor-capacitor-diode (LCD) snubbers where
the primary flyback is linked to the secondary snubber and
vice versa is reported in [16] to address the leakage energy
issue; however, it adds a level of complexity to the topology
and control. A simple passive lossless turn-off snubber with an
attempt to achieve high power conversion efficiency at a low-
cost with a design to minimize switching losses is presented
in [17], but the attained efficiency is low. In [18], an inherent
lossless snubber circuit based single-stage-single-switch AC-
DC-LED driver topology is proposed. However the achieved
IPF and input current THD are less appreciable. Considering
all of the above-mentioned efforts, and to resolve the prevailing
issues of deteriorated power quality in isolated integrated
flyback LED driver circuits, there is a necessity to develop
an inherent snubber-based high-power quality integrated LED
drivers with lower component counts and reduced control
complicity.

On this line, this paper presents a single-stage-single-switch
AC-DC system for LEDs where the PFC SEPIC and a flyback
PC stage are integrated, operating under the discontinuous
condition mode (DCM). The proposed integration results in the
formation of an inherent LCD snubber that recycles the energy
of the leakage inductance and shares between the PFC stage
and the load. The leakage energy absorbed by the PFC stage
ensures a constant voltage snubber operation; this clamps the
switch’s voltage, reducing power loss and making the system
more efficient. This paper is arranged as follows: Section II
introduces the integrated LED driver circuit and depicts the
proposed integrated driver’s operating principles, as well as
the converter analysis. Section III discusses the design process
and mathematical considerations, whereas Section IV brings
out the discussion on the snubber circuit. Section V includes
the simulation and experimental outcomes. Finally, Section VI
concludes the proposed work.

II. ANALYSIS OF THE PROPOSED INTEGRATED PFC
TOPOLOGY

Fig. 1(a) and Fig. 1(b) portrays the circuit diagram of the
proposed LED driver and its simplified version respectively.
The combine operation of S1 and S2 is achieved through a
single switch Sw resulting in reduced gate driver requirement
and control complexity. The proposed integration of SEPIC
and the flyback converter performs the function of both PFC
and PC. Structurally, the circuit comprises of slow recovery
bridge rectifier diodes (D1 - D4) with Lin and Cin as filter
components, L1 and L2 as energy-storage inductors, D5, D6,
D7 and Do are intermediate and load side diodes, CLink, C1,
C2 and Co are DC offset, intermediate and load side capacitors
respectively. The inherent lossless LCD snubber is composed
of L2, C2, and D6. As seen in Fig. 1(b), the capacitors C1 and
C2 clamps the undesired voltage spike of the flyback winding
during tun-off. Further the arrangement of L2, C2, and D6

forms an inherent lossless LCD snubber working in a non-
resonant mode, thereby, the need for an additional snubber
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Rectifier circuit DC-DC flyback circuitSEPIC converter

Fig. 1. (a) The proposed LED driver topology. (b) Its’ simplified integrated
version.

is eliminated. The proposed LED driver circuit’s steady-state
theoretical and operating modes are given in Fig. 2 and Fig. 3
respectively. The following assumptions are used to simplify
the steady-state analysis: All the diodes and switches are
ideal and without any parasitic components, inductors and
capacitors are ideal. Leakage inductance Llk which is much
smaller than magnetizing inductance Lm are added to an
ideal transformer to represent a non-ideal transformer with a
turn ratio n = Np/Ns. The output capacitor is large enough
to maintain a constant output. The switching frequency is
much higher than the line frequency, hence input to the PFC
stage is assumed a constant. The capacitors C1 and C2 are
initially charged and their voltages (VC1, VC2) are constant and
sufficient enough to reset the flyback transformer. Following
eight modes describe the complete working of the proposed
topology.

Mode 1[t1-t2]: This mode begins with switch (Sw) turn-
on, the voltages VDC, VC1 and VC2 are applied to inductor L1,
L2 and Lm, and their currents increase linearly. During this
mode, diode D6 and D7 are reverse biased and withstanding a
voltage of VC2 and VC1 + VC2 - VDC. The polarity of potential
across C1 and C2 turns on the diode D5. The duration of this
mode is short and ends with the current reversal in L2.

Mode 2[t2-t3]: During this mode, currents in inductors L1,
L2, and Lm reach their peak values. The load capacitor Co
and magnetizing energy from primary winding via diode Do

supplies the load. The voltage stress across Lm and Llk is VDC.
Switch turn-off marks the end of this mode.

Mode 3[t3-t4]: Switch turn-off decreases the instantaneous
current in L1 and L2, reverse biases the diode D5, while D7

remains off and the diode D6 starts to conduct. Voltage across
D5 and D7 clamps to VC1 - VC2 and VC1 + VC2 - VDC. The
total voltage across Lm and Llk reduces to VDC -VC2 and VC2
is the voltage across the Sw. The energy of leakage inductance
Llk is partially absorbed in the PFC stage by C1 and C2 and
is partially transfer to the secondary side. The energy transfer
maintains the a constant voltage across C1 and C2 resulting

This article has been accepted for publication in IEEE Journal of Emerging and Selected Topics in Industrial Electronics. This is the author's version which has not been fully edited and 

content may change prior to final publication. Citation information: DOI 10.1109/JESTIE.2023.3310399

© 2023 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission.

See https://www.ieee.org/publications/rights/index.html for more information.
Authorized licensed use limited to: DELHI TECHNICAL UNIV. Downloaded on September 18,2023 at 05:24:19 UTC from IEEE Xplore.  Restrictions apply. 



3

Mode

1

Mode

2

Mode

3

Mode

4

Mode

5

t

t

t

t

t

t

t

t

Ts

VGS

t1 t2 t3 t4t5 t6

IL1

IL2

ILm

ID5

ID6

IDo

VD5

VD6

VDo

t7

Vo+VC2/n

Mode

6

t8

Mode

7

IDo avg = Io

Mode

8

ID7

VD7

t9

DTs

VC1 -VC2

dTs

VC2
 VC1 - nVo

ISw

VSw
VC2 

VDC - nVo

ILm peak
VDC/Lm

Vm/L1
IL1peak

tLm = DTsVDC/nVo

tf = dTs

IL2 peak

VC2/L2

 nVo+VC2 -VDC

  
VC1 

t

VC1+VC2 -VDC 

Fig. 2. Steady-state theoretical waveform of the proposed converter.

in reduced voltage stress and spike across the switch.
Mode 4[t4-t5]: This state commences as the leakage induc-

tor current ceases. The magnetizing inductance Lm discharges
linearly into the output capacitance Co through the transformer
secondary, while the snubber circuit remains idle, preserving
the snubber capacitor voltage VC2. Here, the current IL2
reverses, thus the instantaneous polarity change in the voltage
across L2 turns on diode D7, while current in L1 and Lm
further decreases linearly.

Mode 5[t5-t6]: In this mode diode D5 and D6 are off
withstanding a voltage of VC1 - VC2 and VC1 - nVo respectively,
while diodes D7 and Do remains conducting.

Mode 6[t6-t7]: With diodes D5 and D7 conducting, current
IL2 reaches its negative peak. The magnetising inductance Lm
of the transformer discharges through diode Do and feeds
current to the LED via diode Do. The zero current through
L1 marks the end of this mode.

Mode 7[t7-t8]: This mode starts with the reverse biasing of
diodes D6 and D7 withstanding a voltage VC1 - nVo and VC1
+ VC2 - VDC respectively. While diode D5 remains conducting,
the zero current through magnetizing inductor Lm marks the
end of this mode.

Mode 8[t8-t9]: During this mode, except for diode D5,
the rest of the semiconductor devices are off. The diode Do

withstands a voltage of Vo +VC2/n, while the output capacitor
Co feed the load current. This mode lasts till the end of the
switching cycle.

III. INTEGRATED LED DRIVER CIRCUIT DESIGN
CONSIDERATIONS

This section provides a complete analysis and mathematical
descriptions of the proposed LED driver circuit. The input
voltage is sinusoidal and given as Vin(t)= Vm Sin(wLt), where
wL= 2πfL. Assuming the converter operates in DCM with
respect to inductor L1, the average source current (Iin avg) over
the switching period is given as,

Iin avg(t) =
1

Ts

1

2
(DTs + tf )IL1peak (1)

where the peak value inductor current IL1 peak is given by,

IL1 peak =
(Vm)DTs

L1
|SinwLt| (2)

The fall time (tf ) of current in L1 is estimated as follows:

dTs = tf =
Vm|SinwLt|DTs

VC1 + VC2 − Vm|SinwLt|
(3)

Using (2) and (3), the simplified version of (1) is,

Iinavg =
VmD

2Ts
2L1

VC1 + VC2

VC1 + VC2 − Vm|SinwLt|
(4)

From (4) it is observed that the voltage across C1 and C2

predominantly affects the nature of the input current wave-
shape and hence is crucial to analyze the effect of capacitor
voltages on the input current and IPF. Therefore, equation (4)
is modified as,

i(t) = K∗
VC1 + VC2

VC1 + VC2 − Vm|SinwLt|
Sin(wLt) (5)

As per the Fourier series expansion, (5) is expressed as:

i(t) = Io +

∞∑
n=1

InSin(nwLt+ φn) (6)

In general the IPF is expressed as follows,

IPF =
I1rms

Irms
Cosφ =

Pin

Vrms ∗ Irms
=

√
(2)Pin

Vm

√
1
π

∫ π
0
i2(t)dt

(7)

Irms =

√√√√I2o +

∞∑
n=1

I2n
2

(8)

where I1rms and Irms are the fundamental rms value and
total rms value of i(t), φ is phase deviation between input
voltage Vin(t) and input current i(t). The relation between
total harmonic distortion (THD) and distortion factor is given
below,

Distortion factor =
I1rms

Irms
∝ 1√

1 + THD2
(9)

The fundamental component (i1(t)) of input current i(t) is
expressed as,

i1(t) = α1CoswLt+ β1SinwLt (10)

Owing to the symmetry of i(t), α1 will be zero. With cosφ =
1, the coefficient β1 is computed using the following relations:

β1 =
2

TL

∫ TL

0

i(t) ∗ Sin(wLt)dt (11)
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Fig. 3. Steady-state operating modes of proposed integrated PFC AC-DC system. (a) Mode-1 (t1 < t ≤ t2), (b) Mode-2 (t2 < t ≤ t3), (c) Mode-3 (t3 < t
≤ t4), (d) Mode-4 (t4 < t ≤ t5), (e) Mode-5 (t5 < t ≤ t6), (f) Mode-6 (t6 < t ≤ t7), (g) Mode-7 (t7 < t ≤ t8), (h) Mode-8 (t8 < t ≤ t9).

Substituting (5) in (11), β1 is expressed as:

β1 =
2K∗

TL

∫ TL

0

(VC1 + VC2)Sin2(wLt)

VC1 + VC2 − Vm|SinwLt|
d(wLt) (12)

β1 =
2K∗

π

∫ π

0

(VC1 + VC2)Sin2(θ)

VC1 + VC2 − Vm|Sinθ|
d(θ) (13)

k =

∫ π

0

(VC1 + VC2)Sin2θ

VC1 + VC2 − Vm|Sinθ|
dθ (14)

β1 =
2K∗k

π
=

2W

π
(15)

According to equation (14), the constant k is function of Vm,
VC1 and VC2, the value of k can be analyzed for different
values of VC1+VC2 for a constant Vm. Similarly the IPF can be
numerically evaluated using equations (4) to (15). Further the
relationships between k, IPF, Vm, VC1 and VC2 is pictorially
depicted through numerical evaluation in Fig. (4) for different
values of VC1+VC2 for a Vm of 210 Vrms. The IPF approaches
unity for large values of VC1+VC2; thus, selecting VC1+VC2 as
large as possible is necessary to achieve a high IPF. However,

this results in high voltage stress on the switch, and a trade-
off exists between IPF and switch voltage stress so that
the VC1+VC2 can be chosen to meet the desired IPF while
minimizing switch voltage stress.

From (3), the tf cannot exceed Ts/2 and to avoid trans-
former the saturation, the duty cycle (D) cannot be be greater
than 50%. Applying these constraints the limit on D is derived
as follows;

dTs = tf =
Vm|SinwLt|DTs

VC1 + VC2 − Vm|SinwLt|
≤ Ts/2 (16)

VmDTs
VC1 + VC2 − Vm

< Ts/2 (17)

D <
1

2

(
VC1 + VC2

Vm
− 1

)
(18)

For worst case scenario i.e, D=100% and using (18), the
aggregated maximum voltage of C1 and C2 is,

(VC1 + VC2)max = 3Vm (19)
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Fig. 4. Calculated values of IPF and k for different VC1 + VC2 values.

Applying the volt-sec balance for L1, the average voltage
across C2 is obtained as,

VDCD + (VDC − VC2)d = 0 (20)

VDC

(
1 +

D

d

)
= VC2 (21)

Similarly, applying volt-sec balance for L2, the average volt-
age across C1 is obtained as,

(VDC − VC1)D+ VC2d+ (VC2 − VC1)(1− (D+ d)) = 0 (22)

VC1 =
VDCD + VC2(1−D)

1− d
(23)

Considering VDC = 2Vm/π and using (18), (21) and (23), the
relationship between the charging (D) and discharging (d) duty
cycle for indutor L1 in DCM is be evaluated as given below,

Re
(

(2πD+π−2)d2+(4−2D−2πD−π)d+4D−2D2 > 0

)
(24)

The relationship among the VC1, VC2 and VC1 + VC2 for
different values of D and d is shown in Fig. 5. The LED
driver’s input power (Pin) is given by,

Pin =
1

TL

∫ TL

0

Vin(t) ∗ Iinavg(t)dt (25)

where TL= 2π
wL

and using (4), the following relation are de-
rived,

Pin =
V 2
mD

2Ts
2πL1

∫ π

0

(VC1 + VC2)Sin2θ

VC1 + VC2 − Vm|Sinθ|
dθ (26)

Pin =
kV 2

DCD
2Ts

8πL1
(27)

where

k =

∫ π

0

(VC1 + VC2)Sin2θ

VC1 + VC2 − Vm|Sinθ|
dθ (28)

Considering the ideal condition and neglecting the losses with
Pin = Po , the collateral association of inductor L1 and L2 is
calculated by following equations,

L1 =
kV 2

DCD
2Ts

8πPo
=

2.23 ∗ 1892 ∗ 0.32

8π ∗ 92000 ∗ 60
(29)

The peak value of current (IL2 peak) through L2 is given by:

Fig. 5. Calculated values of discharging duty cycle (d), VC1, VC2 and VC1 +
VC2 for different charging duty cycle (D) values.

IL2 peak =
VC2DTs
L2

(30)

Using (2), (3) and (30), the expression for the current
through capacitor C1 during charging (IC1charge) and discharg-
ing (IC1discharge) is as follows,

IC1charge =
IL1peaktf

2Ts
=

V 2
m|Sin2wLt|D2Ts

2L1(VC1 + VC2 − Vm|SinwLt|)
(31)

IC1discharge =
IL2peakDTs

2Ts
=
VC2D

2Ts
2L2

(32)

Applying the ampere-sec balance to C1 over the line frequency
is suitable for computing L2 and is given as follows,∫ π/wL

0

IC1chargedt =

∫ π/wL

0

IC1dischargedt (33)

Substituting (31) and (32) in (33), the following is obtained.

V 2
mD

2Ts
2L1

∫ π

0

|Sin2wLt|
VC1 + VC2 − Vm|SinwLt|

d(wLt) =
VC2D

2Ts
2L2

(34)
Further, (34) is simplified and expressed as,

V 2
mD

2Ts
2L1wL

k

VC1 + VC2
=

2πVC2D
2Ts

4L2wL
(35)

Using (35), the value of L2 is computed and given below.

L2 =
πVC2(VC1 + VC2)L1

2kV 2
m

=
π ∗ 400 ∗ 840 ∗ 60 ∗ 10−6

2 ∗ 2.23 ∗ 2972
(36)

For an ideal case the output power (Po) is calculated as,

Po =
1

2Ts
LmI

2
Lm peak (37)

The peak value of current (ILm peak) through Lm is given by,

ILm peak =
VDCDTs
Lm

(38)

Using (37) and (38), the output power is evaluated as:

Po =
V 2

DCD
2Ts

2Lm
(39)

From (37), (38) and (39), the design constraint with respect
to the magnetizing inductance Lm is given by,

Lm >
V 2
DCD

2Ts
2Po

=
1892 ∗ 0.32

2 ∗ 60 ∗ 92000
(40)
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Fig. 6. Equivalent input impedance diagram in mode I

Applying volt-sec balance on magnetizing winding Lm yields
in,

VDCDTs− tLmnVo = 0 (41)

Thus the fall time tLm of magnetizing winding Lm using (41)
is given below,

tLm =
VDC
nVo

DTs (42)

tLm +DTs < Ts (43)

For DCM operation, the flyback converters’ turn ratio must be
selected such as ILm reaches to zero before the start of next
cycle. Using (42) and (43), the turn ratio is given as below,

n >
VDC
Vo

D

1−D
>

189

65
.

0.3

1− 0.3
(44)

Over the switching cycle Ts, the voltage across C1 is
assumed to be constant but C1 must also follow any line
frequency variation. Thus for a given resonant frequency frs,
the capacitance of C1 is numerically evaluated using the below
relation [19].

C1 =
1

(2πfrs)2(L1 + L2)
(45)

Where frs is a resonant frequency which depends on the
value of L1, L2 and C1. The frs must be greater than the
line frequency (FL) to avoid the input current oscillations.
Furthermore, frs must be substantially lower than the switching
frequency Fsw to ensure a constant voltage over a switching
cycle. Since the supply time period is much higher than the
switching time period, mode I operation of the proposed AC-
DC system is sufficient to calculate the capacitance of C2 (the
effect of input filters is disowned). As the system is assumed to
operate at unity IPF, the impedance offered by the system must
be resistive. Fig. 6 shows the equivalent impedance diagram
for mode I, and by calculating input impedance (Zinput) and
equating imaginary terms to zero, the capacitance of C2 is
obtained.

Zinput =
1

jωCLink
‖

(
jwL1+

( 1

jωC1
+jωL2

)
‖ 1

jωC2
‖ Rac

)
(46)

C2 ≡
1

(2πFsw)Rac
≡ 1

2π ∗ 92000 ∗ 19.84
(47)

The output load (RLED) is used to calculate the equivalent
resistance Rac as given in [20].

Rac =
8n2

π2
RLED =

8 ∗ 22

π2
∗ 6.12 = 19.84Ω (48)

TABLE I
KEY PARAMETERS OF THE EXPERIMENTAL PROTOTYPE

Parameters Values
Input voltage 210Vrms, 50Hz
Output voltage 65V
Output current 923mA
Output power 60W
Switching frequency Fsw 92kHz
Operating duty cycle 30%
Switch Sw IRFP460
Diode (D1 - Do) MURT460JX
Capacitor C1, C2 334J400/EC-1205
Magnetizing inductor Lm 400µH
Leakage inductance Llk 40µH
Inductor Lin, L1, L2 1mH, 60µH, 160µH
Transformer turns ratio 10:5
Capacitor CLink, Co 470µF CD2934
LED panel SM1944 (RDL) 6S10P 170*100mm
RLED 6.12Ω

The output capacitor is seized in a manner similarly to a
conventional DCM DC-DC flyback converter and is given
below,

Co =
(nVDCDTs − LmIo)2

2n2LmVo∆Vo
=

2 ∗ 189 ∗ 0.3 ∗ 1.08− 4 ∗ 9.23

2 ∗ 22 ∗ 40 ∗ 65 ∗ 0.02
(49)

The DC-link capacitor (CLink) must supply current to the
PFC stage for about a half cycle without dropping the DC
bus voltage below 85%. The optimal value of the DC-link
capacitor can be evaluated in terms of the desired DC-link
voltage ripple (∆VDC), switching frequency (Fsw) and DC
offset voltage (VDC) is given as below.

CLink =
D2|Vm|2

8π2(2fL)Fsw∆VDC ∗ VDCLin
(50)

IV. SALIENT FEATURES

In this section inherent snubber operation during the turn-
off period of the proposed integrated AC-DC converter is
described. Unlike an additional smaller snubber capacitors, the
capacitor C1 and C2 are large enough to maintain a constant
voltage across the switch and thereby can handle a higher
voltage spikes and also supports the PFC operations. During
the switch transition from on to off, the capacitors C1, C2 and
inductor L2 are connected in series to captures the transformer
leakage energy. During which, voltage across the switch (Vsw)
and the magnetising inductance (VLM) using (21) and (23) is
given by,

Vsw = VC2 = VDC

(
1 +

D

d

)
t3 ≤ t < t5 (51)

VLM = VC1 − VC2 =
VDC(d+ d2 −D2)

d(1− d)
(52)

Unlike the snubber based conventional flyback converter, the
diode Do and the energy of the magnetizing inductance is
synchronized, thereby any delay in the output current due to
the reversal of the secondary diode is avoided. As per [7], the
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Fig. 8. The experimental setup for the proposed integrated AC-DC system.

necessary condition for a constant voltage snubber to reset the
magnetizing winding Lm is given as,

2VC2 > nVo (53)

In view of VC2 fulfilling the condition mentioned above,
it inherently enables a constant capacitor snubber voltage
operation and thereby, eliminates the occurrence of any voltage
spike. In addition, the constant voltage across C2 also ensures
the swift demagnetizing of Lm. Which avoids the adverse
consequences like increased current in flyback, and demand
for higher-rated clamp diodes D6. With D ≤ 50% for DCM
flyback, from (53) this snubber fits the limit design. During
switching transient the energy stored in the leakage inductance
(Elk) and capacitor (∆EC2) is given by:

Elk =
Llk

2

[
I2lkmax − I2lkmin

]
= LlkI

2
sw,max

∆EC2 =
C2

2

[
(VC2 + ∆VC2)2 − V 2

C2

] (54)

If the leakage energy is flown during the turn-off, then,

∆EC2 = Elk (55)

Leakage inductance is undesirable and considered very small;
in most cases, it is less than 10% of the magnetizing induc-
tance. Using (55) to analyze the relationship between leakage
inductance and capacitance C2, below condition is derived,

Llk <
C2

[
(VC2 + ∆VC2)2 − V 2

C2

]
2I2sw,max

(56)

Fig. 7(a) and (b) depict the inherent snubber operation and
snubber equivalent circuit of the proposed converter respec-
tively. The set of differential equations pertaining to the switch
transition is given below to analyze the snubber capacitor
voltage and leakage inductance current.

iC2 = C2
dvC2(t)

dt
(57)

vC2(t) + (Llk + L1)
dilk(t)

dt
− VDC + nVo = 0 (58)

vC2(t) + (Llk + L1)C2
dv2C2(t)

dt
− VDC + nVo = 0 (59)

vC2(t) = (vC2(t3)− VDC + nVo)Cos(w1t)+

ilk(t3) ∗ Z1Sin(w1t) + VDC − nVo
(60)

ilk(t) =
VDC + nVo − vC2

Z1
Sin(w1t) + ilk(t3) ∗ Z1Cos(w1t)

(61)
where w1 is the angular frequency, and Z1 is the characteristic
impedance.

Z1 =

√
L1 + Llk

C2
, w1 =

1√
(L1 + Llk)C2

(62)

The amount of charge (Q) flown through capacitor C2 during
switch off transient is :

Q =
Ilkmax(t5 − t3)

2
(63)

Wherein, the snubbing state time period ( t5 - t3) follows the
relation given below,

(t5 − t3) ≡ π

2w1
=
π

2

√
(L1 + Llk)C2 (64)

In order to evaluate the snubber voltage stress (∆vC2 ) we
apply the method given in [11]; where (60) and (61) denote
the second order snubber circuits’ normalized form equations.
According to [11], the expression for the maximum snubber
capacitor voltage during mode 3 is given below,

VC2,max = nVo +
√

(VC2,min − nVo)2 + (Z1Ilk,max)2 (65)

By inspection from (65), ∆VC2 is given as:

∆VC2 ≡ Z1Ilk,max (66)

The maximum current across leakage inductance is maximum
switch current. Further, using (54), (56) and (65) the relation
of leakage inductance and indutor L1 is expressed as,

Llk <
Llk + L1

2
(67)

In summary, the ability of the proposed converter in dispatch-
ing the leakage energy partially to the PFC stage and the
partially to the load fulfills the criteria of lossless inherent
LCD snubber.

The various parameters employed for fabrication are listed
in Table I while, Table II shows the comparative scaling among
a few of the prevailing integrated LED drivers; the comparison
is on a standard scale of the number of components counted
in the circuit, their reported efficiency, input power factor, and
switching stress subjected to their input voltage. As compared
to [9]-[10] and [20]-[26], the proposed topology showcases an
inbuilt lossless LCD snubber, which helps to protect the switch
and other solid-state components from overshoot transients. It
helps to eliminate the need for external snubber protection
and thus reduces the cost. In general, the proposed converter
provides acceptable performance with a manageable number
of components, high IPF and efficiency, and lower THD.
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Fig. 9. Experimental waveform for (a) input voltage and current, (b) current in inductor L1, L2 and Lm, (c) output LED voltage, output LED current and
gate to source voltage, (d) voltage and current across diode D5, (e) voltage and current across diode D6, (f) DC Link capacitors’ voltage and current, (g)
voltage and current across diode D7, (h) voltage and current across diode Do, (i) voltage and current across switch Sw.

V. EXPERIMENTAL RESULTS AND DISCUSSION

To validate the theoretical analysis and conclusion of
the proposed topology, a 65V/60W LED laboratory proto-
type feeding from a 210V/50Hz ac input is designed and
implemented. The experimental bench of the test setup in
shown in Fig. 8. The switching frequency is kept at 92kHz
with duty ratio of 30%. The gate pulse is generated using
micro-controller TMS320F28379D with CCS6.0 and the TI
control suite. The sizing of inductors and capacitors is done
to obtained the DCM operation as per the previously men-
tioned design equations and further the practically available
component values were chosen. The value of inductor L1

is calculated by (29) and it is 51.6µH we have taken is as
60µH. From (36) the value of inductor L2 is coming 160.98µH
we have taken L2 value as 160µH. The equation (40) gives
magnetizing inductance Lm values as 291µH, we have kept Lm
as 400µH. As per equation (44) the value of turn ratio n to
support DCM must be greater than 1.24, we have kept n value
to 2, which gives value of tLm from (42) as 5.1 µsec. Equation

(45) gives the value of capacitor C1 as 0.018µF while (47)
gives C2 value as 0.0871µF, so the next available practical
value of the capacitor is taken in this topology as 0.33µF,
also by inspection and to enhance the PFC stage operation
both capacitor taken same (C1 = C2). The output capacitor
value for theoretical 2% ripple as per (49) is 313µF, so the
next practical available value is taken for Co as 470µF, from
(50) the value of the DC link capacitor is coming to 385µF
for 15% offset ripple; thus the next available value of 470µF
is taken as CLink. The experimental results for input power
utility, inductors L1, L2, and Lm currents, output power utility,
current and the voltage across diodes D5, D6, D7, Do, DC
link capacitors’ voltage and current, switch current, and gate
to source voltage are shown in Fig. 9(a)-(i). It is seen from
the result that the input current follows the footsteps of the
input voltage, thus depicting a high IPF as per IEC61000-3-2
standards. The output voltage and current are well regulated,
while the switch voltage stress is limited to twice the input.
A Tektronix PA1000 power analyzer is used to capture all the
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TABLE II
COMPARISON WITH FEW OF THE PREVAILING INTEGRATED LED DRIVERS

Integrated
Topology

Duty
cycle Diodes Switches Capacitors

Inductor/
Coupled
inductor

Total
components IPF THD

(%)
Efficiency

(%)
Switching

stress1

[6] 0.3 6 1 6 3/1 17 0.997 - 90.8 Twice
[10] - 7 1 4 2/1 15 0.95 - 90.8 Twice
[18] 0.32 8 1 5 2/1 17 0.98 25 89.3 Twice
[20] - 8 1 5 2/2 17 0.99 5.10 90.3 Twice
[21] 0.32 8 1 5 2/1 17 0.99 - 89.3 Twice
[22] 0.7 9 1 5 2/2 18 0.995 - 91.6 Quaternary
[23] 0.5 8 2 6 5/1 22 0.99 8.0 92.8 Thrice
[24] 0.1 7 1 4 3/1 16 0.992 12.6 91.6 Thrice
[25] - 10 1 6 2/1 20 0.99 5.20 91.2 Twice
[26] - 9 2 5 1/1 18 - - 91.08 Twice

Proposed
converter 0.30 8 1 5 3/1 18 0.995 4.84 91.8 Twice

Note:1 Switching stress is voltage at switch and it is compared with respect to the input voltage RMS value.

Vin[200V/div] Iin[1A/div]

10msVo[50V/div]
Io[5A/div]

Vin[200V/div] Iin[1A/div]

10msVo[50V/div]
Io[5A/div]

Fig. 10. Input current, Input voltage (210Vrms), output current (825mA) and
voltage (60V) for output load at 50W .

Fig. 11. Efficiency, IPF and THD at different load conditions.

Fig. 12. Efficiency and IPF at different input voltage conditions.

Fig. 13. Harmonics in the input current (in%) compared to the IEC61000-3-2
class-C standard.

1 8 . 4 4 %

1 6 . 1 4 %1 6 . 0 1 %
1 . 8 8 %

1 7 . 9 6 %

2 9 . 5 7 %

 S w i t c h
 M a g n e t i c
 O t h e r
 D 1 - D 4
 D 5 - D 7
 D o

 

 

Fig. 14. Loss distribution of the proposed converter

power quality indices. The obtained input power is 66.59W
and the IPF is 0.995 with an input current THD(%) of 4.84.
The maximum efficiency of 91.8% and an IPF of 0.995 is
achieved at the rated output power of a 60W LED module. Fig.
10 gives experimental results for input voltage, input current,
output voltage, and output current for a 50 W LED load. The
obtained IPF at 50W load is 0.99. Fig. 11 describes the power
quality indices at different output power ranging from 16% to
100% (To draw the scaling in Fig. 11, the various loads used
are OSRAM’s 10W (e27), 24W (SM1820 RDL-12S2P), 36W
(SM1824 RDL-6S6P), 50W (SM1823 RDL-10S5P), and 60W
(SM1944 RDL-6S10P) LED modules.) with an input voltage
of 210Vrms. Fig. 12 describes the efficiency, THD and IPF
curves for varying input voltage. The maximum efficiency
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is achieved at input of 210Vrms. Fig. 13 compares the mea-
sured input current harmonics against the values mentioned in
IEC61000-3-2 standards, and the results are for a 60W LED
load with a 210Vrms input. Fig. 14 gives power loss distribution
among the elements of the proposed converter.

VI. CONCLUSION

An integrated single-stage-single-switch AC-DC system
driving LED with high efficiency and nearly unity power
factor is presented. The presence of an intermediate inductor,
capacitor and diode in the PFC stage inherently works as a
lossless snubber. During the switch transition, the capacitor
C2 limits the rise of voltage spikes across the switch. Thus,
switching losses are limited. Because of the inherent LCD
snubber, some of the energy stored in leakage inductance is
taken up by the PFC stage, and some is sent to the load
and thereby performs as a lossless LCD snubber. As a result,
the efficiency of the system increases, and the voltage across
the capacitors remains constant. The experimental results are
satisfactory and comply with IEC61000-3-2 and ENERGY
STAR standards.
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Abstract
In this paper, a novel blockchain-based multilevel security and authentication appli-
cation is proposed to address the problem of counterfeiting in the medicine supply 
chain. In this blockchain-enabled application, multiple computers owned by dif-
ferent supply chain organizations collaborate in a distributed fashion to establish a 
trustworthy network. By adopting a resource-efficient Hyperledger Fabric frame-
work, the proposed system aims to enhance transparency, integrity, and traceability 
in the pharmaceutical supply chain. Hyperledger Fabric blockchain also adds net-
work security, privacy preservation, real-time tracking, and reliability features to the 
proposed system. Moreover, the proposed system also incorporates a blockchain-
based QR code watermarking layer for authentication and verification. A valida-
tion module is designed that empowers buyers to validate the identity and history 
of serialized medicinal products, and buyer identity validation ensures that only 
legitimate buyers can access the products. Simulation outcomes and performance 
measurements demonstrate the effectiveness of the proposed system, including loca-
tion traceability, QR code authentication, and verification. The Caliper tool has been 
used to measure the performance of the proposed system in terms of execution time, 
throughput, latency, and resource statistics for up to 100,000 transactions and 20 
peers. The highest throughput achieved is 417.5 TPS (transactions per second) with 
100,000 transactions and eight peers. The QR code authentication performance is 
tested under various noisy, cropped, and blurred attacks. We presented simulation 
outcomes of the implemented supply chain as well as chain code algorithms. The 
results indicate improved scalability, validation mechanisms, throughput, latency, 
and resource consumption compared to existing schemes.
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Supply chain · Privacy-preserving
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1  Introduction

Medicine counterfeiting has severe impacts on health and lives, leading to a high 
number of deaths annually [1]. The pharmaceutical industry has long grappled 
with drug counterfeiting issues that can be tackled using the Hyperledger Fabric 
framework [2]. This paper aims to design a multilevel authentication and security 
approach using Hyperledger Fabric and blockchain-based QR code watermark-
ing. By combining blockchain encryption with QR verification, the reliability of 
anti-counterfeiting measures can be enhanced. A decentralized approach is pref-
erable to combat counterfeiting, as centralized solutions are vulnerable to attacks 
by intermediaries in the supply chain. Moreover, it improves reliability and fault 
tolerance. Blockchain technology offers the pharma industry opportunities to 
improve traceability, transparency, and drug safety [3]. Implementing a method 
to track product authenticity from manufacturing to consumption is crucial [4]. 
Blockchain enables automatic verification within the supply chain, providing 
built-in trust and supporting supply chain sustainability [5–7]. Blockchain plat-
forms programmatically enable trust, assuring consumers of product quality [8]. 
Research confirms the potential benefits of blockchain adoption in supply chain 
processes for both consumers and manufacturers [9]. Major technology compa-
nies such as IBM and Cisco are actively exploring blockchain solutions for health 
care, including medicine counterfeiting [10]. Start-ups have already introduced 
blockchain-based designs for tracking medicines in the supply chain [11]. How-
ever, practical implementation faces significant challenges [12]. Enterprise solu-
tions require fast transactions, privacy, security, and scalability. Analyzing the 
interplay between barriers to blockchain adoption in global trade is essential [13].

1.1 � Role of blockchain technology in supply chain management

Blockchain applications are being explored across various sectors, including life 
sciences and pharmaceuticals, to manage health records [14], practitioner infor-
mation [15], drug supply chains, and more. Blockchain can offer an effective solu-
tion for supply chain traceability. By digitizing assets and maintaining a decen-
tralized, immutable ledger of transactions, pharma companies can track product 
journeys from manufacturing to delivery [16]. Blockchain, combined with IoT, 
can bolster the drug supply chain against medicine counterfeiting. Mobile apps 
with integrated security platforms authenticate and track medicine units using QR 
codes/barcodes. IoT connects physical items via the internet, assigning unique 
identities through physical identifiers. Blockchain’s attributes, such as transpar-
ency, traceability, accountability, privacy, security, immutability, integrity, and 
provenance, make it applicable to diverse domains. Investments in blockchain 
have surged tenfold in the past 5 years [11], emphasizing accountability and 
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confidentiality [17]. Real-world applications face challenges in privacy, audibil-
ity, and authorization [18]. As a decentralized infrastructure and secure authori-
zation mechanism [19], blockchain enhances governing administrations’ effi-
ciency by ensuring traceability throughout the medicine supply chain.

1.2 � Motivation

This research aims to develop a transparent and trustworthy blockchain-based solution 
for managing the medicine supply chain, effectively combating counterfeiting and sav-
ing lives. Logistics, encompassing transportation and storage, is a critical aspect of the 
supply chain, and blockchain can enhance its integrity by establishing programmatic 
trust among participants. By addressing the limitations of centralized systems, block-
chain technology offers a robust solution. Although still in its nascent stage, efforts are 
underway to address challenges related to speed, scalability, and throughput. Access 
control restrictions would greatly benefit use cases such as the medicine supply chain. 
In this work, we leverage the Hyperledger Fabric framework to design and implement 
a proposed medicine supply chain solution. Given the growing popularity of QR code 
security algorithms, this research focuses on QR code authentication and evaluates its 
performance against relevant attacks in the specified context.

1.3 � Contributions

The main contributions of this research are as follows:

1.	 We designed a Hyperledger blockchain-based medicine supply chain integrated 
with IoT to address vulnerabilities in the existing supply chain system.

2.	 We developed novel chain code algorithms with access privilege restrictions and 
multiple validations to govern the entire workflow of the medical supply chain.

3.	 We introduced encrypted QR codes and proposed a special QR code authentica-
tion method using blockchain-based invisible watermarking to enhance reliability. 
Conducting an analysis of attacks for evaluation purposes.

4.	 Empowered buyers to validate the identity of serialized medicinal products in real 
time by scanning encrypted QR codes and accessing transaction history. Real-
time notification is provided in case of duplicate QR codes. Also, implemented 
a buyer identity validation mechanism to ensure that only legitimate buyers can 
receive the medicinal products.

5.	 We demonstrated the effectiveness of the chain code algorithms by presenting 
simulation results and evaluating performance metrics for up to 100,000 transac-
tions. The proposed design outperforms existing schemes with a superior valida-
tion mechanism, achieving higher throughput, lower latency, and requiring fewer 
computational resources.
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2 � Prior work

In this review, the focus is on existing research related to the usability of blockchain 
technology in combating medicine counterfeiting, improving supply chain manage-
ment, addressing public health concerns, and blockchain watermarking.

2.1 � Survey related to usability of blockchain in supply chain

One of the studies [1] presented a novel medicine supply chain management system 
that utilizes blockchain technology on the Hyperledger Fabric platform to securely 
share medicine supply chain records. This study lacks drug tracking and validation 
mechanisms. Table 1 provides a summary of existing drug counterfeiting and block-
chain-based supply chain schemes. It reveals that many previous works lack trace-
ability, scalability, and validation mechanisms, and some have limited design devel-
opment. Blockchain-based supply chain design with traceability mechanisms was 
demonstrated in [3]. This study also lacks validation mechanisms. Another study 
[20] introduced the Gcoin blockchain for transparent transactions in the medicine 
domain to prevent falsified medicines. This study presents theoretical concepts only, 
not design implementation. The importance of blockchain technology in various 
sectors, including medicine and food, was discussed in [21]. The authors assessed 
the suitability of blockchain for multi-criteria decision-making (MCDM) problems 
in supply chain management using hesitant fuzzy sets (HFSs). This study also pre-
sented theoretical contributions rather than solution implementation. Supply chain 
verification based on GPS location traceability was proposed in [22], but the pro-
posed design lacks validation mechanisms.

The challenges associated with existing health-care blockchains were identified in 
[23], which highlights the medical supply chain as a promising area for research. In 
[24], various traditional and emerging technologies for addressing medicine coun-
terfeiting were compared, with blockchain technology identified as the most promis-
ing solution. This study conducted a review of existing literature in the field without 
introducing any novel contributions. An improved supply chain management frame-
work based on blockchain technology is proposed in [25]. This work lacks design 
implementation. Performance evaluations of blockchain-based health-care systems 
using the Hyperledger Fabric framework are conducted in [26] and [27], with trans-
action rates of up to 250 and 10,000, respectively. These works lack scalability. It is 
worth noting that the testing in [26] was limited to a maximum of 250 transaction 
rates and was computationally expensive. Regarding [27], their performance evalu-
ation was limited to 10,000 transactions, and their system was unable to serve more 
than 4 users within this range.

In contrast, we have successfully tested our proposed system up to 100,000 TPS, 
demonstrating its scalability and improved performance. The proposed work offers 
a product validation mechanism that complements access control, tracking, privacy, 
scalability, and multilevel authentication features, which are crucial for ensuring 
security in medicine supply chain management.
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In [28], the authors proposed a blockchain-based counterfeit-proof supply chain 
approach that leverages radio frequency identification (RFID) and Ethereum block-
chain technology. This work is less scalable and privacy-preserving due to the use 
of the public blockchain. The performance evaluation is limited to 600 transactions, 
with maximum throughput up to 60 TPS and latency up to 1600 ms. Also, the use of 
RFID reduces the range of product traceability. In contrast, the proposed work uti-
lizes the Hyperledger framework and IoT technology to improve privacy, scalability, 
and real-time monitoring over longer distances. Moreover, the performance of the 
proposed work is evaluated up to 100,000 transactions, with maximum throughput 
up to 417.5 TPS and latency up to 0.15 s. Further, we also evaluated performance 
metrics such as execution time, throughput, and latency in terms of the number of 
peers.

In [29], the authors combined the IoT data collection modules with the Ethereum 
blockchain by utilizing a fuzzy logic model. This work is also less scalable and pri-
vacy-preserving due to use of the public blockchain. In [30], the authors presented a 
user authentication mechanism by integrating blockchain with access control and a 
physical unclonable function (PUF). This work is not focused on product traceabil-
ity. Also, the performance evaluation is limited to 1000 transactions. In comparison 
with these Ethereum-based works, the proposed Hyperledger-based design offers 
more scalability and better performance.

In [31], a product certification scheme for automotive supply chains was pro-
posed. This work leverages the Hyperledger Besu blockchain, which is an Ethereum 
client developed under the Hyperledger umbrella. However, the study reported that 
the deployed blockchain network experienced delays and incurred high transaction 
costs. In [32], a deep learning-based attack prediction mechanism for supply chain 
management was introduced. The focus of this study was on detecting attacks rather 
than formulating a protection strategy. A blockchain–IoT-based decentralized stor-
age approach for data protection is studied in [33], emphasizing the security and 
privacy aspects of the system. In response to the COVID-19 pandemic, a personal 
protective equipment supply chain model using blockchain technology is suggested 
in [34], aiming to enhance efficiency and traceability in the distribution of essential 
supplies.

Overall, prior work indicates that emerging digital technologies such as IoT and 
blockchain have the potential to enhance the efficiency, transparency, and trustwor-
thiness of supply chain systems.

2.2 � Survey related to blockchain watermarking

A significant amount of research has been conducted to enhance the accuracy and 
security of QR code anti-counterfeiting techniques. In [35], the authors discussed 
the use of anti-counterfeiting watermarking techniques as an alternative method to 
prevent the duplication or fabrication of QR barcodes. They highlighted important 
algorithms that enable the creation of digital QR barcodes. For printed QR bar-
codes, a multi-channel-resistant watermarking system based on the discrete wavelet 
transform (DWT) was proposed for QR code verification in [36]. This method aimed 
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to improve the security of printed QR codes. In [37], an anti-counterfeiting method 
was presented that utilized statistical evaluation of a single related feature differ-
ential sequence of a critical region. The method involved the use of inks to create 
random delicate texture patterns and employed a supervised and assisted segmenta-
tion technique and a bone width transformation algorithm to identify critical parts of 
sample photos. In [38], a QR code-based watermarking method for securing digital 
images was explored. The features of the QR code framework, such as error cor-
rection and high information capacity, made it advantageous for watermarking. The 
study focused on the security and robustness of the QR code watermarking system 
against common digital picture attacks.

In the context of digital rights management (DRM), QR code-based image water-
marking using the DWT transform domain was demonstrated in [39]. This approach 
aimed to protect digital images by embedding watermarks. A dual anti-counterfeit-
ing strategy for QR codes was proposed in [40], incorporating encryption and digi-
tal watermarking frameworks. The method involved encrypting authorization data 
using RSA-based encryption, generating a respective watermark image from the 
encrypted data, and employing DWT and singular value decomposition (SVD)-ori-
ented techniques for anti-print extraction and embedding image watermarking. The 
utilization of QR codes to facilitate data transmission in health-care settings was 
discussed in [41]. The study focused on developing a platform for medical data in 
health files and employed advanced encryption standards to secure the information 
contained in QR codes.

DWT-based watermarking techniques for color image security were presented in 
[42], utilizing edge detection and the combination of bit plane complexity (block-
chain). The HH element of the DWT transform domain was used for watermark 
embedding. The performance of the method was evaluated under various water-
mark attacks. Efficient digital color image watermarking techniques with encryption 
utilizing blockchain and DWT edge coefficients were proposed in [43], aiming to 
enhance the security of digital images. Similarly, edge detection-based watermark-
ing techniques were proposed in [44], emphasizing the importance of incorporating 
edge information for watermark embedding.

Overall, these studies have contributed to advancing the field of QR code anti-
counterfeiting and watermarking, exploring various techniques and evaluating their 
security, robustness, and performance under different conditions and attacks.

3 � Proposed medicine supply chain management design

In this section, we provide an overview of the proposed medicine supply chain 
design, outlining its key elements and layer architecture.

3.1 � Overview

Counterfeiting poses significant challenges in the medicine supply chain, caus-
ing substantial financial losses and damaging the reputation of pharmaceutical 
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companies, and also posing significant risks to public health. To address this issue, 
our proposed work incorporates the integration of blockchain technology and IoT to 
enhance the management of the medicine supply chain. In this blockchain-enabled 
distributed application, multiple computers owned by different supply chain organi-
zations collaborate in a distributed fashion to establish a trustworthy network. Fig-
ure 1 illustrates a comparison between traditional approaches and our proposed mul-
tiple security-based, reliable blockchain-based medicine supply chain schemes. The 
figure clearly demonstrates that our proposed approach provides multilayer security 
measures. The system incorporates three levels of verification for medicines, includ-
ing QR code authentication, verification, and traceability.

The key stakeholders involved in the supply chain system are manufacturers, 
distributors, retailers, consumers, and transporters. Manufacturers, representing 
pharmaceutical companies, serve as sellers in the system. Distributors, known as 
medicine wholesalers, act as intermediaries, purchasing medicinal products in bulk 
directly from manufacturers and functioning as both sellers and buyers. Retailers, 
which include small stores and pharmacies, acquire medicine consignments from 
distributors and also operate as both sellers and buyers. Consumers, as end users, 
purchase medicines from retailers and solely fulfill the role of buyers. Transporters 
play a crucial role in handling the shipping and logistics of consignments within the 
supply chain.

In both the traditional and proposed systems, the flow of medicine starts from the 
manufacturer and reaches the consumer. However, in the traditional scenario, con-
sumers lack the ability to validate the origin of medical products, which puts them at 
risk of unknowingly purchasing fake or counterfeit medicine that could worsen their 
health conditions.

Fig. 1   Traditional vs. proposed multilayer security-based medicine supply chain schemes
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In the proposed system, every consumer can verify the origin of a medicine 
product by simply scanning its QR code using a smartphone. The use of block-
chain and IoT technology ensures that the system can detect invalid or duplicate 
codes, providing an additional layer of security.

The proposed scheme involves the serialization of all medicines by the manu-
facturer, who then labels them with encrypted QR (E-QR) codes containing their 
serial numbers. Each shipment prepared by the manufacturer consists of medici-
nal boxes, each labeled with an E-QR code that identifies the cartons inside the 
box, and the cartons, in turn, are labeled with codes representing the set of prod-
uct IDs for all the medicines they contain. The boxes and cartons are equipped 
with smart location trackers to facilitate the tracking of medicine products 
throughout the supply chain.

In this system, distributors are only able to purchase medicinal boxes, retailers 
can purchase cartons, and consumers can purchase medicine strips. The manufac-
turer initiates the process by sending a labeled box, along with a location tracker, 
to the distributor. The location tracker continuously transmits location data to the 
blockchain network, enabling real-time tracing and tracking of medicinal prod-
ucts. The distributor can access the E-QR code (1) on the box, decrypt it using 
blockchain de-watermarking, and then validate the history of the medicinal prod-
ucts inside the box by scanning the QR code (2) through the supply chain app 
from their registered location (3). The distributor then sends labeled cartons, also 
tagged with smart location trackers, to the retailer. Retailers can view and validate 
the history of the medicinal products received by scanning the QR code on the 
carton. Finally, when retailers sell labeled medicine strips, consumers can also 
validate the authenticity of the medicinal products. At each point of exchange, 
the unique product ID is verified against the information stored on the distributed 
blockchain platform, ensuring the genuineness of the product.

3.2 � Building components

The proposed medicine supply chain system consists of four main components: 
organizations, medicinal assets, smart contract modules, and smart devices. The 
organizations involved in the system are manufacturers, distributors, retailers, 
consumers, and transporters. The medicinal assets are the medicines produced by 
manufacturers. The smart contract modules play a crucial role in the system and 
provide various transaction functionalities. The following smart contract modules 
are implemented:

1.	 Onboarding: This module handles user registration requests and validates them. 
All organizations, except consumers, are required to register on the blockchain 
network.

2.	 Inventory: The inventory module serializes all medicinal products after each 
production phase and creates an inventory of medicines. Its main purpose is to 
ensure traceability, protect against counterfeiting, and manage uncertainties.
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3.	 Ordering: The ordering module facilitates the collection and processing of pur-
chase orders for medicines. Buyers can create purchase orders through this mod-
ule.

4.	 Shipping: This module enables sellers to create shipments of medicines. It handles 
the process of preparing and dispatching medicines for delivery.

5.	 Validation: The validation module is responsible for authenticating stakeholders 
and allowing authorized buyers to validate the identity of medicinal products. 
It also enables transporters to update the shipment status and retailers to retail 
medicines after successful validation.

6.	 View: The view module provides functionality to trace the events in the life cycle 
of a medicinal product, starting from its origin. It allows stakeholders to track and 
monitor the movement of medicines.

Smart devices used in the system include location trackers and scanners (or 
smartphones). Location trackers are utilized to maintain real-time information about 
the location of medicines, ensuring tracking. Smartphones or scanners are used by 
stakeholders to validate the authenticity of medicinal assets. The proposed sup-
ply chain design follows a layered architecture, as shown in Fig. 2. It incorporates 
blockchain-based watermarking (BCW) with encryption/decryption capabilities as 
the third layer of authentication, enhancing the reliability of the system. This layered 
architecture describes the procedure for adding medicine supply chain transactions 
to the blockchain when clients invoke smart contract functionalities.

The proposed layered architecture in Fig.  2 provides clear authority for each 
member of the supply chain to verify medicines. The trunk, box, or strip of medi-
cine are labeled with a BCW code, which needs to be decrypted to generate a QR 
code. Before accessing the medicine, the QR code must be verified. This verifica-
tion process ensures the traceability and authenticity of the medicine throughout 
the supply chain. The layered architecture consists of three layers: the user layer, 

Fig. 2   Layered architecture of the proposed supply chain
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the application layer, and the blockchain layer. The user layer includes the supply 
chain members who connect with the application layer to send transaction requests 
and receive transaction states. The distributed application (Dapp) layer serves as an 
interface between the blockchain clients (users) and the blockchain peer nodes. It 
enables transaction uploading and retrieval and provides APIs for invoking smart 
contract services within the blockchain network. The Dapp layer also returns trans-
action states obtained from the blockchain network to the users.

The blockchain layer contains a decentralized database that stores information in 
a sequential chain of linked blocks. Its purpose is to create trust among participants 
in the blockchain network. This layer performs tasks such as broadcasting transac-
tions to all peer nodes, mining transaction blocks, verifying transaction blocks, and 
appending blocks into the blockchain ledger. Each block represents a specific set of 
transactions and is added to the blockchain ledger in a sequential manner. In this lay-
ered architecture, the transfer of medicine occurs from the seller to the buyer. Users 
first send registration requests to become part of the blockchain-based supply chain 
network with different roles. The onboarding module processes the user details and 
updates user profiles in the ledger upon validation. After each production phase, 
the manufacturer serializes and registers each medicinal product on the ledger. The 
manufacturer then attaches a smart location tracker to the medicine shipment.

When a buyer places an order through the ordering module, the seller creates 
a consignment shipment for the transporter. The transporter can update the ship-
ment status as the consignment is delivered to the buyer’s registered location. Upon 
receiving the shipment, the buyer verifies its authenticity by scanning the QR code 
with a smartphone Dapp. Only a genuine buyer with a valid identity can receive the 
shipment at the designated location. The use of the smartphone Dapp allows buyers 
to identify any instances of counterfeiting. If the QR code is a copy from a different 
transaction or not registered with the blockchain network, it will be deemed invalid. 
The BCW authentication layer provides an additional layer of security to enhance 
the reliability of the system. Overall, the proposed layered architecture ensures the 
transparency, traceability, and authenticity of medicines in the supply chain.

4 � Process implementation

In this section, we delve into the fundamentals of Hyperledger Fabric, explore chain-
code modules, and proceed with the implementation of the proposed Hyperledger-
based medicine supply chain framework.

4.1 � Fundamentals of Hyperledger Fabric blockchain and its consensus 
mechanism

In the proposed work, a private Hyperledger blockchain is used, which is a more 
efficient and energy-saving blockchain than a public blockchain. Moreover, 
Hyperledger Fabric blockchain also provides network security, privacy preservation, 
real-time tracking, reliability, and fault tolerance features. Moreover, Hyperledger 
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blockchains also provide the scalability, privacy, and access restrictions that can-
not be achieved using public blockchains. Hyperledger is an open-source blockchain 
project hosted under the Linux Foundation, encompassing various frameworks tai-
lored for different use cases. Among these frameworks, Hyperledger Fabric stands 
out as an enterprise-ready, open-source blockchain solution. To measure the per-
formance of frameworks within the Hyperledger ecosystem, the Caliper tool is 
employed.

In a Hyperledger network, several elements play crucial roles:

•	 Channel: Facilitates data compartmentalization between stakeholders in the net-
work.

•	 Assets: Represents the data being tracked and stored on the network.
•	 Transaction: Enables the alteration of asset state within the network.
•	 Ledger: Maintains a list of transactions and the corresponding asset states.
•	 World state: Represents the current state of all assets and their associated trans-

actions.
•	 Smart contract (Chain code): Contains the logic responsible for executing trans-

actions and modifying asset states.
•	 Peer: A computing resource that participates in the network.
•	 Ordering service: Receives transactions from peers, sequences them into blocks, 

and writes them onto the ledgers of each peer.
•	 MSP (Membership Service Provider): Offers credentials or IDs required by 

applications running on peers to interact with the network. As Hyperledger oper-
ates as a permissioned network, each network element must possess identifica-
tion.

•	 Certificate authority (CA): Issues certificates to distinguish different elements 
within the network.

•	 Anchor peer: Each organization designates one of its peers as the Anchor peer, 
responsible for maintaining communication with Anchor peers from other organ-
izations.

•	 Committer: Responsible for writing or committing blocks published by the 
ordering service onto the ledger. Any peer belonging to the channel where the 
transaction was initiated can act as a committer for that transaction.

•	 Endorser: Receives incoming transactions from applications, simulates them, 
and forwards them to the ordering service. A peer becomes an endorser in the 
network if it has a deployed chain code.

A key component of any blockchain network is the consensus mechanism, which 
is a protocol used to achieve agreement among multiple participants on the state of 
the ledger. To ensure secure and timely transaction validation while consuming min-
imal resources, Hyperledger blockchains employ efficient and time-effective consen-
sus algorithms. In Hyperledger Fabric, consensus is achieved through a pluggable 
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consensus architecture. Users of Hyperledger Fabric can choose from a number of 
consensus mechanisms based on the needs of their network. Many public block-
chains, on the other hand, use a single consensus algorithm, such as Proof of Work 
(PoW) or Proof of Stake (PoS). This adaptability is particularly useful in enterprise 
scenarios, where different networks may have different trust models and perfor-
mance requirements. Hyperledger Fabric supports a number of consensus mecha-
nisms, including Solo, Raft, and Kafka, which are listed below:

•	 Solo consensus: Hyperledger Fabric provides a simple, single-node consensus 
mechanism called Solo. It does not require multiple nodes to reach consensus 
and is primarily used for development and testing. It is unsuitable for production 
networks due to a lack of fault tolerance and Byzantine fault tolerance.

•	 Raft consensus: Raft is a fault-tolerant, replicated consensus algorithm. It 
ensures that the network nodes agree on the ledger state. The Raft Hyperledger 
Fabric implementation allows users to configure a group of nodes to act as order-
ers, which collectively order transactions and generate consistent blocks.

•	 Kafka consensus: It uses the Kafka messaging system to order and distribute 
transactions to peers. This has the potential to provide high throughput and scal-
ability, making it appropriate for high transaction rate networks.

4.2 � Workflow through chaincode modules

The proposed system’s workflow is divided into six chaincode modules: onboard-
ing, inventory, ordering, shipping, validation, and viewing. These modules handle 
the transactional flow of medicinal products from the manufacturer to the consumer. 
Figure 3 provides an illustration of the onboarding, inventory, ordering, and ship-
ping modules within the system.

The onboarding chaincode module is responsible for collecting and validating 
enrollment requests submitted by various entities. Upon validation, the module reg-
isters the new entity, and if the details are found to be invalid, the request is rejected. 
Additionally, the onboarding module updates the details of onboarded members in 
the ledger. Algorithm  1 presents the chaincode of the onboarding module, which 
encompasses the following functionalities:

•	 Register company: This function is utilized to enroll a new user on the ledger, 
assigning them one of the following roles: manufacturer, distributor, retailer, or 
transporter. The function includes fields such as company ID, company CRN, 
company name, location, organization role, and hierarchy key. The company ID 
field is a composite key derived from the combination of the company CRN and 
company name. The hierarchy key field is assigned a value of 1 for a manufac-
turer, 2 for a distributor, and 3 for a retailer organization. However, the hierarchy 
key is not defined for transporters.
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Fig. 3   The workings of onboarding, inventory, ordering, and shipping modules
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The inventory chaincode module is responsible for registering medicinal prod-
ucts on the ledger. Valid drug registration requests result in the addition of a new 
drug to the blockchain network, and invalid requests are not registered within 
the system. Algorithm 2 presents the chaincode of the inventory module, which 
encompasses the following functionality:

•	 addDrug: This function is designed to register a new drug, but only author-
ized manufacturers can invoke this transaction on the blockchain network. The 
function includes fields such as product ID, drug name, serial number, manu-
facturer, manufacturing date, expiration date, owner, and shipment. The prod-
uct ID field serves as a composite key derived from the combination of the 
drug name and serial number. Initially, the shipment field is empty, and the 
owner is set as the manufacturer invoking this transaction.
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The ordering module is responsible for collecting and validating order requests 
placed by enrolled buyers. Valid orders result in the generation of purchase order 
IDs, and invalid requests are rejected.

Algorithm  3 presents the chaincode of the ordering module, which includes 
the following functionality:

•	 createPO: This function enables buyer members, specifically distributors or 
retailers, to add purchase orders for buying medicine on the ledger. The func-
tion requires fields such as purchase order ID, drug name, quantity, buyer ID, 
and seller ID. The purchase order ID is derived as a composite key, combining 
the drug name and buyer CRN.
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The shipping module is responsible for processing newly created purchase orders 
and facilitating the transportation of medicinal consignments through a designated 
transporter. Algorithm  4 outlines the chaincode of the shipping module, which 
includes the following functionality:

•	 CreateShipment: This function is designed to transport the medicinal consign-
ment using a designated transporter. It is invoked by seller members in response 
to the purchase order function. The function requires fields such as shipment, 
transaction creator, list of assets, transporter, and status. The shipment field is 
derived as a composite key, combining the buyer name and buyer CRN.

The validation chaincode module plays a crucial role in validating the buyer ID 
and the medicinal product ID in the proposed system. It ensures the authenticity of 
the medicine consignment before it is received by the buyer. Figure 4 illustrates the 
working of the validation module, which validates a medicine consignment. It veri-
fies both the buyer’s identity and the product’s identity, ensuring that only genuine 
buyers receive the medicine. Figure 5 shows the working of the validation module 
for validating medicine strips and the view module for retrieving the transaction his-
tory of medicines.

In the proposed system, every buyer is required to scan the QR code on the 
medical strip or consignment from their registered location using the supply chain 
Dapp. This scanning process serves the purpose of validating both the buyer’s iden-
tity and the product’s identity. The blockchain network traces the transportation of 
medicinal products and captures the location of each buyer through the smart loca-
tion tracker. To purchase and validate medicines, consumers can only do so from 
a registered buyer location by providing their unique identifier, such as a govern-
ment-issued identification number, to the retailer. This validation process ensures 
that only genuine buyers with proper access credentials can validate medicinal prod-
ucts and receive the consignment. If the buyer fails to meet the validation criteria, 
the transporter returns the consignment, as there may be concerns about potential 
counterfeiting.
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The validation process for the ID of a medicinal product consists of three levels 
in the proposed system. Firstly, the product ID scanned by the buyer is verified by 
checking if it exists in the recorded transactions on the ledger. Secondly, if the prod-
uct ID is valid, the second-level validation checks the current owner of the product. 
For example, if a consumer is purchasing medicine, the current owner should be the 
retailer. Lastly, the third-level validation verifies the expiration date of the medicinal 
product to ensure that expired products are not sold.

With these validation checks, if a medicinal product is deemed valid, the system 
will close the transaction upon successful sale. However, if the validation function 
returns false, indicating any failed checks, the system will reject the transaction due 
to possible counterfeiting. This empowers the consumer to verify the authenticity 
of medicinal products by scanning their IDs and helps prevent the circulation of 
counterfeit items. Algorithms 5 and 6 depict the chaincodes of the validation mod-
ule for medicine consignment and medicine strip, respectively, with the following 
functionalities:

•	 Verify consignment: This function validates the consignment and can be invoked 
by a distributor or retailer. It includes fields such as the buyer’s CRN, a list of 
assets (medical products), the current owner, the current expiry date, the current 
date, and the location. The output of this function is the validation result along 
with the verifier ID.

•	 updateShipment: This function updates the status of a shipment and is called by the 
transporter when the consignment is dispatched to a buyer. It includes fields such 

Fig. 4   Working of the validation module to validate medicine consignment
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as the buyer’s CRN, drug name, and transporter’s CRN. After the consignment is 
delivered, each medicinal product within the consignment is updated with the ship-
ment information, and the owner field is also updated accordingly.

•	 retailDrug: This function allows the retailer to sell medicinal products to the con-
sumer. It is invoked only by the retailer and includes fields such as the drug name, 
serial number, retailer’s CRN, and the customer’s UIN (unique identification num-
ber). The owner field of the corresponding drug is updated with the customer’s 
UIN.

•	 verifyDrug: This function enables consumers to validate medicine strips. It contains 
fields such as the drug name, serial number, current owner, current expiry date, cur-
rent date, and location. The function produces the validation result along with the 
verifier ID.

Fig. 5   Working of the validation module to validate the medicine strip and view module
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In addition to the validation module, the view module handles view requests 
from authorized users of any organization and retrieves the transaction history 
of medicines for transparency and traceability purposes. Algorithm 7 shows the 
chain code of the view module that has the following functionality:
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•	 viewHistory: This function is defined to view the history of a medicinal product 
from its origin. It can be called by a user of any authorized organization. It con-
tains fields such as drug name and serial no.

4.3 � Process implementation

The proposed Hyperledger-based supply chain framework is developed and tested 
on a system with an Intel Core i3, 8th generation CPU. The operating system used 
is Ubuntu 20.04.2 LTS, a 64-bit version. The system is equipped with 12.00 GB of 
RAM to support the development and experimental processes (Table 2).

The implementation of the Fabric network is conducted in a Docker environ-
ment utilizing Docker-engine (version 19.03.15). Docker-compose (version 1.24.0) 
is employed for container and Docker image configuration. Hyperledger Fabric 
(v2.2.0) and Node (v10.19.0) are utilized for developing the Fabric–Node client 
SDK. Crypto-materials are generated using the crypto-config.yaml file, channel arti-
facts were generated using the configtx.yaml file, and docker-compose.yaml files are 
employed for running the Docker containers. The chain code and application files 
are built in JavaScript. Postman, a simulation software, is used for testing transac-
tion proposals, with transaction requests written in JSON format for calls such as 
POST and GET.

The proposed supply chain in the Hyperledger Fabric environment consists of 
various network participants, including manufacturers, distributors, retailers, con-
sumers, and transporters. Each participant has contributed two peers (peer 0 and peer 

Table 2   Summary of 
development environment

Name Version

Ubuntu 20.04.2 LTS
Docker-engine 19.03.15
Docker-compose 1.24.0
Hyperledger Fabric 2.2.0
Node 10.19.0
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1) and one user. Peer 0 of all organizations serves as the anchor peer and endorsing 
peer. The architecture of the supply chain on the Hyperledger platform is depicted in 
Fig. 6. In the pre-setup phase of the Fabric network, crypto-materials were created 
for all elements, including peers, orderers, and certificate authorities (CAs), using 
the cryptogen tool. These crypto-materials consist of X.509 digital certificates for 
user identification. Channel artifacts were created using the configtxgen tool. Dur-
ing the final network setup phase, all the services required to run the Fabric network 
components were created on a local machine using Docker. Docker containers were 
initially created for all the peers of different organizations and their corresponding 
certificate authorities.

After setting up the Docker containers for the supply chain network (pharma net-
work) as depicted in Fig. 7, we proceed to log into the CLI container.

Fig. 6   Architecture of proposed supply chain in Hyperledger Fabric environment

Fig. 7   Docker containers of the proposed supply chain network
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From the CLI container, we perform the following tasks: creating channels, 
ensuring that all peers join the pharma channel, and updating the anchor peers 
for all organizations. The chain codes have been deployed on the endorsing peers 
to enable the registration of companies in different organizational roles, registra-
tion of drugs, ordering of drugs, shipping of drugs, validation, and viewing of 
drugs. Each peer within the network is aware of the other peers and their respec-
tive organizations through the identities issued by the Membership Service Pro-
vider (MSP). The MSP facilitates peer identification and issues credentials (pub-
lic–private keys) to users who represent registered organizations from outside the 
network. Each organization in the network maintains its own certificate author-
ity (CA). The manufacturer organization takes responsibility for configuring and 
starting the network. In this network, only one channel named "pharma channel" 
has been created. The ledger is maintained by the channel and is accessible only 
to the peers that have joined the channel. Every peer joins the pharma channel to 
access the channel’s data and maintain a ledger.

The primary objective of the proposed blockchain-based system is to address 
the issue of medicine counterfeiting and ensure public health safety. To achieve 
this, the system employs restricted access controls, granting users only essential 
privileges to invoke chain code functions. Table  3 outlines the access controls 
for different organizations in the system, specifying the rights and permissions 
granted to various members of the supply chain. All authorized organizations can 
access the Fabric pharma channel network using their X.509 certificates (pub-
lic–private keys) issued by the certificate authorities. Users belonging to the man-
ufacturer organization have the authority to register a company, add new drugs, 
create shipments, and view the history of medicines. Users from distributor 
organizations can register a company, create purchase orders, create shipments, 
verify consignments, and view the history of medicines. Retailer organization 
users can register a company, create purchase orders, verify consignments, retail 
drugs, and view the history of medicines. Users of consumer organizations have 
the authority to verify medicines and view the history of medicines. Transporter 
organization users can register a company, update shipments, and view the his-
tory of medicines.

For the ordering service, we utilized a single-node ordering service named Solo 
consensus mechanism in our implementation. The client application initiates a trans-
action proposal by invoking smart contract functions. The Membership Service Pro-
vider (MSP) verifies the identity of the client to authorize their actions. The trans-
action proposal is then sent to the endorsers, who have deployed the chain codes. 
In order to achieve consensus, the endorsers simulate the transaction and determine 
whether it is valid based on the business logic of the chaincode. The ordering ser-
vice captures these endrsement transactions, creates blocks, and broadcasts them to 
all peers on the network. Committer peers are responsible for transaction validation. 
The transaction details are propagated through the gossip protocol on the pharma 
channel Fabric network, allowing all peer nodes to validate them. Once validation 
is completed, transaction blocks are updated on the ledger of each committer’s peer. 
Finally, the committer sends an asynchronous response back to the client application 
after executing the transaction. A transaction in Hyperledger Fabric is considered 
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final once it has been endorsed, ordered, and validated. This indicates that it has 
been completed in accordance with the chaincode guidelines and recorded on the 
ledger. The consensus mechanism ensures that all participating nodes agree on the 
final state of the ledger.

4.4 � Proposed blockchain‑based watermarking (BCW)

This paper presents a secure QR code watermarking algorithm based on blockchain 
technology. The algorithm provides two levels of security:

1.	 Embedding a watermark logo into the QR code: This level of security adds an 
additional visual identifier to the QR code, making it more resistant to counterfeit-
ing and tampering.

2.	 Blockchain-based encryption/decryption using SHA256: The algorithm proposes 
using blockchain technology to encrypt and decrypt the QR code data, ensuring 
anti-counterfeiting measures and enhancing overall security.

Figure 8 illustrates the block diagram of the proposed blockchain-based water-
marking system (BCW system).

4.4.1 � BCW embedding

This work proposes an undetectable ED-based QR code watermarking that adheres 
to the Sobel ED technique. The appropriate X and Y gradients masking are used to 
determine the ED, and they are;

(1)
F = [(Z7 + Z8 + Z9) − (Z1 + Z2 + Z3)] + [(Z3 + Z6 + Z9)−(Z1 + Z4 + Z6)]

Fig. 8   Proposed block diagram of the blockchain-based QR code watermarking for supply chain
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The DWT-LL sub-bands edge coefficient, as f (u, v)ed , was suggested by the pre-
sent watermark insertion algorithm. In order to determine the dilation coefficient 
f (u, v)di of 2 × 2 masks across edge components f (u, v)ed , the difference between the 
dilatation and edge elements, which results in the reduced features, is used to gener-
ate the local invisible watermark as follows:

On the basis of careful scaling parameter estimation, which should be adjusted 
to 0.9 according to the best learning from this research, the watermark’s invis-
ibility could be maximized. As a 1st order scaled improved watermarking rule is 
discovered;

Let us to describe as LLf
x,y
, a LL coefficient, DWT’s second-level feature coef-

ficient Nx,y is utilized as AWGN noise that was added. Let WE is embedded water-
mark as

Lastly, an inverse wavelet transform is used to produce the watermarked 
QR image. Figure 8 depicts the suggested block flow of the secured watermark 
embedding with decryption using DWT-blockchain. In a recent publication, the 
HH coefficient was changed to the LL coefficient, and watermarking is part of the 
LAB space.

The watermark has been mathematically defined as an additive signal or con-
tent that would be actually stored as a concealed watermark message b inside the 
boundaries of established undetected distortions graphically provided by mask M. 
This is expressed as follows:

here x is original image or QRC

4.4.2 � Blockchain encryption using SHA 256 hash code

The 256-bit cryptographic hash function used by the SHA 256 oriented hash 
algorithm essentially comprises two phases. To meet the dimensions of block-
chain-based encryption as well as the genesis packet size in the initial step, the 
given image is automatically scaled to 512 × 512. Then, 512 bits are combined 
with input vector X by each chain block having dimensions of 32 bits. Each block 
of 512 bits in the second stage is individually represented by;

(2)g(u, v) = f (u, v)di − f (u, v)ed

(3)WT (x, y) = (1 − �) ∗ (g(u, v)) + �Nx,y

(4)WE = LLf
x,y

+WT (x, y)

(5)Ow = x + w(M)

(6)b = w(M)
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Message block numbers are then determined consecutively for 64 words or 
32-bit apiece as follows:

These hash blocks are shuffled to produce the encrypted QR codes, which are 
placed on the outbound product in the supply chain.

5 � Simulation results

This section presents the test results of the different chain code modules imple-
mented in the proposed system. The simulation results of selected chain code func-
tions are provided through snapshots. Clients interact with the system using Dapp 
APIs, which are invoked through the Postman software. Transaction requests are 
made in JSON format using POST and GET calls. The simulation results are divided 
into two parts. The first part focuses on simulating the security and traceability 
aspects of the Hyperledger chain code. The verification results obtained from these 
simulations are presented. In the second part, the simulation results of QR code 
watermarking using blockchain encryption are presented.

5.1 � Test results of proposed Hyperledger Fabric design chaincodes

Firstly, we test a register company API that has been used to enroll various organi-
zations on the ledger. Figure 9 shows the post call of the Dapp for registering the 
manufacturer company with the following details: name, CRN number, and location. 
Similarly, we have added and tested other organisations in either of the following 
roles—distributor, retailer, or transporter.

Figure 10 shows the backend of the Dapp listening to the client application and 
registering a new company. After testing the register company API, we test the 
addDrug API used to register a new drug only by registered manufacturers on the 
blockchain network.

Figure 11 shows the post call to the Dapp for registering a drug named Paraceta-
mol with the following details: serial number, manufacturing date, expiry date, com-
pany CRN, and organization role.

Figure 12 shows the backend of the Dapp to create the drug asset with the fol-
lowing details: product ID, name, manufacturer, manufacturing date, expiry date, 
owner, and shipment. Next, we are testing a create purchase order API, which can be 
used by authorized buyer organisations to buy medicines.

Figure 13 shows the post call to the Dapp for creating a new purchase order with 
the following details: buyer CRN, seller CRN, drug name, quantity, and organization 

(7)
[

X(1),X(2),…X(m)
]

.

(8)Hk = Hk−1 + C
f

S(k)
∗ Hk−1
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role. Next, we are testing a create shipment API, which can be used by authorized 
seller organizations to create shipments for medicine consignments.

Figure 14 shows the backend of the Dapp to create a shipment with the following 
details: shipment ID, creator, list of assets, transporter, and status. Next, we test a 
retail drug API used to retail medicines by authorized retailers.

Figure  15 shows the post call to the Dapp for retailing medicine with the fol-
lowing details: drug name, serial number, retailer CRN, customer, and UIN (used 
Aadhar number).

Lastly, we are testing a view drug API used to view a history of medicines by any 
permissioned user. Figure 16 shows the backend of the Dapp that retrieved the his-
tory of medicines with the following details: drug name and serial number.

Fig. 9   Post call to register manufacturer company



	 N. Sharma, R. Rohilla 

1 3

5.2 � Result of BCW

The results of the proposed ED wavelet domain invisible watermarking combined 
with blockchain-based encryption, without any attacks, for QR codes are presented 
in Fig.  17. The QR image undergoes watermarking using the DWT–SVD–HD 
method and subsequently encryption using a hash algorithm to enhance security, as 
depicted in Fig. 17. This figure highlights the significant contributions of the BCW-
based QR code authentication method.

Figure  18 illustrates the sequential analyses of the crypto weights in terms of 
histograms. It can be observed that due to the QR image’s limited color features, 
the histograms exhibit a high level of correlation. The encrypted information dem-
onstrates a well-equalized (flat) histogram, indicating the quality of the encryption 
standard. Figure 19 shows the results of watermark extractions under various attacks, 
including noisy, filter, and motion blur. In this experiment, the attacks are applied 
to the blockchain-encrypted QR information. Since the histograms are already flat 
and exhibit closely related patterns, the proposed method performs consistently well 
across all attacks. These results are further supported by quantitative evaluations.

Fig. 10   Backend of the Dapp to register new company
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Fig. 11   Post call to the Dapp for registering a new drug

Fig. 12   Backend of the Dapp to create a drug asset
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Fig. 13   Post call to the Dapp for creating a new purchase order

Fig. 14   Backend of the Dapp to create a shipment
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5.3 � Performance evaluation of proposed Hyperledger‑based design

For measuring the performance of a developed Hyperledger-based design, the 
Hyperledger Caliper 0.4.2 framework has been used. The Caliper tool gives perfor-
mance metrics such as success rate, throughput, latency, and resource consumption 
(e.g., CPU, memory, and IO) for a system under test. The performance metrics are 
as follows:

Execution time: This is the time between the point of transaction request submis-
sion and execution.

Throughput: It is the ratio of a total successful transaction to the total time dura-
tion in seconds.

Fig. 15   Post calls to the Dapp for retailing medicine
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Fig. 16   Backend of the Dapp to retrieve history of medicine

Fig. 17   Sequential results of blockchain-based QR code BCW authentication process
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Latency: This is the time between the point of transaction request submission and 
the network response.

Resource metrics: They can be measured by monitoring the CPU, memory, and 
network I/O consumed by the blockchain system under test.

We evaluated the performance of the proposed system by measuring execution 
time, throughput, latency, and resource statistics. Our testing involved up to 100,000 
transactions and 20 peers. To improve scalability and performance metrics, we have 

Fig. 18   Crypto weight histograms for the BCW process

Fig. 19   Watermark extractions under noisy, filter, and motion blur attacks

Fig. 20   Performance testing results for 100,000 transactions using the Caliper tool
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configured the block size to 10 MB and implemented the event sourcing technique 
in the chaincode. This technique ensures that only the differential changes in asset 
state are stored on the ledger, optimizing storage efficiency. The highest achieved 
throughput was 417.5 transactions per second (TPS), which was attained with 
100,000 transactions and eight peers. The Caliper report for this result is illustrated 
in Fig. 20.

We analyzed the performance of the proposed system by conducting tests with 
varying numbers of transactions, ranging up to 100,000, using a single peer. The 
metrics evaluated include execution time, throughput, maximum latency, minimum 
latency, and average latency. The results of these analyses are depicted in Fig. 21.

We conducted simulations with transaction rates (TPS) set at 1, 10, and 100 
to analyze the performance of the system. We observed that the execution time is 
lower for a smaller number of transactions and increases as the number of trans-
actions grows. The throughput is initially low for smaller transaction numbers but 
rapidly increases for transactions exceeding 10,000. The maximum latency is higher 
for a smaller number of transactions and decreases as the number of transactions 
increases. It shows slight variation at different TPS settings for transactions rang-
ing from 10 to 1000. Furthermore, we examined the system’s performance by con-
sidering different numbers of peers and evaluating the same metrics, as depicted in 
Fig. 22.

We conducted simulations with transaction numbers set at 1000, 10,000, and 
100,000 to analyze the system’s performance. Additionally, we compared the 

Fig. 21   Quantitative performance analysis for anti-counterfeiting based on the Hyperledger for different 
numbers of transactions a Execution time, b throughput curves, and c calculation of maximum latencies

Fig. 22   Performance analysis for different numbers of peers for anti-counterfeiting based on Hyperledger 
for different numbers of transactions a Execution time, b throughput curves, and c calculation of maxi-
mum latencies
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performance of an existing scheme (Scheme  24) with 10,000 transactions. In our 
proposed scheme, when there are only a few peers, the execution time is significantly 
higher. However, with a sufficient number of peers, the execution time becomes 
stable and low. The execution time is slightly higher for 100,000 simultaneously 
invoked transactions compared to 1000 and 10,000 transactions. The throughput is 
low for fewer peers, reaches its highest point at eight peers, and then decreases. The 
highest throughput was achieved with 100,000 transactions. The latency remains 
consistently low up to eight peers and then varies with the number of transactions.

To assess resource consumption, we measured CPU-max, CPU-avg, Memory-
max, Memory-min, Traffic in, and Traffic out, as shown in Table 4.

The peers in the system exhibited an average CPU utilization of 5.94% with a 
maximum of 17.54%. The maximum memory utilization was measured at 63.9 MB, 
and the average memory utilization was 90.5 MB. For the manufacturer peers, the 
average CPU utilization was approximately 5.76%, with a maximum of 9.85%. 
The average and maximum memory consumption for the manufacturer nodes were 
194 MB. Regarding the orderer node, the maximum CPU utilization was 1.55%, and 
the average was 0.52%. The maximum memory consumption for the orderer node 
was 0.827 MB, with an average of 0.141 MB. Overall, the resource consumption of 
the proposed system is relatively low.

5.4 � Performance evaluation of BCW

The watermarking performance is evaluated based on the statistical parameters, 
including structural similarity and normalized correlation.

PSNR: The parameter is defined as the peak signal-to-noise ratio and is math-
ematically defined as follows:

NC: Normalized correlation (NC), which is what this quantity is called, should be 
higher and closer to unity in order to adequately represent the robustness of a water-
marked standard against various attacks. Mathematically, this parameter is defined 
as follows;

where S= m × n is the size of the frame, and d is the decision variable, 0 (equal) or 
1 (not equal).

SSMI: It is defined as the structural similarity measure index. It represses the 
quality of the invisible watermarking.

(9)PSNR = 10 ⋅ log10

(

MAX2
I

MSE

)

(10)NC =
∑

i,j

d(i, j) ∗ d(i − t, j − t)

(11)SSIM(A,B) =
�A�B + c1

�
2
A
+ �

2
B
+ c1

+
�AB + c2

�
2
A
+ �

2
B
+ c2
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where �AB is the covariance between the A and B matrix, and c1 and c2 are factors 
that can be used to stabilize a division with a low denominator.

The quantitative evaluation of BCW is presented in Tables 5 and 6, respectively. 
The NC comparison for QR code watermarking for attacks applied to blockchain 
encryption is given in Table 5. It can be observed that the method performs equally 
for all cases.

Table  6 reflects the actual accuracy of the proposed method and compares the 
parametric performance of the watermark attacks applied to the BCW image. It is 
observed from Table 5 that the PSNR average is 30.86546 dB, and the average NC is 
0.974475 for all attacks. The NC of 0.9995 is achieved for the most expected speckle 
noise attack. The best structure similarity of 0.9663 is obtained for the salt and pep-
per noise.

The results demonstrate achievements, such as a higher average peak signal-to-
noise ratio (PSNR) of 30.86546 dB and an average normalized correlation (NC) of 
0.974475 across all attacks. A remarkable NC value of 0.9995 further validates the 
accuracy and effectiveness of our proposed method.

5.5 � Comparative analysis

In this section, we present a comparison of the performance and security features of 
our proposed system with existing work. We specifically compare our performance 
metrics with those of [1, 26–30]. The evaluation in [1] focused on user-based anal-
ysis rather than transaction numbers, which limits its usability. Additionally, their 
resource consumption was relatively high. In contrast, we have extensively tested 
our design with 100,000 transactions and 20 peer peers, achieving successful results 
and maintaining reasonable resource consumption. It is worth noting that the testing 
in [23] was limited to a maximum of 250 transaction rates and was computation-
ally expensive. In contrast, we have successfully tested our proposed system up to 
1000 TPS, demonstrating its scalability and improved performance. Regarding (24), 
their performance evaluation was limited to 10,000 transactions, and their system 

Table 5   NC comparison for QR code watermarking for blockchain encryption under various attacks

Images Variance Gaussian noise Speckle noise Salt and pepper Motion blur

QR image 1 0.001 0.6610 0.6639 0.6628 0.666
QR image 2 0.6621 0.6632 0.6635 0.662

Table 6   Qualitative comparison for watermarked image exposed under various attacks

Images Variance Gaussian noise Speckle noise Salt and pepper Motion blur

PSNR in dB 0.001 30.54610 33.68161 32.37145 26.86267
NC 0.9990 0.9995 0.9019 0.9975
SSIM 0.8480 0.9396 0.9663 0.8986
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was unable to serve more than 4 users within this range. They achieved a throughput 
of 168.3 TPS and a latency of 58.762 s with 10,000 transactions and four peer peers. 
In comparison, our suggested design achieved a higher throughput of 395.2 and a 
significantly lower latency of 0.09 s with the same number of transactions and peers. 
This demonstrates the superior performance and scalability of our proposed scheme.

The work presented in [28], is less scalable and privacy-preserving due to the use 
of the public blockchain. The performance evaluation is limited to 600 transactions, 
with maximum throughput up to 60 TPS and latency up to 1600 ms. Also, the use of 
RFID reduces the range of product traceability. In contrast, the proposed work uti-
lizes the Hyperledger framework and IoT technology to improve privacy, scalability, 
and real-time monitoring over longer distances. Moreover, the performance of the 
proposed work is evaluated up to 100,000 transactions, with maximum throughput 
up to 417.5 TPS and latency up to 0.15 s. Further, we also evaluated performance 
metrics such as execution time, throughput, and latency in terms of the number of 
peers. The work proposed in [29], is also less scalable and privacy-preserving due to 
the use of the public blockchain. The work presented in [30], is not focused on prod-
uct traceability. Also, the performance evaluation is limited to 1000 transactions. In 
comparison with these two Ethereum-based works, the proposed Hyperledger-based 
design offers more scalability and better performance.

Furthermore, we have compared the security and other features of our proposed 
scheme with relevant existing works, including [1, 3, 20, 22, 26–30]. A comparison 
is provided in Table 7, presenting the advantages of our proposed scheme over prior 
works.

A few of the existing schemes are Ethereum-based but the proposed scheme is 
Hyperledger Fabric blockchain-based to enhance privacy and scalability. Few of the 
existing systems lack design algorithms, but we have presented the architecture and 
algorithms of the proposed system, and within the algorithms, access controls are 
used to enhance security. A few of the existing systems also lack product traceabil-
ity, but we have used the location tracker to record the location of the product on the 
blockchain. In order to validate the identity of the buyer, we have included the buyer 

Table 7   Comparison of proposed scheme with prior works

Security features [1] [3] [20] [22] [26] [27] [28] [29] [30] Proposed

Hyperledger-based ✔ ✔ ⨯ ✔ ✔ ✔ ✔ ⨯ ⨯ ✔
Privacy ✔ ✔ ⨯ ✔ ✔ ✔ ✔ ⨯ ⨯ ✔
Algorithm ⨯ ✔ ⨯ ⨯ ✔ ✔ ✔ ✔ ✔ ✔
Architecture ✔ ✔ ✔ ✔ ✔ ✔ ✔ ✔ ✔ ✔
Access control ✔ ✔ ✔ ✔ ✔ ✔ ✔ ✔ ✔ ✔
Tracking ⨯ ✔ ✔ ✔ ⨯ ✔ ✔ ✔ ✔ ✔
Authentication ⨯ ⨯ ⨯ ✔ ⨯ ⨯ ✔ ✔ ✔ ✔
Performance testing ✔ ✔ ✔ ✔ ✔ ✔ ✔ ✔ ✔ ✔
Scalability ⨯ ✔ ⨯ ⨯ ✔ ✔ ✔ ✔ ✔ ✔
Product validation ⨯ ⨯ ⨯ ⨯ ⨯ ⨯ ⨯ ⨯ ⨯ ✔
Blockchain watermarking ⨯ ⨯ ⨯ ⨯ ⨯ ⨯ ⨯ ⨯ ⨯ ✔
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authentication mechanism, which is missing in most of the existing work. Most of 
the existing works evaluated the performance of their designed systems, which were 
limited to 1000 transactions, but the performance of the proposed system has been 
evaluated up to 100,000 transactions. Also, we have achieved performance and scal-
ability improvements in terms of throughput, latency, and resource consumption. 
Moreover, we have included a product validation mechanism that enables buyers to 
validate the product by scanning the QR code of the product. This was not done in 
most of the existing works.

Furthermore, we have conducted additional evaluations of the security layer for 
QR authentication, specifically focusing on BCW and its resilience against water-
marking attacks. The results demonstrate achievements, such as a higher aver-
age peak signal-to-noise ratio (PSNR) of 30.86546  dB and an average normal-
ized correlation (NC) of 0.974475 across all attacks. A remarkable NC value of 
0.9995 further validates the accuracy and effectiveness of our proposed method.

6 � Conclusions

The paper introduces a blockchain-based multilayer security algorithm design 
for Hyperledger-based medicine supply chain management using blockchain IoT 
technology. Its aim is to address the issue of medicine counterfeiting by propos-
ing a decentralized, tamper-proof, transparent, traceable, and validation-driven 
system. A key feature of the proposed scheme is the concept of a smart location 
tracker, which verifies the receiver’s location and enables tracking capabilities.

Authorized users are empowered to validate medicinal products and access 
their complete transaction history. The system incorporates various chaincode 
modules with novel algorithms and access privilege restrictions to manage the 
supply chain workflow effectively. A validation module with multiple checks 
is designed, allowing buyers to authenticate medicinal products in real time by 
scanning their QR codes using a smartphone Dapp. The blockchain technology 
enables the detection of copied or fake QR codes, ensuring buyer identity vali-
dation to ensure only genuine buyers receive the products. The paper includes a 
demonstration of chaincode algorithms and simulation results of the supply chain.

Furthermore, the paper proposes an additional security mechanism utilizing 
QR code authentication with blockchain-based encryption and watermarking. A 
secure, encrypted QR code is proposed for anti-counterfeiting purposes in the 
supply chain. The performance metrics of the proposed system, including execu-
tion time, throughput, latency, and resource statistics, were measured using the 
Caliper benchmarking tool. The results indicate that the proposed system can 
successfully handle up to 100,000 transactions with optimal performance. The 
achieved throughput of 417.5 TPS with 100,000 transactions and eight peers 
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surpasses existing schemes, demonstrating superior security features and efficient 
resource utilization, resulting in high throughput and low latency.
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Abstract
A floating/grounded memristor emulator having a single MOSFET connected to a
first-order RC filter with high operating frequency is presented. The proposed mem-
ristor emulator is passive in nature and provides zero static power, and a few pW of
dynamic power when input signal is applied. The emulator has been simulated using
Cadence Virtuoso Spectre tool. The mathematical analysis substantiates the existence
of the proposed memristor emulator and its incremental nature. With a layout area of
1.586 μm2, the memristor emulator operates up to 80 MHz. The main contribution
is the experimental verification of the proposed topology using discrete transistor,
ALD1117 Dual P-channel enhancement MOSFET array and discrete elements in the
form of an R–C tank circuit. The performance characteristics for its analog and digital
applications have been simulated and verified in grounded as well as floating mode.
The emulator circuit offers a simplified design and low power consumption compared
to other existing memristor emulators.
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1 Introduction

Memristor, first introduced by L. Chua in 1971 and 1976 [17, 18], is now being
regarded as an integral part of the fundamental component category. Due to the
element’s straightforward construction, compact size, low power consumption, and
storage capacity, it has been actively used in design of electronic circuits. On account
of its non-volatile nature, a memristor has impacted research in the realm of electronic
circuits in both the analog and digital domains. Memristor [47] as the fourth essen-
tial passive circuit component has been used in a broad variety of contexts, including
programmable analog circuits [38], neuromorphic applications circuits [3, 8], chaotic
oscillator circuits [36], non-volatile memory [5], asymmetric attractor [53], XOR
logic circuits [28], and canonical Chua’s circuit [15, 16, 52]. Real-time applications
using memristors have had little success on account of the complexities pertaining
to the highly intricate and cost intensive fabrication process. Therefore, memristor
emulators have emerged as an attractive and viable alternative to showcase the fea-
tures and applications of memristor-based circuits. In [4], Adhikari et al. provided
an illustration of the constricted hysteresis loop and frequency-dependent hysteresis
lobe area that are features of the memristor emulator. A number of researchers have
proposedmemristor emulators that employ various active blocks already in use, includ-
ing operational transconductance amplifiers (OTA) [7–9, 32], operational amplifiers
(OPAMP) [30, 37, 58], current feedback operational amplifiers (CFOA) [1, 2], second-
generation current conveyors (CCII) [43, 45], differential-difference current conveyors
(DDCC) [54], current conveyor transconductance amplifiers (CCTA) [40], differential
voltage current conveyor transconductance amplifiers (DVCCTA) [41], voltage differ-
ence transconductance amplifier (VDTA) [48], voltage differencing inverting buffered
amplifier (VDIBA) [39], current follower differential input transconductance amplifier
(CFDITA) [33], and voltage differencing current conveyor (VDCC) [55]. Memristor
based on such active blocks exhibits circuit complexity and a correspondingly high
power consumption.

Another attractive strategy has been to design memristor emulators using only
MOSFETs with fewer passive circuit components. This alternative approach offers
high operating frequency, a significant reduction in circuit complexity, and a relatively
lowpower consumption.Vista andRanjan in [49] proposed a simple floatingmemristor
emulator operating up to 13MHzwith threeNMOS, one capacitor, and oneDC current
source. Using two BJTs, two diodes, four resistors, and two capacitors, John et al.
suggested a non-ideal totally passive memristor in [29] that operates up to a few kHz.
Non-ideality is on account of asymmetry in the hysteresis loop and nonzero crossing
point. The emulator is fully passive on account of no biasing voltage. In [22], E. Gale
introduces two novel additions to the memory conservation theory [23] and describes
how to create various non-idealities and illustrates many non-ideal memristor kinds,
including filamentary memristor. A weak inversion CMOS-based memristor with a
grounded capacitor and two log-domain exponential transconductors is presented by
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Koymenn and Emmanuel [31]. Babacan et al. in [10] have presented a memristor
emulator circuit using only four MOS transistors and also fabricated a ZnO thin-
film-based semiconductor memristor device using an external DC biasing with an
operating range up to 100MHz.Babacan in [11] presented amemristor emulator circuit
employing just three MOS transistors (NMOS) and a single capacitor, functioning in
passive mode up to 100 KHz and requiring no DC biasing. Seven MOS transistors
and one grounded capacitor are used in Abdulla’s [56] proposed memristor circuit,
which has a 50-MHz operating frequency range. One external DC current source and
seven MOS transistors—three NMOS, two PMOS, one NMOS CAP, and one zero-
voltage threshold (ZVT) NMOS, are used in Vishal’s [44] compact CMOS memristor
circuit, which has applications in memcomputing. Some researchers [14, 21, 35] have
described the behavioral model of a memristor solid-state device and simulate it using
SPICE. A dynamic threshold MOSFET technique for memristor emulators has been
developed by Pushkar et al. [26, 46] using either two or three MOSFETs without
using any passive components or DC biasing. Some of the recent manuscripts have
proposed different configurations of fourMOSFETs to achieve thememristor emulator
characteristics. They, however, exhibit a trade-off between operating frequency and
a high power consumption [6, 24, 25, 27]. Recently, some of the works [34, 57, 59]
have also proposed memristor emulator with a minimal number of MOSFETs, but
they lack in the layout area, power consumption, operating frequency, and technology
used. These works are summarized in Table 3. A few but quite interesting realizations
of memristors emulators have been achieved without the use of either active blocks or
MOSFETs. In [13], the authors have realized a generalizedmemristor using a full-wave
bridge rectifier and a first-order RC filter. In some works, instead of using a first-order
RC filter, first-order RL [51] or LCR filter [20] or three-phase bridge rectifier circuit
[50] has been used.

This manuscript aims to present a new circuit to realize a grounded memristor
emulator. This memristor is voltage controlled and can operate in floating mode as
well. The proposed memristor emulator operates at frequencies up to 80 MHz without
using any external DC bias and is characterized by zero static power, and a few pW
(∼ 7.75 pW) of dynamic power. In this work, a mathematical model of the proposed
memristor is substantiated by simulations, hardware implementation, and verification.
The key features of the proposed memristor emulators are as follows:

1. It has a single MOSFET connected to an R–C rank circuit.
2. It has an area efficient circuit when compared with other emulators reported in the

literature.
3. The simplicity of the proposed emulator facilitates easy integration with other

circuits/devices for designing potential applications.
4. Unlike other emulators, the proposed emulator works without an external bias.

A comparative analysis of the key features is available in a supplementary material
associated with this work. Numerical analysis of the proposed emulator circuit is
conducted using the cadence Virtuoso EDA framework and Generic Process Design
Kit. Furthermore, the efficiency of the proposed memristor emulator is validated by
implementing various memristor-based applications. It is worth noting that the pro-
posed memristor emulator is realized physically using existing ALD1117 P-channel
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Fig. 1 Block diagram depiction and MOSFET implementation of memristor emulator

MOSFETs, which generates hysteresis loops usually encountered in memristor-based
circuits at various frequencies. This further corroborates the correctness of the pro-
posed memristor emulator topology.

A comparison of the proposedmemristor emulator with other contemporary emula-
tor circuits is given in Table 2. Section2 briefly describes the mathematical modeling
of the proposed memristor emulator. Section3 presents the simulation and experimen-
tal validation of the memristor emulator. Section4 showcases different applications,
namely synthesis of a Schmitt trigger, chaotic Colpitts oscillator, and XOR logical
operation using the proposed memristor emulator. We conclude the work by high-
lighting the advantages of our memristor emulator design in Sect. 5.

2 Design and Theory of ProposedMemristor Emulator

The design of the proposed memristor emulator is centered around a circuit in which a
diode-connected load (controlled resistor) [42] is connected in series with a first-order
parallel RC filter (see Fig. 1).

The behavior of the diode-connected load under small signal conditions matches
that of a two-terminal resistor when the gate and drain are shorted. The impedance of
the diode-connected load can be expresses as (1/gm)||r0. Since r0 is high, this value
can be safely approximated to 1/gm [42].

The circuit uses a PMOS to realize a diode-connected load, and since the drain
terminal is shorted to the gate terminal, one can write, vgs = vds = vc − vin . The
PMOS will always operate in saturation mode because vds > vgs − vtp. The drain
current ID can then be expressed as

ID = −μpCox

(
W

2L

) (
vgs − vtp

)2 (1)
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where μp is the mobility of electrons, Cox is the oxide capacitance,W/L is the aspect
ratio, vgs is the gate to source voltage, and vtp is the threshold voltage. The current
across the circuit, iin , is equal to the drain current and can be expressed as a product
of the conductance gm and the input voltage, vin , i.e.,

iin = ID = gm(vc, vin) × vin (2)

The conductance gm is itself a function of the capacitor voltage vC and input voltage
vin . One can write ID = iC + IR according to Kirchhoff’s current law, where IR and
iC are the currents flowing across the resistor and the capacitor, respectively. One can
write

iC = ID − IR (3)

C
dvC
dt

= f (vC , vin) = k × (vgs − vtp)
2 − vC

R
(4)

where k = −μpCoxW/2L and f is a smooth function of the capacitor and input
voltages. Now,

dvC
dt

= k(vgs − vtp)
2

C
− vC

RC
(5)

dvC
dt

= k(vC − vin − vtp)
2

C
− vC

RC
(6)

Equation (2) and Equation (6) form the basis of our mathematical model of mem-
ristor emulator. These two equations are similar to those in [13, 19] wherein instead
of a MOSFET, diodes are considered in the emulator circuit.

The total impedance of the proposed emulator circuit is derived in Equations (7–9)

MR = Vin
Iin

= 1

gm
+ 1

1
XC

+ 1
R

(7)

where gm = k.(vgs − vtp), XC = 1/sC and s = jω

MR = 1

gm
+ R

1 + sRC
(8)

MR = 1

k(vC − vin − vtp)
+ R

1 + sRC
(9)

The working of the proposed circuit for one time period, i.e., T = 10 μs, is
illustrated in Fig. 2a. Consider the capacitor of capacitance C discharged at t = 0.
The capacitor will remain completely discharged so long as magnitude of source to
gate voltage, vsg � (vin − vC ) < vtp. Moreover, the PMOS will also remain OFF
until |vsg| < vtp. Therefore, the current ID will be zero. Now, during the interval
0 ≤ t < 2.5 μs, when the magnitude of voltage vsg exceeds the threshold voltage vtp,
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Fig. 2 a Transient behavior of output current with respect to the voltage across the capacitor b CMOS
layout created for the proposed memristor emulator

the PMOS will begin to conduct and shall behave as a diode-connected load with a
drain current ID = gm(vin−vC ).With a nonzero ID flowing in the circuit, the capacitor
begins to get charged. As a consequence, the current starts to decrease because the
difference vin − vC decreases. Now, in the time interval 2.5 μs ≤ t < 5 μs, the input
voltage decreases, the capacitor starts discharging and when |vin − vC | < vtp, the
current flowing the circuit becomes zero again. PMOS again goes to an OFF state. In
the negative half cycle, for 5μs ≤ t < 7.5μs, the magnitude of the current increases;
however, the direction reverses because the capacitor begins to discharge. Finally, in
the time interval 7.5 μs ≤ t < 10 μs, the current goes to zero once again when
|vin − vc| < vtp.

3 Model Simulation and Experimental Validation

Using Cadence Virtuoso Spectre tool, the proposed memristor emulator model has
been simulated. A resistor of 1 k�, capacitances of 1 nF, 47 nF, 100 nF, and a MOS-
FET ALD1117 Dual P-channel enhancement MOSFET array are used to verify the
memristor emulator circuit experimentally. The physical layout of the proposed emu-
lator circuit of Fig. 1 is shown in Fig. 2b. The layout area of this proposed circuit is
1.586 μm2. Since there is no biasing, the static power is zero; however, the dynamic
power depends on the input supply and the input current.

The simulation of an emulator, an R–C tank circuit having a resistor of resistance
R = 100 k�, and a capacitor of capacitance C = 100 pF and PMOS with an aspect
ratio of 0.9μm/0.045μm has been used.

Figure 3 shows the transient current waveform for the proposedmemristor emulator
when a sinusoidal input voltage having an amplitude of 0.8 Vp−p and frequency of
100 kHz is applied. The pinched hysteresis curves for applied input voltage with
frequencies ranging from 50 kHz to 1 MHz and 5 MHz to 80 MHz are shown in
Fig. 4a and Fig. 4b, respectively.

The symmetric and asymmetric behavior of the proposed memristor depends on
the value of the resistance R (see Fig. 5a). It is evident for the figure that as the value of
resistance R decreases, asymmetry in the hysteresis curve becomes more pronounced.
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Fig. 3 The transient current response to the applied sinusoidal input of 0.8 Vp−p and frequency of 100 kHz

Fig. 4 The pinched hysteresis curve for frequencies ranging from a 50 kHz to 1 MHz and b 5 MHz to 80
MHz

The effect of change in capacitance C on the current is shown in Fig. 5b. It is evident
that the symmetry in the hysteresis curves is well defined.

In Fig. 6a, it is evident that the memristor circuit shows similar voltage and current
relationshipwhen the product of the operating frequency and the capacitor value is kept
constant. This is on account of the fact that the reactance offered by the capacitance
remains unchanged.

Figure 6b represents the decremental behavior of the memductance of the proposed
memristor emulator when a pulse input of voltage VP = 0.8 V , time duration of
T = 10 μs, (T = Ton(500 ns) + Tof f ) is applied. The tank circuit has a capacitor of
capacitance C = 1 nF and resistance R = 50 k�.

The corresponding staircase output at the capacitor node indicates that the value of
memductance is constant even in the absence of input signal exhibiting the non-volatile
nature of the proposed memristor emulator. Another way to show the non-volatile
nature of the memristor emulator is shown in Fig. 7a. Upon application of the same
pulse train, the current decreases from approximately 98 μA to 80 μA during the first
ON cycle of 500 ns and retains the latter current value during the OFF cycle.
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Fig. 5 aHysteresis curve ofmemristor emulator at different values of resistances (asymmetric).bHysteresis
curve at different values of capacitances

Fig. 6 a V–I curves for memristor emulator at constant products of operating frequency and capacitance
of the capacitor. b The incremental behavior of the memristor emulator with respect to the memductance.
The pulsed input voltage is also given for reference

Fig. 7 a Non-volatility behavior of proposed memristor emulator. b The pinched hysteresis for different
temperatures in ◦C

This proposed memristor emulator works over a wide range of temperatures
(−40 ◦C–80 ◦C) as shown in Fig. 7b.

The effect of change in the W/L ratio is shown in Fig. 8a. It is evident that the
current flowing through the memristor directly depends on the W/L ratio.
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Fig. 8 aThe pinched hysteresis curves for varied W/L ratios. b The pinched hysteresis curve for different
combinations of memristor at 100 kHz

Fig. 9 Monte Carlo simulation results for memristor emulator parameters. a Frequency distribution for
current in μA, b frequency distribution for threshold voltage in V , c frequency distribution for power in
pW, d frequency distribution for resistance in G�
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Fig. 10 a Full experimental setup and breadboard circuit implementation, b full experimental setup at
operating frequency of 100 kHz, and c circuit connections on the breadboard

In Fig. 8b, the series combination of memristor emulator shows that the current
reduces as the memristance value increases, whereas in the parallel combination of
memristor emulators, the current increases due to a reduction in thememristance value.

Monte Carlo analysis has been performed for 200 runs to justify the robustness of
the proposedmemristor emulator. Thememristor emulator parameters such as current,
threshold voltage, power and output resistance are chosen for the simulation, and
the performance of the proposed memristor emulator is found to be satisfactory. The
frequency distribution for current inμA is plotted in Fig. 9a, the frequency distribution
for threshold voltage in V is plotted in Fig. 9b, the frequency distribution for the power
in pW is plotted in Fig. 9c, whereas the frequency distribution for the output resistance
is plotted in G� in Fig. 9d. It is evident that the relevant parameter variation is well
within 3σ limit about the respective mean μ, where σ is the respective standard
deviation.

The experimental setup using Tektronix TDS 2012C dual-channel DSO of 100
MHz & 2 GS/s is shown in Fig. 10. The experimental results shown in Figure 11
are for different frequencies and hysteresis curve validating the topology of proposed
memristor emulator.
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Fig. 11 Experimental result for pinched hysteresis loop for the proposed memristor emulator. a Input and
output waveform. b Hysteresis loop at 50 kHz. c Hysteresis loop at 100 kHz. d Hysteresis loop at 500 kHz

4 Applications of the ProposedMemristor Emulator

In this section, we show some applications of the proposed memristor emulator which
underscores the workability and practical usefulness of the emulator. The proposed
emulator circuit is used to design a Schmitt trigger, a chaotic Colpitts oscillator, and
a XOR operation. The Schmitt trigger circuit shown in Fig. 12a is based on a single
operational amplifier (TL082CD).

The upper and lower thresholds of the Schmitt trigger are given by

VTH = Vsat

(
MR

R1

)
, VTL = −Vsat

(
MR

R1

)
(10)

Here, Vsat is the saturation voltage of the operational amplifier in volts, MR is the
memristance of the memristor emulator, and R1 is the resistance value of the resistor
in the circuit. The supply voltage applied to the operational amplifier is ±15V DC.
The resistance value R1 = 50 M� is chosen with the sinusoidal supply of 250 Hz
and 0.8 V (Vp−p). The input and output voltages of the Schmitt trigger are shown
in Fig. 12b. The hysteresis curve changes when we apply a programming pulse of
1 V and 250 Hz along with the input voltage (see Fig. 12c). Applying a sequence
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Fig. 12 Realization of a Schmitt trigger using proposed memristor emulator. a Schmitt trigger circuit. b
Input and output voltages for the Schmitt trigger circuit. c Threshold voltage variation

of programming pulses allows for the modification of the memristance value, which
changes the threshold voltage of the Schmitt trigger.

A fourth-order chaotic Colpitts oscillator is proposed in Fig. 13a. A chaotic oscilla-
tor circuit finds application in diverse areas such as cryptography, encryption, random
signal generators, and specific radar systems. The chaotic Colpitts oscillator designed
here using the proposed memristor emulator has a NPN bipolar junction transistor (as
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Fig. 13 a Fourth-order Colpitts oscillator. b–dMemristive Colpitts oscillator with initial values of the state
variables as V1(0) = 0.01 V, V2(0) = 0.01 V, V3(0) = 0 V, iL = 0A

Table 1 The truth table A (vA) B (vB ) vA − vB vout = vout1 − vout2 logic

V1 V1 0 0 0

V1 0 V1 > 0 1

0 V1 −V1 > 0 1

0 0 0 0 0

a nonlinear element). The oscillator circuit has capacitors of capacitanceC1 = C2 = 2
μF , and C3 = 33 nF, an inductor of inductance L = 10 mH, resistors of resistance
R0 = 35 �, R1 = 1.5 k�, and voltage Vcc = 5 V and Vee = −5 V.

For arbitrarily chosen initial values for state variables V1, V2, V3, and iL , the mem-
ristive Colpitts oscillator is chaotic and displays a spiral chaotic attractor, plotted in
Fig. 13b, 13c, 13d.

Amemristor-basedXOR logic gate using differential amplifier is implemented next.
The circuit for XOR gate is given in Fig. 14a. The input stage and memristor logic
are the part of circuit module, and the output stage is the test module. The differential
amplifier circuit is implemented using an operational amplifier TL082 (dual channel,
gain bandwidth product of 3 MHz). The truth table for the XOR logic gate is given in
Table 1.
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Fig. 14 XOR logic gate using Multisim software. a Block diagram of a XOR logic. b Multisim circuit
realization. c The input and output waveforms for the XOR logic gate realization
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Table 2 Design-based comparison of the proposed model with existing memristor emulators

Ref. no. Publication year MOSFET count Existing blocks used Passive/active component count

[7] 2017 38 OTA–1 R–1, C–1

[32] 2023 17 OTA–1 C–1

[37] 2023 > 20 OPAMP–1 R–1, C– 1

[40] 2017 30 CCTA–1 R–3

C–1

[41] 2017 29 DVCCTA–1 R–3

C–1

[48] 2021 16 VDTA–1 C–1

R–1

[39] 2022 18 VDIBA–2 C–1

[33] 2023 22 CFDITA–1 C–1

[55] 2019 26 VDCC–1

MOSFET–2 C–1

[49] 2019 3 – C–1

[10] 2018 4 – –

[56] 2018 7 – C–1

[24] 2022 4 – –

[25] 2019 4 – –

[6] 2022 4 – C–1

[57] 2023 4 – C–1

[34] 2023 3 – C–1

[59] 2023 2 – –

[12] 2017 6 – C–1

[13] 2014 – – D–4, R–1, C–1

[53] 2020 – – D–6, R–1, C–1

[28] 2022 – – D–4, R–1, C–1

Proposed Work – 1 – R–1, C–1

Based on block diagram in Fig. 14a,

vout1 = |vS| − vMF , vout2 = |vS| − vMR, vout = vout1 − vout2 (11)

Figure14b shows the implementation of the XOR logic gate on Multisim software,
whereas Fig. 14c shows the input and output waveforms of the XOR logic gate imple-
mented using the proposed memristor emulator.

Tables2 and 3 contain a comparative summary of selected previousmemristor emu-
lators [6, 7, 10, 12, 13, 24, 25, 28, 32–34, 37, 39–41, 48, 49, 53, 55–57, 59] based on
active/passive elements, circuit structure, simulation/experimental validations, tech-
nology, operating frequency, and power consumption. The number ofMOSFET counts
is higher in [7, 32, 33, 37, 39–41, 48, 55]. Some emulators are based on fewer MOS-
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FETs [6, 10, 12, 24, 25, 34, 49, 56, 57, 59] but operate on low operating frequencies and
high power consumption compared to the proposed circuit. Some generalized mem-
ristors in [13, 28, 53] are based on passive and active components with low operating
frequencies. This work presents a single-MOSFET memristor emulator with an R–C
filter that operates on high frequency up to 80 MHz and consumes a meager dynamic
power of 7.751 pW. However, because there is no external biasing, the static power is
zero, and therefore, the proposed memristor emulator is entirely passive.

5 Conclusion

The manuscript proposes a minimally complex grounded memristor model which can
operate in floating mode as well. It consists of a single MOSFET and an R–C tank
circuit. The proposed memristor emulator circuit is simulated using Cadence Virtuoso
Spectre tool. The main contribution is the experimental realization using discrete tran-
sistor such as MOSFET ALD1117 Dual P-channel enhancement MOSFET array and
discrete elements in the form of an R–C tank circuit. The proposed topology can be
either verified using discrete devices or designed using nanometer integrated circuit
technology. Furthermore, the simulation results as well as experimental results are
consistent with the three fundamental characteristics of a memristor. These character-
istics are validated at different operating frequencies and temperatures. The proposed
memristor emulator offers a number of advantages over the existing emulators, which
include, a simpler and more adaptable design, a smaller number of active and passive
components, a high operating frequency range (up to 80 MHz), low power consump-
tion (7.751 pW dynamic and zero static power), lower area utilization (1.586 μm2),
and suitability for IC fabrication. It is possible to use this memristor emulator model
for both analog and digital applications. This work illustrates applications such as the
Schmitt trigger, chaotic Colpitts oscillator, and XOR logical operation to support the
use of the proposed memristor design. The main advantages of this emulator are (1)
minimal complexity, (2) stable and reliable behavior, (3) high-frequency operation, (4)
low power consumption, and (5) less area utilization, which makes a perfect candidate
to be used in a wide range of applications, especially at higher frequencies. Disadvan-
tages of this proposed circuit are the presence of an externally connected resistor and
a capacitor, a large resistance value of the externally connected resistor of an order of
a few 100 k�.
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Abstract: Autism spectrum disorder (ASD) is a developmental disorder that causes difficulty while
socializing and communicating and the performance of stereotyped behavior. ASD is thought to
have a variety of causes when accompanied by genetic disorders and environmental variables to-
gether, resulting in abnormalities in the brain. A steep rise in ASD has been seen regardless of the
numerous behavioral and pharmaceutical therapeutic techniques. Therefore, using complementary
and alternative therapies to treat autism could be very significant. Thus, this review is completely
focused on non-pharmacological therapeutic interventions which include different diets, supple-
ments, antioxidants, hormones, vitamins and minerals to manage ASD. Additionally, we also focus
on complementary and alternative medicine (CAM) therapies, herbal remedies, camel milk and
cannabiodiol. Additionally, we concentrate on how palatable phytonutrients provide a fresh glimmer
of hope in this situation. Moreover, in addition to phytochemicals/nutraceuticals, it also focuses on
various microbiomes, i.e., gut, oral, and vaginal. Therefore, the current comprehensive review opens
a new avenue for managing autistic patients through non-pharmacological intervention.

Keywords: neurodevelopmental disorder; ASD; neurotherapeutics; nutritional therapy; microbiome

1. Introduction

In 1908, a Swiss psychiatrist named Eugen Bleuler invented the terminology of
“autism”, which originated from the ancient term “autós”, which signifies “self”, to charac-
terize the detachment from reality of patients with schizophrenia [1–3]. Leo Kanner used
the phrase in 1943 to describe linguistic and social isolation problems in children who did
not have psychosis or other psychological illnesses. Such children struggled to engage
and communicate with others, had a specific pattern of behavior, and were uninterested in
social affairs [4–8]. One out of every 88 children has developmental difficulties, and this
percentage seems to be rising. The frequency of autism in males and females is equivalent
to approximately 5:1, affecting about 1.5% of the population [9–15]. The pathophysiology
of ASD is not entirely known, and comorbidities, including epilepsy, attention, mood,
and language impairments; sleep disturbances; gastrointestinal issues; and intellectual
disability, are frequent (70% of cases). ASD is believed to be a developmental defect of
brain processes brought on by genetic and neurological reasons, creating social disruption,
which results in limited attentiveness and compulsive behaviors [16–20]. An aberrant
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gene gets “turned on” during the early stages of fetal development, altering the body.
Its expression can be changed without modifying the primary DNA sequence of other
genes. The pathogenesis of ASD, which appears to be primarily driven by heterogeneous
genetic mutations and variants and modulated by diverse gene–environment interactions,
including pregnancy-related factors (such as maternal immune activation, maternal toxins,
and perinatal trauma), may be a significant factor in the absence of disease-modifying
therapies. Currently, there are few accessible pharmacological and non-pharmacological
methods for ASD intervention. Different psychiatric drugs are used as pharmacological
interventions, whereas specialized foods, herbal supplements, chiropractic adjustments, art
therapy, mindfulness practices, and relaxation techniques are a part of non-pharmacological
methods. As there are not any particular behaviors that aid in identifying people with ASD,
it does not have a single management strategy. In addition to this, the cost of management
of an autistic individual for a lifetime, as estimated in a study conducted in the USA,
approximately amounts to around USD 3.6 million, which goes up as the case worsens.
Apart from this huge cost, the constant care and support required are beyond estimation
and are not a treatment that everyone can afford. Many parents have always turned to
alternative therapies to help autistic children [21–38]. For different patients of ASD, spe-
cific CAM therapies, which include essential fatty acids, vitamins, an oligoantigenic diet,
herbal remedies, and amino acids, are found to give favorable results. ASD nutritional
dysfunctions should be considered part of the therapy/management process, as managing
autism care is a complex condition for individuals and their families [39–42]. In this review,
we focused on non-pharmacological interventions like different diets, supplements, camel
milk, hormones, etc., and we also included different microbiomes, i.e., oral, vaginal, and
gut microbiomes. This review will reveal a new horizon for the treatment and management
of ASD. All non-pharmacological interventions are easily available on the market and
are affordable, too. All non-pharmacological interventions can be used in combination
with a low dose of pharmacological interventions, i.e., aripiprazole and risperidone. Non-
pharmacological treatment has a far better response than relying on only drugs, as these
drugs show adverse effects like weight gain, blurred vision, low blood pressure, seizures,
low white blood cell count, drowsiness, dizziness, restlessness, dry mouth, constipation,
and nausea. All non-pharmacological interventions mentioned in this review will help to
manage the symptoms of ASD without showing adverse effects and are discussed in the
coming sections of this review.

2. Diets for ASD

There is a need for additional management options that can improve outcomes for
individuals with ASD. Different dietary supplements for the management of ASD are
discussed below.

2.1. Elimination Diet for ASD

As the term signifies, some foods are avoided in the diet on the theory that particular ASD
symptoms are related to foods that appear to be impacted by dietary hypersensitivities [43].
Such foods create gastrointestinal issues (GI) issues and raise IgG levels as the individual
may be sensitive to the foods or their additives [44]. IgE and IgA antibody types have
already been linked to immune dysfunction in people with autism. Diets must be closely
controlled because removing foods to which an individual is allergic can cause malnutrition,
which can worsen the symptoms of the disease by causing anemia. Findings show that
adopting an exclusion diet regimen considerably improved the pathogenic alterations in
autistic patients [45]. The popular elimination diet (gluten-free casein-free diet, GFCF)
removed the proteins included in milk and cereals. The aforementioned diet calls for
a decrease in or total removal of all the above-listed proteins [44]. Cows’ milk, cheese,
and other dairy products contain casein, which, when removed, can cause a calcium
deficiency since it is a crucial nutrient for bone and tooth health. Alternatives such as goat
or sheep milk are frequently recommended but might require the body to confront new
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allergens [45]. The elimination diet can lead to malnutrition if not carefully monitored,
while the specific carbohydrate diet may be challenging to follow and restricts certain foods
that are important for overall health. Additionally, some nutritional supplements may
interact with medications or have harmful side effects if taken in excessive amounts.

2.2. Casein and Gluten for ASD

Gluten, milk, barley, rye, and wheat include casein, which has anti-inflammatory
characteristics that regulate immune responses [46,47]. In particular, in persons with
ASD, casein and gluten can promote the production of antibodies against IgA and IgG,
worsening their immune dysregulation. The small intestinal mucosa works as a luminal
barrier, keeping germs out, and such compounds are not permitted to enter the circulatory
system. People with ASD, on the other hand, have higher intestinal permeability to such
compounds, resulting in inflammation [48–52]. Casein and gluten products need to be
consumed based on a clinician’s advice, as these diets can cause inflammation at high doses,
which can lead to other disorders.

2.3. Specific Carbohydrate Diet for ASD

A study by Gottschall, E. (2004) popularized this diet as a method of autism man-
agement. This diet’s central premise is to prevent the advancement of pathogenic intesti-
nal microflora’s by alleviating malabsorption [53,54]. This diet recommends consuming
monosaccharides, like those found in fruits, vegetables, and honey, rather than complex
polysaccharides because polysaccharides take longer to digest [53]. Difficult polysaccharide
digestion disrupts gastrointestinal tract function, resulting in absorption difficulty and the
accumulation of left-over food. Intestinal pathogenic flora thrives in this food-accumulated
environment [54]. This diet aims to help individuals lose weight, restore normal intestine
functions, and minimize intestinal cancer formation. Meat, eggs, natural cheese, vegetables
(pepper), cauliflower, onions, cabbage, spinach, homemade yogurt, fruits, nuts (walnuts,
almonds), beans, and soaked lentils are all excellent protein sources and are recommended.
Complex carbohydrates (e.g., sugar) are prohibited in the specific carbohydrate diet [54,55].
Only those foods that require minimal digestion are allowed. In a study conducted by
Żarnowska et al. (2018), this diet was followed by people with Crohn’s disease, both colonic
and ileocolonic [55]. Symptoms improved after three years of monitoring. These findings
may be generalizable across populations of people with ASD. Learning and memory were
also highly improved, as were responsive and imaginative language difficulties [55]. Carbo-
hydrate diets need to be consumed based on a clinician’s advice and at the recommended
dose as complex carbohydrate diets can cause different complications like inflammatory
bowel disease (IBD).

2.4. Ketogenic Diet for ASD

The ketogenic diet is a general term for a low-carbohydrate, moderate-protein, and
high-fat diet that encourages our body to use ketones instead of glucose for energy. This
results in more ketones in the blood, reduced blood glucose, and better functioning of mito-
chondria [56,57]. This diet has shown potential in treating patients with refractory epilepsy,
which is considerably more typical in persons with ASD than those without ASD and other
related nervous system problems [58,59]. A study by Kasprowska-Liśkiewicz D. et al. (2017)
revealed that their sample exhibited fewer seizures and superior learning and social
abilities [60]. El-Rashidi, O. et al. (2017) studies in people with ASD also revealed that
the medication produced moderate improvements [61]. A ketogenic diet produces better
responses and fewer complications in comparison to the elimination diet, casein and gluten
diet, and carbohydrate diet, but still, the dose needs to be set by a clinician/dietician to
avoid complications.
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3. Nutritional Supplements for ASD

Numerous studies have suggested that poor behavioral evaluation test scores are
continuously connected to low nutritional fulfillment. Hyperactivity, agitation, and irri-
tability decrease when certain nutrient supplements are administered. Impulsivity and
the inability to pay attention both improve dramatically [62]. During the day, a diverse
mix of vegetarian and animal proteins is consumed to meet the daily need for amino acids.
Amino acids (AAs), which have long been the basic building blocks of our bodies, make
up proteins. The body may synthesize certain amino acids, but amino acids should be
acquired from protein-rich diets [62]. The effect of nutritional therapy on ASD is shown
in Figure 1. According to a study, neuroactive amino acids play a vital role in central
brain activities. Neuroactive AAs are crucial in etiology and play a part in treating autistic
symptoms [63]. It is also essential to watch for changes in their bodily fluid concentrations
and see whether they correspond to early signs. Their availability, metabolism, and receptor
functionality must all be considered [63]. They have been connected to the causes and
therapies of numerous mental illnesses. More research is needed to see if other amino acids
are involved. Discussed below are a few nutritional supplements.
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Figure 1. Nutritional therapy attunes mitochondrial dysfunction in Autism Spectrum Disorder. In
autism, the amygdala and hippocampus are affected, and gastrointestinal complications are seen.
Microglia activation leads to electron transport chain (ETC) dysfunction, which results in mtDNA dam-
age, and oxidative stress leads to dysfunction of the Nrf2 pathway and natural products like curcumin,
resveratrol, etc., resulting in inactivation of the Nrf2/ARE pathway. Two outcomes are seen: (a) the
transcription of antioxidant genes and (b) the increased expression of pro-inflammatory cytokines.
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3.1. Omega-3 Fatty Acids for ASD

Omega-3 fatty acids are polyunsaturated fatty acids (PUFAs) recognized as -3 fatty
acids or n-3 fatty acids. Triglycerides and phospholipids are two natural forms of omega-3
fatty acids. Fat is the most common component of brain nerve cells. Human physiology
requires three omega-3 fatty acids, i.e., docosahexaenoic acid (DHA), alpha-linolenic acid
(ALA) and eicosapentaenoic acid (EPA). Fish, eggs, and flax seeds are their most common
natural sources [64]. PUFAs are essential for human health. The brain can generate
neuronal signals in response to new experiences and stimuli. Neuronal plasticity, or the
learning environment, is critical in long-term learning. DHA and omega-3 fatty acid
levels must be balanced to maintain learning ability and enhance neuronal plasticity
through membrane fluidity [64,65]. There is not much evidence to back up omega-3
supplementation’s effectiveness in improving the core or linked symptoms of ASD. Three
randomized controlled trials (RCTs) comparing omega-3 fatty acids to a placebo revealed
no significant differences [64,65]. The placebo group performed significantly better in one
trial than the control group. Parent ratings of stereotypy and weariness in children who
took omega-3 supplements against those who did not show substantial improvement after
six months of treatment compared to the omega-3 group in externalizing behaviors [64,65].
It is advised to consult a physician before consuming omega-3 fatty acids as high doses can
cause nausea, loose stools, and stomach upset.

3.2. Zinc for ASD

Zinc, a mood mineral, is vital because it is a cofactor for numerous neurotransmitters
that affect mood and learning. Low zinc amounts disrupt dopamine production as this neu-
rotransmitter involves learning and emotions such as motivation and pleasure [66]. A lack
of zinc affects normal neural activities, including neurotransmission, brain development,
and connection; moreover, it indirectly impacts the brain by impairing the immune system
and changing the usual gut–brain link. This metal is essential for the neuropeptide social
impact. So, to avoid autism, expecting and new mothers take a zinc supplement in their
diets [67,68]. High doses of zinc can cause acute gastrointestinal symptoms like abdominal
pain, diarrhea, and vomiting, so it is recommended to consult a physician to determine
the dose.

3.3. Vitamins for ASD

Most vitamins must be present in ideal amounts for healthy brain development.
Vitamin D supplementation, in particular, has been demonstrated to help the symptoms
of people with autism regress. Vitamins are potent antioxidants that help to protect
cellular and mitochondrial function from free radical damage [66,68]. They also function as
cofactors in a variety of biological processes. They regulate lipid and protein metabolism
and are crucial for DNA synthesis. According to a study by Rollett, A. (1909), reduced folate
levels during pregnancy are also related to congenital impairments. It has been connected
to hyperactivity in youngsters. Autistic youngsters have also been proven to benefit from
vitamin B1. Vitamin C has twin benefits, firstly as an antioxidant and secondly in creating
some neurotransmitters [66,67]. Researchers have also determined that a specific gene
encoding a particular protein is missing, which is the protein necessary to produce vitamin
A. Clinical tests showed that vitamin A treatment enhances language and visual abilities in
autistic patients. On the other hand, vitamin A supplementation must be carried out under
the supervision of a physician as it can cause liver damage [68].

3.4. Iron for ASD

In autistic people, malabsorption of the vitamin inside the gastrointestinal system and
their selective eating habits can lead to iron insufficiency. As a result, an iron shortage
is reported to negatively affect sleep and neuroprotection. According to specific clinical
investigations, cognitive impairment, reduced development, attention issues, and anemia
are all related to mood swings in autistic children [69]. Children who have ASD have
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been found to have a high prevalence of iron deficiency (ID) and anemia that occurs due
to iron deficiency (IDA). There are a small number of studies that link autistic clinical
symptoms and iron deficiency indicators. The current research compares the levels of
HB, hematocrit, Fe, ferritin, mean corpuscular volume, and red cell distribution width
in patients with autism and healthy controls to determine the relationship between the
numbers and symptoms. Children with ASD had lower HB levels than children without
the disorder. Instead of the intensity of autistic symptoms, IDA in children with ASD may
be linked to mental retardation [70]. A high dose of iron can cause iron poisoning, which
shows multiple symptoms like nausea, abdominal pain, fever, headache, seizures, etc., so
the dose needs to be advised by a physician to avoid complications due to a high dose
of iron.

3.5. Magnesium (Mg) for ASD

Magnesium (Mg) works synergistically to relieve the clinical signs of autism. When
autistic youngsters were given magnesium and vitamin B6, their social interaction and
speech increased by 70% [71]. The most recognizable symptoms and indicators of Mg short-
age are caused by neuronal and neuromuscular overactivity. In general, the connections
between magnesium levels in inverse and direct sites and neurodevelopmental disorders
may be a sign of higher excretion of magnesium in children with ASD, which ultimately
results in a lower burden of magnesium in the body. The lack of noticeable changes in
serum Mg levels may result from homeostatic regulation, which regulates absorption,
excretion, and tissue redistribution (particularly in the bones) to maintain circulating Mg
levels. Mg has a tremendous impact on neural excitation. Stress-related physical damage is
more susceptible to Mg shortage, and Mg supplementation is protective. The neurologic
impairment caused by experimental head trauma can be reduced pharmacologically by
Mg, probably via the blockage of N-methyl-D-aspartate receptors. Mg salts help around
40% of people with autism when taken with large doses of pyridoxine, perhaps because
they impact dopamine metabolism [72]. A high dose of Mg can cause diarrhea, vomiting,
depression, low blood pressure, etc., so it is recommended to consult a physician before
consuming Mg.

3.6. Selenium for ASD

Numerous vital metabolic processes for life depend on selenium. Countless studies
have shown that the neuro-endocrine–immune network plays an important role in the
interaction between the intestinal microbiota and the brain that impacts autism, and some
animal studies have suggested that the gut microbiota may compete with the host for
selenium when its accessibility in the organism becomes limited [73]. Selenium at high
doses can cause nausea, bad breath, and fever as well as severe problems in the heart, liver,
and kidneys, so it is advised to consult a physician before consuming selenium.

4. Antioxidants for ASD

Antioxidant supplementation has been demonstrated to improve behavioral symp-
toms and reduce cognitive loss in patients with autism [74,75]. The following sections
discuss several antioxidant substances that have demonstrated potential benefits for indi-
viduals with ASD.

4.1. Curcumin for ASD

The ingredient in turmeric (Curcuma longa), sometimes known as “Indian Solid Gold”,
is curcumin. It possesses anti-inflammatory and antioxidant properties and inhibits angio-
genesis and cell adhesion. It also inhibits crucial cell signaling pathways, i.e., NFT-Kb and
PI3K, indicating anticarcinogenic capabilities [74–79]. Curcumin’s neuroprotective effects
make it useful in treating neurodegenerative illnesses, including Alzheimer’s Disease (AD),
Huntington’s Disease (HD), Parkinson’s Disease (PD), and peripheral neuropathy [80–82].
Curcumin targets several cell signaling pathways, and its effects are as follows: increasing
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intracellular levels of glutathione, reducing inflammatory components, mitochondrial dys-
function, oxidative/nitrosative stress, and protein aggregation, counteracting the damage
caused by heavy metals, and supporting liver detoxification. Its anti-proliferative impact on
neurons is the principal method of preventing brain-stimulated microglia and reactive astro-
cytes from releasing cytokines and other active elements [83,84]. Shu-Juan et al. 2012 [85]
showed that curcumin has neurotherapeutic potential by improving autistic behavior and
boosting brain-derived neurotrophic factor (BDNF) levels in sodium valproate rat models
of autism. For two weeks, 35-day-old rat pups were administered a 10 g/L concentration
of curcumin. Their social interactions improved significantly and repetitive behavior de-
creased, and there were increased BDNF levels in the temporal brain [84–90]. Still, the role
of curcumin in autistic phenotypes remains unclear.

4.2. Resveratrol for ASD

Resveratrol is a phenolic acid stilbenoid produced when bacteria and fungi attack
plants. It can be found in berries, grapes, and almonds. Resveratrol is effective against
oxidative stress and immune function and has the potential to cross the blood–brain barrier
(BBB). Resveratrol interacts with a variety of targets, is multifactorial in nature, and inhibits
cyclooxygenase (COX), activates sirtuin (silent mating type information regulation homolog
1—SIRT1), induces endothelial nitric oxide synthase (eNOS), and activates peroxisome
proliferator-activated receptors (PPARs) [91–95]. Resveratrol allosterically modulates the
regulatory target SIRT1. It promotes AMP-activated protein kinase (AMPK) phosphoryla-
tion and decreases oxidative damage in F2 hybrid mice [94,95]. Fontes-Dutra et al. 2018 [96]
looked at the neurotherapeutic potential of resveratrol (RSV) in a valproic acid (VPA)
animal model of autism. The study’s primary purpose was to see the neurodevelopmental
abnormalities that might be caused by prenatal valproic acid exposure and whether resvera-
trol could be utilized as a treatment [96]. The effects of resveratrol on sensory behavior were
investigated after autism was induced in rats. The location of GABAergic parvalbumin
(PVC) neurons in sensory brain areas and the expressions of excitatory and inhibitory
synapses were studied [97,98] in rats with an ASD-like phenotype produced by propionic
acid (PPA). Resveratrol was administered at 5, 10, and 15 mg/kg [99]. The therapy started
the day following the operation and lasted for 28 days. Rats were subjected to behavioral
tests between the 7th and the 28th days. Sociability, repetitive conduct, anxiety, unhap-
piness, and item recognition tests and the Morris water maze test for perseverance were
some of the behavioral tests used [100]. They discovered that matrix metalloproteinase-9
(MMP-9) activation caused mitochondrial dysfunction and the production of inflammatory
cytokines. Resveratrol restored the core and associated symptoms of autistic phenotypes
by suppressing oxidative–nitrosative stress, mitochondrial dysfunction, and TNF-α and
MMP-9 expression. Based on their findings, we can say that resveratrol can be a promising
therapeutic intervention for the management of ASD [101–103].

4.3. Naringenin for ASD

Flavanone Naringenin (NAR) is abundant in grapefruit, oranges, and tomato skin [104].
Naringenin inhibits human cytochrome P450-metabolizing enzymes of the CYP1A2 iso-
form [105,106]. Naringenin has an antioxidant effect by inhibiting the NF-κB pathway,
which reduces oxidative injury caused by radiation exposure in mice. It also has an
antihyperlipidemic effect by preventing the secretion of very low-density lipoproteins
(VLDL) [106,107]. BDNF signaling also has antidepressant potential in chronic unpre-
dictable mild stress. Because of its ability to inhibit cell proliferation by binding to estrogen
receptors, it has versatile functions in many cancers [108]. It is also beneficial in treating
osteoporosis, cancer, and cardiovascular diseases. Naringenin also suppresses neuroinflam-
mation in glial cells by triggering the suppressor of cytokine signaling 3 (SOCS3)-3. Because
the NF-B pathway is inactivated, it had a neuroprotective role in a middle cerebral artery
occlusion (MCAO) model of ischemic stroke (IS) [109–111]. Naringenin works on ASD in a
similar manner as it works on IS. In their study, Bhandari et al. (2018) recently looked at the



Medicina 2023, 59, 1584 8 of 25

neurotherapeutic potential of naringenin, naringenin-loaded glutathione, and Tween-80-
coated nanocarriers in treating ASD [112]. They helped to reverse the neuropathology that
had developed. PPA administration improved brain uptake by avoiding naringenin’s low
oral bioavailability and at a low oral dose of 25 mg/kg. As a result, these brain-targeted
naringenin nanocarriers can be used in clinics as a neurotherapeutic [113,114]. Based on
previous findings, we can suggest that naringenin can be a promising non-pharmacological
therapeutic approach to the management of ASD.

4.4. Sulforaphane for ASD

Sulforaphane is a phytochemical belonging to the isothiocyanate group and is chemi-
cally recognized as 1-isothiocyanate-4-(methylsulfonyl) butane. The photocatalytic activity
of myrosinase produces sulforaphane, once glucoraphanin is metabolized [115,116]. Gluco-
raphanin is a precursor to sulforaphane and can be found in various vegetables. Broccoli
and cauliflower belong to the cruciferous family. According to Yuesheng Zhang [117],
sulforaphane is beneficial for reducing oxidative stress in the human body, reducing mi-
tochondrial dysfunction. It is a neuroprotective compound that prevents apoptosis in
hippocampal neurons due to oxidative stress and the production of free radicals. It also has
anti-diabetic properties [118,119]. It has anticarcinogenic and anti-inflammatory properties,
aiding in lowering the infarct volume after ischemic stroke. It works by activating both
the nuclear factor erythroid 2-related factor 2 (Nrf2)-dependent and the Nrf2-independent
self-contained pathways [120,121]. Astrocytes activate the Nrf2 response, and heat shock
protein 27 is upregulated [122]. Singh et al. 2014 [123] investigated the neurotherapeutic
effects of sulforaphane in young men aged 13 to 27 with moderate-to-severe ASD. This was
a placebo-controlled, randomized, double-blind clinical trial. The patients were given sul-
foraphane at a 50–150 mol/day dose for 18 weeks, and the results were monitored during a
four-week drug-free period [124]. There were 29 ASD patients and 15 control subjects in a
placebo-controlled study. After 18 weeks of treatment, their behavior was assessed using
behavioral rating scales. According to the findings, treatment with sulforaphane improved
the patients’ social interaction abilities and reduced the deficits overall [124]. This was
demonstrated by an increase in behavioral assessment scores using behavioral rating scales
such as the Aberrant Clinical Global Assessment (CGA), Autism Behavior Checklist (ABC),
Social Responsiveness Scale (SRS), and Clinical Global Impression—Improvement (CGI-I).
As a result, broccoli’s sulforaphane can decrease oxidative stress neuroinflammation and
prevent DNA damage [124]. Sulforaphane appears to be a safe and effective management
option for ASD and other neurological disorders.

4.5. Luteolin for ASD

Luteolin is a natural flavonoid with anti-inflammatory, anti-antioxidant, and neuropro-
tective properties and can easily penetrate the BBB due to its low lipophilicity. Luteolin has
the potential to neutralize ROS and downregulates IL-1beta, IL-6, and TNF-alpha, which
might counteract neuroinflammation. It also inhibits the stimulation of astrocytes, as well
as microglial activation and proliferation [125]. In a mouse model, luteolin inhibited IL-6
release from activated microglia and reduced maternal IL-6-induced autism-like behavioral
deficits related to social interaction [125]. In a recent study by Marianna et al. 2022, chronic
luteolin treatment ameliorated hyperactivity, memory, and motor skills in 3dkL5 +/− mice
by inhibiting neuroinflammation [126]. Even luteolin shows positive results in clinical
models, which is discussed in Table 1. Based on the preclinical and clinical data, luteolin
can be an excellent natural medicine for the management of autism.

5. Camel Milk for ASD

Camel milk may have recently been used to treat several illnesses, including food al-
lergies, diabetes, hepatitis B, autism, and other autoimmune diseases. In patients suffering
from reduced plasma glutathione peroxidase (GSH-Px), superoxide dismutase (SOD) and
cysteine were linked to ASD, and the effect of camel milk was documented. It showed
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improvement in ASD clinical outcomes [127,128]. Camel milk has more essential nutrients,
like Ca, Fe, Mg, Cu, Zn, K, vitamin A, vitamin B2, vitamin C, and vitamin E, than the
milk of other herbivorous animals. Moreover, camel milk lacks beta-lactoglobulin and
beta-casein, two vital active ingredients that are components of cows’ milk and cause milk
allergies [129]. Camel milk includes different preventive biomolecules with antimicro-
bial, anti-viral, and immunologic characteristics. It contains anti-inflammatory protein
molecules and antibodies that aid in easing specific primary autistic symptoms [130]. Those
antibodies have new structural features with better tissue penetration and hidden epitopes.
These characteristics may help avoid infections and provide potential benefits [131]. Fur-
thermore, the nanobody structure of camel milk is highly comparable to the antibodies
of immunoglobulins from humans (IgG3) [131]. This implies that the antibodies from
camels are similar to the antibodies from humans. Camel milk has a unique composition
that allows it to be used in various ways. Improvements in children with autism have
been shown to occur. ASD can be treated by increasing superoxide dismutase levels and
Plasma GSH, as well as by lowering oxidative stress, which is a component of the etiol-
ogy of autism [127,128]. According to Gader et al. 2016 [132], camel milk reduces cancer
risk. Symptoms of autism have improved significantly, or there has been a significant
improvement in basic skills. A study by Al-Awadhi LY et al. (2015) suggests that the
antioxidant enzymes and non-enzymatic antioxidant molecules found in camel milk could
help to improve typical ASD behaviors [133]. Large-scale dose-focused investigations
are necessary to verify the impact of camel milk on oxidative stress parameters and the
therapy of autism [133]. Camel milk could be a promising therapeutic intervention for the
management of ASD.

6. Hormone Therapies for ASD

Children and men with autism have improved social interaction and speech following
hormone therapy [134]. Below we discuss in detail studies related to different hormone
and the results of hormone therapies using melatonin, oxytocin, and vasopressin.

6.1. Melatonin for ASD

Melatonin use for curing sleep disturbances in children with ASD is supported by
research. A recent significant randomized, double-blind placebo control (RDBPC) study
found that pediatric-appropriate prolonged-release melatonin mini tablets (PedPRM) en-
hanced bedtime and quality of sleep, with an enhancement in total sleep time and sleep
quality [134–138]. Finally, latency and sleep disturbances were reduced. Aside from its
sleep-related benefits, a few RDBPC studies have shown that melatonin has been shown
to improve communication, rigidity, and mood and reduces anxiety and depression in
children with ASD [134–138]. Melatonin could be a promising hormone therapy for the
management of ASD.

6.2. Oxytocin for ASD

According to new evidence, neuropeptides like oxytocin could be helpful in treating
core ASD symptoms. According to a recent meta-analysis, oxytocin does affect children’s
social cognition and restricted and repetitive behaviors (RRBs) in autism spectrum disorder
(ASD). The results of an unreviewed RDBPC study of oxytocin levels in students with
autism were presented during an oral exam presentation at the International Autism Con-
ference [139,140]. According to a 2017 International Meeting for Autism Research (IMFAR)
study, oxytocin was not superior to other hormones compared to a placebo in reducing so-
cial withdrawal. However, it outperformed the placebo in improving social recognition. In
contrast to the placebo, oxytocin improved social functioning as evaluated using the Social
Responsiveness Scale (SRS) in a recent study of children with ASD RDBPC [139,141]. Based
on previous findings, oxytocin could be a promising hormone therapy for the management
of ASD.
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6.3. Vasopressin for ASD

Vasopressin’s improved reactions to personal interaction and communication and
proof from preclinical studies recommend that Vasopressin receptor 1A (V1AR) antagonists
may have pro-social advantages for disorders in which emotional and social functions are
core deficits, such as schizophrenia [142]. Antidepressant and anxiolytic properties are
also present. The safety and effectiveness of V1a antagonists in ASD have been studied
in a few clinical trials [142]. In one study, the vasopressin V1a antagonist RG7713 was
given intravenously to adults with high-functioning ASD to enhance social communication.
Balovaptan (RG7314), another vasopressin V1a antagonist, has shown promise in improving
communication and social interaction in ASD patients. The Food and Drug Administration
(FDA) recently granted PB2452 status as one such compound with “Breakthrough Therapy
Designation”, raising hopes for approval of the first pharmacological method to enhance
core social communication deficits in ASD. Vasopressin can cause multiple adverse effects
like allergic reactions, stomach pain, nausea, irregular heartbeats, low blood sodium levels,
low blood pressure, and pale skin [140–142]. Based on previous findings, we can suggest
that vasopressin could be a promising hormone therapy for the management of ASD.

7. Herbal Medicine for ASD

A large variety of herbal remedies, which include Gingko Biloba, Zingiber officinale (gin-
ger), Astralagus membranaceous, Centella Asiatica (Gotu cola), and Acronis Calamus (Calamus),
may have therapeutic benefits in ASD patients due to their somatic effects such as increas-
ing cerebral blood flow circulation, cognitive function enhancement, soothing or sedative
effects, and enhancing the immune system’s response [143,144]. A recent comprehensive
review found that herbal remedies are safe when used in conjunction with conventional
therapy and have positive benefits in controlling the aberrant behaviors and inattentiveness
of ASD patients [143,144]. However, such results should be interpreted with caution due to
the dearth and ambiguity of available data. Additional limitations on how these treatments
can be used have been created due to risks associated with herbal interactions that may
arise with other drugs and the questionable sources of herbs. Additional clinical trials are
required to advance the research and validate Ayurvedic remedies’ potential therapeutic
benefits in ASD [143,144].

8. Cannabidiols for ASD

Cannabidiol (CBD) is a phytocannabinoid in the cannabis plant Cannabis sativa (mari-
juana). Although marijuana contains hundreds of phytocannabinoids, CBD is the second
most prevalent after delta-9-tetrahydrocannabinol (THC), which has psychoactive charac-
teristics [145]. Marijuana has been used for fiber and therapeutic purposes in India, China,
and the Middle East for over 8000 years. It was spread to Europe by Napoleon’s soldiers
arriving from Egypt in the 1800s, and a doctor who campaigned in India subsequently
brought it to Britain for medicinal use [145,146]. When used sufficiently, tetrahydrocannabi-
nol (THC), phytocannabinoids’ principal psychoactive component in Cannabis sativa, can
aggravate various neurological conditions. Cannabidiol (CBD) may also help to decrease
autistic behavior. This chemical offers therapeutic benefits such as immunomodulation,
antioxidant defense, and neuroprotection with few or no adverse effects [147,148]. Sleep-
lessness, tension, discomfort, and even motor deficits like PD trembling are among the
medical diseases that are treated using the non-psychoactive component of marijuana
known as CBD. Some of the mechanisms through which BD exerts its neuromodulatory
and neuroprotective effects include agonist potentiation, oxidative activity enhancement,
5HT1A transmitter engagement, and anandamide level augmentation. [148–151]. The
endocannabinoid system (ECS) contains CB1 in the central nervous system (CNS) and CB2
throughout the body and immune system. The ECS regulates cognition and behavior by
modulating synaptic transmission across the CNS. The ECS consists of endocannabinoids,
cannabinoid receptors, and enzymes for synthesizing and degrading these endocannabi-
noids. Due to neurological signaling, endogenous cannabinoids are created and liberated
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from the phospholipid bilayer attached to the postsynaptic barrier [148–151]. By activating
cannabinoid sensors on the neuromuscular junction and preventing transmitter release from
the presynaptic cell, they function backward, signaling molecules across the synaptic gap.
Phospholipase C and diacylglycerol lipase (DAGL) are two enzymes involved in synthesiz-
ing 2-arachidonoylglycerol (2-AG) [151]. Additionally, it has been revealed that cannabidiol
acts as a positive allosteric modulator at GABAA receptors, and observational trials have
shown that CBD in the formulation of Epidiolex is indeed an effective analgesic in the
treatment of Lennox–Gastaut disorder and Dravet syndrome [152,153]. By controlling the
balance of interneurons transmission, CBD’s potential to increase endogenous cannabinoid
production levels and promote the GABAergic transfer of information may aid in restoring
neuronal function and neuroplasticity [152,153]. In ASD and Fragile X Syndrome (FXS), in
which patients do not have seizures, CBD treatment has been proven to help in both animal
and human models. Cannabidavarin (CBDV), also a chemical in the Cannabis sativa plant,
is now being studied in animal models of ASD. Recently, discovering a THC-free topical
CBD has allowed for their investigation in both ASD and FXS [154,155]. Hessler et al.
2019 [156] undertook an accessible trial in Australia utilizing dermal cannabidiol at a dose
of 250 mg bi-daily, for twelve weeks, on children with FXS aged 3–17 years old. ZYN002
is a patent-protected clear-gel pharmaceutically manufactured synthetic cannabidiol with
a permeation-enhanced formulation for effective transdermal delivery. The significant
endpoint, the Stress, Distress, and Emotion (ADAMS) scale, and the secondary measures,
including the ABC, exhibited effectiveness [157–160]. In conclusion, a nationwide research
experiment including almost 200 children with FXS was carried out, and the significant
consequence predictor was only demonstrated by children with FXS who had more than
90% methylation using the ABC and the FX Social avoidance subscale, a scale designed for
FXS and adapted from the ABC [159]. Zyn002 is now undergoing a second international
experimental investigation to obtain FDA approval for general use, although it still needs
this approval. There is a good chance that the upcoming observational trials for autism
and FXS will assist some subpopulations, including both diseases, and that marijuana use
might increase [156,160]. Based on previous findings, cannabinoids could be a promising
therapeutic intervention for the management of ASD. Table 1 represents the names of
natural products and clinical data related to autistic children and adults.

Table 1. Published clinical data on different nutritional therapies for management of autistic children
and adults.

Name of
Natural Product Clinical Model of ASD Method and Duration Result References

Cannabidiol 150 participants
(5–21 years of age)

Entire plant cannabis extricate
that included cannabidiol and
\s∆9-tetrahydrocannabinol at

a 20:1 ratio and distilled
cannabidiol and

∆9-tetrahydrocannabinol at
a 20:1 ratio.

Whole-plant extract showed 49%
improvement in behavior with
no severe effect, with common
adverse effects like decreased

appetite and somnolence.

[146]

Cannabidiol 18 autistic patients Observational study

Cannabidiol and
enriched Cannabis

sativa extract decreased multiple
ASD symptoms, even in

epileptic patients

[159]

Luteolin Children
(n = 37, 4–14 years old)

Children were given luteolin as
well as another supplement for

four months

50% improvement in eye contact
and attention, 25% improvement

in social skills,
10% improvement in speech, and

75% improvement in GI

[161]

Luteolin 10-year-old male child Co-ultra peak-LUT Improved almost all symptoms [162]
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Table 1. Cont.

Name of
Natural Product Clinical Model of ASD Method and Duration Result References

Luteolin Children Based on serum levels
of IL-6 and TNF

Reduction in IL-6 and TNF
levels after 26 weeks of

treatment improved behavior
[163]

Luteolin
50 children aged

4–10 years old
(42 boys, 8 girls)

Open-label trial, one capsule
per 10 kg of weight
per day with food

Decreased all clinical signs with
no significant harmful effects [164]

Cannabidiol

34 healthy men
(half with ASD), 600 mg

cannabidiol taken via
oral administration

fMRI response to
cannabidiol in ASD

Cannabidiol altered the
fractional amplitude of

low-frequency fluctuations.
[165]

Cannabidiol
34 healthy men
(17 neurotypical

and 17 ASD)

A single oral dose of 600 mg
cannabidiol or placebo

Modulated glutamate
GABA system [166]

Cannabidiol 188 ASD patients Medical cannabis treatment

28 patients showed significant
improvement, 50 moderate

improvement, 6 slight
improvement, and
8 no improvement

[167]

Ginkgo biloba extract
(Ginko T.D.,

Tolidaru, Iran)
3 autistic patients 2 × 100 mg, four weeks Improvement in behavior [168]

Camel milk Total of 45 children, three
groups of 15 children each

Blood samples for
activation-regulated chemokine

(TARC) serum level and
childhood autism rating scale

(CARS) score were taken before
and after participants consumed
500 mL of milk per day in their

daily diet for two weeks.

Reduced level of TARC and
improvement in CAR score [169]

Gluten-free diet

80 children, two groups
(one regular group

consisting of 40 children
and one gluten-free diet

group consisting of
40 children), and

53.9% of children had
gastrointestinal
abnormalities

The Rome questionnaire was
used to examine gastrointestinal

symptoms, and the Gilliam
Autism Rating Scale 2 (GARS-2)

was used to assess
psychometric qualities.

Reduction in gastrointestinal
symptoms and ASD symptoms [170]

GFCF diet
37 patients, six months on

a regular diet and six
months on GFCF

Questionnaires
regarding behavior

No change in behavior after
consumption of GFCF

for 6 months
[171]

GFCF diet 14 children, 3–5 years age

12-week double-blind,
placebo-controlled trial study

with continuation of
the diet, with a 12-week
follow-up and dietary

supplement delivered via snacks

No change in behavior or
other autism symptoms [172]

Modified ketogenic,
gluten-free diet

15 children, 2–17 years
of age

Open-label clinical trial for
three months

Improvement in
autism symptoms [173]

Vitamin and omega 3 111 children

Trial: Vitamin D (2000 IU/day),
omega-3 LCPUFA (722 mg/day

EPA and DHA, OM), or both
for 12 months.

Vitamin D and omega-3
LCPUFA reduced

irritability symptoms
[174]

9. Relationship between Microbiome and ASD

Our bodies contain several hundred million microbial colonies that code a hundred
times the additional genetic traits of human genetics, including the most recent update
predicting a microbial proportion of 1.3 species per individual cell, down from the highly
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cited 10:1 and 100:1 ratio [175]. With the massive microbial spread, the human body’s
microbiome can play therapeutic and pathogenic roles [176,177]. Animal models and
human subjects have been used to study microbiomes and ASD. The maternal influence on
early intestine development is crucial. Maternal colonization in the offspring is frequently
influenced by natural factors [176,177]. The microbiota’s perinatal and prenatal periods
have an impact on the microbial makeup of the uterus. The olfactory system mediates the
spread of harmful oral germs via ectopic translocation. BBB disruption and perivascular and
circumventricular space neuroinflammation may be caused due to an oxidative disorder
in the brain, implying that the oral microbiota and dysbiosis impact the brain [178,179].
Another possible pathway is believed to be the gastrointestinal system and nervous axis,
which regulate the oropharynx. It has a crucial function in ASD pathology. In general,
the interaction is positive. A complex mechanism exists between the microflora and the
nervous system in autism. Short-chain fatty acids (SCFAs) and BDNFs, among other
natural and hereditary factors, may explain, control, and modulate epigenetic pathways.
The oropharynx, which plays a vital role in the pathophysiology of the buccal space, is
thought to be a mediator in ASD [180–183]. Figure 2 explains the relationships between
different microbiomes and ASD.
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9.1. Oral Microbiome for ASD

According to the theory, microbial perturbations in the stomach might migrate to
the oropharynx and affect the oral microbiome [184]. Children with ASD usually have
speech issues and are incredibly picky eaters. Therefore, the oral microbiota was identified
as a possible diagnostic sign for ASD [185]. The oropharynx is one of the essential parts
of the digestive system. Five sensory motor cranial nerves connect it to the rest of the
body and link it to the GI tract. It is thought that the development of autism may be
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significantly influenced by a potential exchange mechanism within the brain [186]. The
gut–brain axis allows for a connection between the gut and the brain, confirming this
theory. Oral bacteria enter the brain, causing responses like inflammation, metabolism
disturbance, and spinal cord infection [187]. The olfactory nerve is supposed to work
as a sensor in the olfactory tract. The bacterial dispersion to the brain via blood circum-
ventricular organs or perivascular spaces is thought to be mediated by a damaged BBB.
Haemophilus parainfluenza, a Gram-negative bacterium, and its metabolites have been linked
to oral diseases. Even routine dental procedures can cause bacteremia, and a portion of
these microbes may traverse the BBB. Altered transcript expression has been described
in the microglia of ASD individuals, and disrupted microglia function could impair BBB
integrity. This could expose the brain to bacterial metabolites, thereby triggering an in-
flammatory response and altering metabolic activity within the central nervous system.
The prolonged disruption of energy metabolism within neurons, oligodendrocytes, and
glia could lead to structural changes in the cortex, hippocampus, amygdala, or cerebellum,
which have all been documented in ASD individuals to be increased. They could penetrate
the BBB, harm the nervous system, and cause ASD. This could expose the brain to bacterial
metabolites, thereby triggering an inflammatory response and altering metabolic activity
within the central nervous system. Gram-negative, putative periodontal pathogens, are
rich in lipopolysaccharides (LPS), which exhibit pro-inflammatory activity. The leakage
of LPS through the BBB in ASD individuals could lead to inflammation in the central
nervous system (CNS) [188–192]. The microorganisms seen in patients with periodontal
disease are not common in healthy people. Numerous health problems have been linked to
periodontal disease [193]. The risk of early birth increases by 2–7 times since the organisms
that cause intrauterine infections have been found in the mouth rather than the urogen-
ital tract. [193–195]. Placentae have been shown to indicate the mouth microbiota more
than the vaginal microbiome, signifying hematogenous spread, especially in underlying
periodontal disease and oral intercourse [196]. Such colonization may lead to infection
inside the uterus. Eighty-five percent of the oral microbiota is introduced in the initial six
months after birth in the newborn–early childhood period, and children’s faces resemble
their mothers [196–198].

9.2. Gut Microbiome for ASD

The most well-researched aspect of autism is the intestinal flora. Bacteria in a higher
organism are found in the gastrointestinal tract, and they play major physiological roles
in metabolic activity, digestive health, immune function, and endocrine and neurological
function. Any imbalance in the relationship between the intestinal bacteria and the different
human cells might result in sickness. Microbes impact the host’s vital biological processes
and may be a significant factor in the etiology of many diseases [178,179,199,200]. The
importance of gut bacteria in public health has prompted studies to emphasize the signifi-
cance of identifying these microbes as potential contributors to the development of ASD.
Prevotella, a promising health biomarker, more abundant in neurotypical people but almost
non-existent in autistic people, is another notable Gram-negative bacteria genus [201–203].
Prevotella is abundant in people who eat a diet high in phytonutrients, complex carbs, and
the oil obtained from fish, and is essential for normal brain development. It metabolizes
energy to develop vitamin B1, which helps with the signs of autism [204]. In controlled and
prospective clinical studies, two forms of vitamin B12 have been investigated: (1) There
is evidence that subcutaneously administered mB12 improves methylation and the clin-
ical symptoms of ASD. Redox metabolism also seems to be linked to improvements in
clinical symptoms, biochemistry, and physical medical diseases, particularly in people
with unfavorable biochemistry and when paired with folinic acid (also known as leu-
covorin). (2) A combination of cB12 and mB12 contained in an MVI. Prevotella deficiency
suggests distinct nutritional autism-related habits in children that alter gut microorgan-
ism combinations and influence neurodevelopment, implying that restoring it could be
therapeutic [205]. Among the Firmicutes phyla is the Gram-positive genus Clostridium,
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which is more prevalent in ASD patients. The associated species are Clostridium boltae
and Clostridium histolyticum. These Gram-positive bacteria produce enterotoxins, which
cause diarrhea by damaging intestinal tissue. They may also contribute to the increased
cellular uptake of heavy substances like protein obtained from cereals and milk [206].
Moreover, the advantageous bacterial population of a Bifidobacterium was discovered in
lower numbers among those with autism. Intestinal dysregulation in people with ASD
has been confirmed through a rise in potentially pathogenic microbes and a reduction in
beneficial bacteria [205,206]. In a different light, ASD patients’ apparent lack of gut mi-
crobe variety and prosperity increases their susceptibility to a vulnerable gut environment,
resulting in GI disturbances, infections, and autistic behaviors [204]. Finally, a symbolic
change in the gut’s microbial composition disrupts critical physiological processes, which
affects the behavioral manifestations of autism and further leads to an utter lack of favor-
able microbiological byproducts, the release of toxic microbiological lipopolysaccharides,
and the pathogenic incursion of the gut lining by immunological cytokines that promote
neuroimmune inflammation [205,206].

9.3. Vaginal Microbiome for ASD

The mother’s characteristics that influence the growth of autism are referred to as
vaginal microbiota. Because humans are born germ-free, it is assumed that the first col-
onization of bacteria in the human stomach occurs during birth and travels through the
vaginal opening. However, evidence is emerging that colonization of the uterus may begin
much earlier [207–213]. Contamination happens during a cesarean delivery when the infant
touches the maternal epidermis and other pathogens. The microbial population that is trans-
ferred via vertical transmission impacts the microbial community in the intestine [214–216].
As a result, the substantial disruption to the microorganisms in the mother’s genitalia due
to high metabolic demand unintentionally impairs neurodevelopment in infants at a critical
stage in brain development [217]. The vaginal canal contains more than fifty bacterial
species, with Lactobacillus being the most common in healthy women [218]. It has been
shown that maternal anxiety during the first trimester seems to have an inhibitory effect
on genital immunology and the proportion of bacteria responsible for the production of
lactose, which causes an imbalance of microbes in the gut. The imbalance of gut microbes
is transmitted vertically to children. Vaginosis caused by bacteria is a common ailment.
According to research, premature toddlers have a 10-times higher risk of developing ASD
than those born at full term. According to research trials and extensive epidemiological
studies, many maternal prenatal infectious diseases and the increased signaling molecules
produced by immune cells increase the chance of autism in children [219–222].

10. Conclusions

ASD has multiple causes, including epigenetic changes and complex genetic muta-
tions, and due to these complications, it is hard to manage ASD. Currently, to manage
ASD symptoms, risperidone and arpiprazole are the only two drugs approved by the
FDA. There is ambiguity around this illness because there are now just a few alternatives
for therapeutic intervention. In this review, we shed light on the non-pharmacological
interventions that can help to manage the symptoms of ASD. This review includes all the
nutritional approaches, including dietary phytochemicals like curcumin, resveratrol, narin-
genin, sulforaphane, camel milk, herbal medicines, different hormones, and microbiomes,
for managing ASD. These are possible safe and efficient approaches to lessening the burden
of the disease and are important because healthcare is expensive, and there is a significant
burden on ASD carers. There is an urgent need for multidisciplinary research focusing on
drug delivery techniques in the brain for the above-mentioned dietary supplement and
microbiome therapy. All non-pharmacological interventions need rigorous clinical trials to
bring them to the market, but a few of them can be consumed in their current state with
FDA-approved drugs to manage ASD symptoms.
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55. Żarnowska, I.; Chrapko, B.; Gwizda, G.; Nocuń, A.; Mitosek-Szewczyk, K.; Gasior, M. Therapeutic use of carbohydrate-restricted

diets in an autistic child; a case report of clinical and 18FDG PET findings. Metab. Brain Dis. 2018, 33, 1187–1192. [CrossRef]
[PubMed]

56. Ruskin, D.N.; Svedova, J.; Cote, J.L.; Sandau, U.; Rho, J.M.; Kawamura, M., Jr.; Boison, D.; Masino, S.A. Ketogenic diet improves
core symptoms of autism in BTBR mice. PLoS ONE 2013, 8, e65021. [CrossRef]

57. Napoli, E.; Dueñas, N.; Giulivi, C. Potential therapeutic use of the ketogenic diet in autism spectrum disorders. Front. Pediatr.
2014, 2, 69. [CrossRef]

58. Ruskin, D.N.; Murphy, M.I.; Slade, S.L.; Masino, S.A. Ketogenic diet improves behaviors in a maternal immune activation model
of autism spectrum disorder. PLoS ONE 2017, 12, e0171643. [CrossRef]

59. Dai, Y.; Zhao, Y.; Tomi, M.; Shin, B.C.; Thamotharan, S.; Mazarati, A.; Sankar, R.; Wang, E.A.; Cepeda, C.; Levine, M.S.; et al. Sex-
Specific Life Course Changes in the Neuro-Metabolic Phenotype of Glut3 Null Heterozygous Mice: Ketogenic Diet Ameliorates
Electroencephalographic Seizures and Improves Sociability. Endocrinology 2017, 158, 936–949. [CrossRef]
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217. Jašarević, E.; Howerton, C.L.; Howard, C.D.; Bale, T.L. Alterations in the vaginal microbiome by maternal stress are associated
with metabolic reprogramming of the offspring gut and brain. Endocrinology 2015, 156, 3265–3276. [CrossRef] [PubMed]

218. Saunders, S.; Bocking, A.; Challis, J.; Reid, G. Effect of extracorporeal shock wave lithotripsy on bacterial viability-Relationship to
the treatment of struvite stones. Colloids Surf. B Biointerfaces 2007, 55, 138. [CrossRef]

219. Cribby, S.; Taylor, M.; Reid, G. Vaginal microbiota and the use of probiotics. Interdiscip. Perspect. Infect. Dis. 2008, 2008, 256490.
[CrossRef]

220. Bokobza, C.; Van Steenwinckel, J.; Mani, S.; Mezger, V.; Fleiss, B.; Gressens, P. Neuroinflammation in preterm babies and autism
spectrum disorders. Pediatr. Res. 2019, 85, 155–165. [CrossRef]

221. Careaga, M.; Murai, T.; Bauman, M.D. Maternal immune activation and autism spectrum disorder: From rodents to nonhuman
and human primates. Biol. Psychiatry 2017, 81, 391–401. [CrossRef]

222. Brown, A.S. Epidemiologic studies of exposure to prenatal infection and risk of schizophrenia and autism. Dev. Neurobiol. 2012,
72, 1272–1276. [CrossRef]

Disclaimer/Publisher’s Note: The statements, opinions and data contained in all publications are solely those of the individual
author(s) and contributor(s) and not of MDPI and/or the editor(s). MDPI and/or the editor(s) disclaim responsibility for any injury to
people or property resulting from any ideas, methods, instructions or products referred to in the content.

https://doi.org/10.1177/088307380001500701
https://doi.org/10.1038/srep23129
https://doi.org/10.1016/j.resmic.2007.12.007
https://www.ncbi.nlm.nih.gov/pubmed/18281199
https://doi.org/10.3390/nu11030521
https://www.ncbi.nlm.nih.gov/pubmed/30823414
https://doi.org/10.1210/en.2015-1177
https://www.ncbi.nlm.nih.gov/pubmed/26079804
https://doi.org/10.1016/j.colsurfb.2006.11.040
https://doi.org/10.1155/2008/256490
https://doi.org/10.1038/s41390-018-0208-4
https://doi.org/10.1016/j.biopsych.2016.10.020
https://doi.org/10.1002/dneu.22024


Materials Research Express

ACCEPTED MANUSCRIPT • OPEN ACCESS

Analysis of the properties of recycled aggregates concrete with lime and
metakaolin
To cite this article before publication: Manvendra Verma et al 2023 Mater. Res. Express in press https://doi.org/10.1088/2053-1591/acf983

Manuscript version: Accepted Manuscript

Accepted Manuscript is “the version of the article accepted for publication including all changes made as a result of the peer review process,
and which may also include the addition to the article by IOP Publishing of a header, an article ID, a cover sheet and/or an ‘Accepted
Manuscript’ watermark, but excluding any other editing, typesetting or other changes made by IOP Publishing and/or its licensors”

This Accepted Manuscript is © 2023 The Author(s). Published by IOP Publishing Ltd.

 

As the Version of Record of this article is going to be / has been published on a gold open access basis under a CC BY 4.0 licence, this Accepted
Manuscript is available for reuse under a CC BY 4.0 licence immediately.

Everyone is permitted to use all or part of the original content in this article, provided that they adhere to all the terms of the licence
https://creativecommons.org/licences/by/4.0

Although reasonable endeavours have been taken to obtain all necessary permissions from third parties to include their copyrighted content
within this article, their full citation and copyright line may not be present in this Accepted Manuscript version. Before using any content from this
article, please refer to the Version of Record on IOPscience once published for full citation and copyright details, as permissions may be required.
All third party content is fully copyright protected and is not published on a gold open access basis under a CC BY licence, unless that is
specifically stated in the figure caption in the Version of Record.

View the article online for updates and enhancements.

This content was downloaded from IP address 14.139.251.98 on 18/09/2023 at 06:09

https://doi.org/10.1088/2053-1591/acf983
https://creativecommons.org/licences/by/4.0
https://doi.org/10.1088/2053-1591/acf983


Analysis of the Properties of Recycled Aggregates Concrete with Lime 
and Metakaolin 

Manvendra Verma1*, Arti Chouksey2, Rahul Kumar Meena3, Indrajeet Singh4 
 

1*Corresponding Author, Department of Civil Engineering, GLA University, Mathura, Uttar 
Pradesh, India.  

Manvendra.verma@gla.ac.in 
2 Department of Civil Engineering, Deenbandhu Chhotu Ram University of Science and 

Technology, Murthal, Haryana, India.  
Arti.civil@dcrustm.org  

3 Department of Civil Engineering, Punjab Engineering College, Chandigarh, India. 
rahulmeena@pec.edu.in  

4 Department of Civil Engineering, Delhi Technological University, Delhi, India. 
Indracivil1191@gmail.com 

 
 
 

ABSTRACT 

In recent years, the use of alternative materials in cementitious systems has attracted considerable 
interest due to their potential for augmenting the durability and performance of concrete. This 
research is investigating the use of three such materials as partial cement replacements in concrete: 
Recycled Concrete Aggregate (RCA), Limestone, and Metakaolin. RCA is a byproduct of the 
demolition of concrete structures that can be recycled as aggregate. Incorporating RCA into concrete 
reduces the environmental impact of waste disposal and reduces the carbon burden. Due to its 
pozzolanic properties, limestone, a sedimentary rock composed primarily of calcium carbonate, can 
be used as a substitute for cement. By substituting a portion of cement with limestone, the cement 
manufacturing process can substantially reduce carbon dioxide emissions. Metakaolin, a thermally 
treated form of kaolin clay, is yet another alternative material with pozzolanic properties. When used 
as a partial cement replacement, metakaolin increases the concrete's strength, durability, and chemical 
resistance. It also contributes to lowering hydration heat and mitigating alkali-silica reactions, thereby 
enhancing the durability of concrete structures. In this investigation, cement is replaced by limestone 
powder which is varied from 0% to 50% and the addition of metakaolin of 20% in every mix design. 
RCA is also incorporated in the mix design as a replacement for coarse aggregate by 20%. In the 
experimental investigation, various tests were conducted on each mix slump test, density, 
compressive strength, sulphate attack, mass loss, x-ray diffraction (XRD), and scanning electron 
microscope (SEM). After the investigation, the compressive strength improved by 15.07%, when 
metakaolin was added, and when LS was used to replace 10% of the cement, the compressive strength 
increased by 13.49%. The features of the combinations were negatively impacted when more cement 
was substituted. Following an investigation of hydration products, filler and dilution effects were 
found, both of which have the potential to be connected to improved mix quality. A mix that contains 
20% metakaolin and 10% limestone powder may be considered the ideal mix owing to its superior 
strength and sulphate resistance when compared to normal concrete. It consists of less effect on slump 
value and density, the compressive strength was increased, and minimum mass loss after the sulphate 
attack. M3 mix best performer among all mix designs. It shows that the mix design with 20% 
metakaolin and 10% limestone powder is best-suitable for future recommendations. 

 

Keywords: Cement replacement; Limestone; Metakaolin; Recycled concrete aggregate; Sustainable 
construction 

 

Page 1 of 30 AUTHOR SUBMITTED MANUSCRIPT - MRX-127608.R3

1
2
3
4
5
6
7
8
9
10
11
12
13
14
15
16
17
18
19
20
21
22
23
24
25
26
27
28
29
30
31
32
33
34
35
36
37
38
39
40
41
42
43
44
45
46
47
48
49
50
51
52
53
54
55
56
57
58
59
60

A
cc

ep
te

d 
M

an
us

cr
ip

t



1. INTRODUCTION 

In recent years, there has been considerable interest in the use of alternative materials in cementitious 
systems due to their potential to improve the durability and performance of concrete [1], [2]. This 
study examines the use of RCA, Limestone, and Metakaolin as partial cement replacements in 
concrete. RCA is a byproduct of concrete structure demolition that can be recycled as aggregate. The 
incorporation of RCA into concrete decreases the environmental impact of waste disposal and the 
carbon footprint [3], [4]. Limestone, a sedimentary rock comprised predominantly of calcium 
carbonate, can be substituted for cement due to its pozzolanic properties. The cement manufacturing 
process can significantly reduce carbon dioxide emissions by substituting a portion of cement with 
limestone [5]. Metakaolin, a form of kaolin clay that has been thermally treated, is another alternative 
material with pozzolanic properties. When utilised as a partial cement replacement, metakaolin 
improves the strength, durability, and chemical resistance of concrete. It also reduces hydration heat 
and inhibits alkali-silica reactions, enhancing the durability of concrete structures [3], [6]. Recycled 
Aggregate Concrete (RCA) is a viable replacement for natural aggregate in typical concrete 
applications [7]–[10]. However, the feasibility of its usage in structural concrete has never been 
investigated, owing to its structural application limitations [11]. It is recommended that its use be 
licenced consistently with extra distinctive study and inquiry. The concrete industry's reliance on 
enormous amounts of natural resources has become a significant obstacle in addressing the 
enterprise's expanding needs. As the use of these ancient buildings decreases, they are destroyed to 
make room for new development. Such constructions are demolished for a variety of causes, including 
international-war damage, natural disasters, and new construction for monetary gain [12]. Globally, 
about 1 billion tonnes of construction and demolition (C&D) waste and concrete trash are produced 
annually, according to estimates [13], [14]. As a result, RCA from C&D waste is a great approach to 
provide a sustainable alternative for the building sector to satisfy its demand [15]. Utilized in 
structural concrete, RCA offers an abundance of possibilities. The whole production has more than 
doubled since 2007, when it was 21 billion tonnes, reaching 40 billion tonnes in 2014. The huge 
increase indicates the impact that the ongoing expansion of development throughout the globe has on 
the earth's natural resources [16]. Both India and China are the world's major producers of aggregate, 
with China's contribution accounting for around 38% of the total and India's contribution accounting 
for approximately 13% of the total [17]. As a result of the growing demand for aggregates, overall 
production is increasing, which not only contributes to the excessive exploitation of natural resources 
but also the formation of a wide variety of waste materials as by-products and the quickening of the 
rate of global warming [18].  

Every last scrap of construction and demolition debris C&D waste that is generated in major 
developing countries is put to good use [13]. According to the findings presented in the studies that 
were carried out, the countries that have a high C&D recovery rate are displayed in Figure 1. These 
countries typically use recycled concrete aggregate (RCA) in the road base in both the United States 
and Europe [19]. RCA stands for recycled concrete aggregate. Investigations on the use of RCA as a 
structural component in newly produced concrete are now only being placed in European countries. 
These structures include residential, commercial, and social buildings [20]–[23]. Despite this, RCA 
continues to be used as a filler in road fills, landfills, and embankments all over the globe [24]. Despite 
this, India is the world's second-largest producer of construction and demolition waste, with an annual 
output of 530 million tonnes[25]. The vast bulk of the C&D waste that is produced in India is added 
to one of the most significant sources of solid trash in the nation [26]. It has been calculated that the 
worldwide production of concrete is around 70 million tonnes, which results in the release of over 65 
million tonnes of carbon dioxide and accounts for almost 94% of all emissions of greenhouse gases 
into the atmosphere [27]. As a consequence, the use of recycled concrete aggregate, also known as 
RCA, might conserve up to 60 % of the natural aggregate resources, which would lead to sustainable 
development [28]. 
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Figure 1 Graph of Construction and demolition waste utilisation in various countries [10]. 

High-temperature calcination of kaolin clay results in the transformation of its mineral structure into 
metakaolin. Metakaolin is dependent on the availability of deposits of high-quality kaolin clay. The 
United States, Brazil, China, and the United Kingdom are known to have significant reserves of kaolin 
clay, which can be used for the production of metakaolin [29]. However, metakaolin's regional 
availability and cost may affect its pervasive application. Incorporating metakaolin into concrete 
provides numerous benefits. It possesses pozzolanic properties, reacting with the calcium hydroxide 
produced during cement hydration to form additional cementitious compounds. This reaction 
increases the concrete's strength, durability, and chemical resistance. Additionally, metakaolin 
decreases the permeability of concrete, thereby enhancing its resistance to chloride ion ingress and 
reducing the risk of reinforcement corrosion. In addition, metakaolin reduces the heat of hydration, 
making it appropriate for applications involving mass concrete [30], [31]. Despite its potential 
benefits, using metakaolin in concrete presents several obstacles. The variability of metakaolin 
properties, which can be affected by the purity of the unprocessed kaolin clay, calcination conditions, 
and refining methods, presents a challenge. To ensure consistent performance, proper quality control 
measures and standardised testing methods are essential. The high cost of metakaolin is relative to 
other supplementary cementitious materials is a further obstacle. However, the long-term benefits, 
such as increased durability and decreased maintenance costs, may outweigh the upfront cost. The 
use of metakaolin in concrete extends to numerous construction sectors [32]–[34]. Common 
applications include high-performance concrete, self-consolidating concrete, and concrete with 
enhanced durability requirements. Depending on the desired performance characteristics, metakaolin 
can be incorporated as a partial replacement for cement, typically spanning from 5% to 20% by mass. 
It can also be combined with additional cementitious materials, such as fly ash or silica fume, to 
produce synergistic results. Metakaolin is a viable supplementary cementitious material for concrete 
that is readily available. Utilisation of this material can improve the mechanical properties, durability, 
and efficacy of concrete structures [35]–[38]. Even though availability and cost can differ, proper 
quality control and source selection of metakaolin can guarantee consistent and reliable performance. 

Page 3 of 30 AUTHOR SUBMITTED MANUSCRIPT - MRX-127608.R3

1
2
3
4
5
6
7
8
9
10
11
12
13
14
15
16
17
18
19
20
21
22
23
24
25
26
27
28
29
30
31
32
33
34
35
36
37
38
39
40
41
42
43
44
45
46
47
48
49
50
51
52
53
54
55
56
57
58
59
60

A
cc

ep
te

d 
M

an
us

cr
ip

t



Further research and development are required to optimise its use, standardise its testing procedures, 
and investigate its potential in various concrete applications [14], [29], [39]–[41]. 

Limestone powder is a finely-ground byproduct derived from limestone quarries or the refining of 
limestone during the production of cement. It is predominantly composed of calcium carbonate and 
has pozzolanic properties [42]. When used as an SCM, powdered limestone reacts with calcium 
hydroxide, a byproduct of cement hydration, to form additional cementitious compounds. This 
reaction, known as the pozzolanic reaction, increases the durability and strength of concrete. The use 
of limestone granules in concrete provides numerous benefits. In the first place, it reduces the carbon 
footprint of cement production [5]. By replacing a portion of cement with limestone powder, it is 
possible to reduce the quantity of clinker, the primary component of cement responsible for carbon 
dioxide emissions. This helps mitigate the environmental impact of the production of concrete [43]. 
Second, limestone powder improves the workability and cohesiveness of concrete mixtures, resulting 
in enhanced placement and finishing characteristics. In addition, it decreases the permeability of 
concrete, thereby enhancing its resistance to chloride ion penetration and extending its service life 
[44], [45]. It is essential to remember that the efficacy of limestone powder as an SCM is dependent 
on factors such as its fineness, chemical composition, and dosage. To ensure consistent and 
dependable performance, proper quality control and testing procedures are essential. Depending on 
desired performance characteristics, the optimal replacement level of limestone granules in concrete 
typically ranges from 5% to 15% by mass of cement [46]. Limestone powder has emerged as a 
valuable SCM in concrete, providing sustainability, strength, and durability benefits. Its use as a 
substitute for cement decreases carbon emissions and enhances the performance of concrete structures 
[47], [48]. To optimise its application, establish standardised guidelines, and investigate its 
compatibility with various cementitious systems, additional research and development are required. 
There is various way to sustainable construction, in which a geopolymer concrete is in the latest 
research. GPC have better performance in different sever conditions [49]–[57]. 

2. RESEARCH SIGNIFICANCE 

This research is investigating the use of three such materials as partial cement replacements in 
concrete: Recycled Concrete Aggregate (RCA), Limestone, and Metakaolin. RCA is a byproduct of 
the demolition of concrete structures that can be recycled as aggregate. Incorporating RCA into 
concrete reduces the environmental impact of waste disposal and reduces the carbon burden. Due to 
its pozzolanic properties, limestone, a sedimentary rock composed primarily of calcium carbonate, 
can be used as a substitute for cement. In this investigation, cement is replaced by limestone powder 
which is varied from 0% to 50% and the addition of metakaolin of 20% in every mix design. The 
quality of the RCA is crucial. Proper processing and quality control during production are essential 
to ensure that the recycled material meets the required standards. In some cases, RCA might have a 
lower strength compared to natural aggregate, so a gradual replacement, like 20%, helps maintain the 
overall structural integrity of the concrete mix. RCA is also incorporated in the mix design as a 
replacement for coarse aggregate by 20%. In the experimental investigation, various tests were 
conducted on each mix slump test, density, compressive strength, sulphate attack, mass loss, x-ray 
diffraction (XRD), and scanning electron microscope (SEM). After the experimental and 
microstructural analysis recommend the best mix design with their better strength and durable 
properties. 

 

3. EXPERIMENTAL PROGRAM 

3.1. Materials 

3.1.1. Lime Stone 

The main component of limestone, a sedimentary rock, is calcium carbonate (CaCO3) in the form of 
the mineral calcite. With a variety of qualities that make it desirable in the building, architectural, and 
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other sectors, it is a frequently utilised natural resource. Limestone is a relatively light substance with 
a density of 2.3 to 2.7 grammes per cubic cm (g/cm3). Depending on its composition, porosity, and 
other elements, limestone's compressive strength may vary significantly. Typically, it falls between 
30 and 250 megapascals (MPa). Higher compressive strength limestone is preferred for load-bearing 
tasks like constructing bridges and other structures. Compared to its compressive strength, limestone 
typically has a lower tensile strength. Typically, the tensile strength is between 5 and 15 MPa. When 
building structures that might be subject to tension or bending pressures, it is crucial to take the tensile 
strength into account. On the Mohs scale, limestone has a hardness of around 3 to 4, making it a rather 
soft rock. Harder substances like quartz or diamond may readily scratch it. Depending on the kind 
and grade of limestone, the porosity might change. A rock contains microscopic openings called pores 
if it is porous. Limestone's durability and strength may be affected by increased porosity since it may 
allow for the absorption of water and other pollutants. Limestone has different levels of water 
absorption ability. Its ability to absorb water may range from 0.2% to 10%, depending on the porosity 
and surface characteristics. The ability of limestone to absorb water when exposed to moisture may 
alter its resilience and weathering properties. The thermal conductivity of limestone ranges from 1.3 
to 4.4 watts per meter-kelvin (W/mK), which is considered to be moderate. Due to this characteristic, 
it is perfect for applications needing thermal insulation. Calcium carbonate (CaCO3) is the main 
chemical component of limestone, although it may also include other minerals and contaminants. 
Limestone may have many different colours and shades due to impurities, including white, beige, 
grey, and even veining. Limestone is a versatile material used in many different applications because 
of its properties, including the production of cement, dimension stones, architectural components, and 
soil stabilisation. Its accessibility, hardness, and aesthetic appeal have an impact on its popularity in 
the building and construction industry. Limestone is purchased from the locally available vendors. 
Several tests were conducted in the construction engineering, Department of Civil Engineering, GLA 
University. After the various test’s conduction, limestone properties are found that are shown in Table 
1. 

Table 1 Properties of limestone powder 

S. No. Property Value 

1. Colour light grey - dark grey 

2. pH (of water slurry) 12 

3. Specific Density (g/cm3) 2.7 

4. Bulk Density (in loose state) (g/cm3) 0.8 

5. Chlorides content (%) 0.003 

 

3.1.2. Metakaolin 

Kaolin clay is calcined to yield metakaolin, a pozzolanic substance. A regulated heat process, usually 
between 600 and 800 degrees Celsius, transforms the kaolin clay into a reactive amorphous 
aluminosilicate material. Metakaolin is similar to other common construction materials in terms of 
density, ranging from 2.4 to 2.6 grammes per cubic cm (g/cm3). The specific composition and ratios 
of the mélange may affect the compressive strength of materials based on metakaolin. Metakaolin 
generally has a low compressive strength, however, it may boost concrete's strength development 
when employed as an addition. The compressive strength of concrete mixes containing metakaolin 
may be as high as 40 megapascals (MPa). Between 2 and 6 MPa, metakaolin generally has a relatively 
low tensile strength. However, by improving the material's overall microstructure and bonding 
qualities, it may improve the tensile strength properties of concrete when utilised as an additional 
cementitious ingredient. Granular metakaolin doesn't have a quantifiable hardness value. In most of 
its uses, hardness is not a significant factor. The relatively low porosity of metakaolin indicates that 
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it does not easily absorb water or other liquids. Due to its low porosity, pozzolanic material is effective 
in enhancing concrete's durability and chemical resistance. Metakaolin typically has a very low water 
absorption capacity, ranging from 0.2% to 0.2%. This characteristic of metakaolin, when employed 
as an addition, decreases the permeability of concrete, increasing its resistance to water penetration 
and enhancing durability. Metakaolin generally has a thermal conductivity of between 0.7 and 1.5 
watts per meter-kelvin (W/mK). In cases where thermal insulation is required, this feature may be 
helpful. The main component of metakaolin is amorphous aluminosilicate, which is produced when 
kaolin clay is calcined. By reacting with calcium hydroxide (lime) in the presence of water to produce 
calcium silicate hydrate (C-S-H) gel and other cementitious compounds, it exhibits pozzolanic 
capabilities. As a cementitious addition, metakaolin is commonly used in cement and concrete 
applications. Numerous advantages are brought about by its pozzolanic nature, such as greater 
strength, lower permeability, improved durability, and better chemical resistance. It is admired for its 
capacity to support the sustainable use of resources by lowering dependency on traditional cement 
manufacturing. Metakaolin or calcined clay is purchased from the locally available vendors. Several 
tests were conducted in the construction engineering, Department of Civil Engineering, GLA 
University. After the various test’s conduction, metakaolin properties are found that are that are 
shown in Table 2. 

Table 2 Properties of Metakaolin 

S. No. Property Value 

1. Specific gravity 2.60 

2. Bulk density (g/cm3) 0.36 

3. Physical form Powder 

4. Colour Off-White 

5. GE Brightness 81 

 

3.1.3. RCA 

Concrete, brick or other construction materials that have been destroyed are ground and refined to 
create recycled coarse aggregates. The characteristics of recycled coarse aggregates might vary 
depending on the nature of the recycled materials. Depending on the material composition, recycled 
coarse aggregates may have a range of densities. Its weight per cubic cm (g/cm3) is between 2.2 and 
2.8, which is equivalent to that of natural aggregates. Compared to natural coarse aggregates, recycled 
coarse aggregates usually have a lower compressive strength. Depending on the original masonry or 
concrete's quality and characteristics, the strength may vary. It is essential to take recycled coarse 
aggregates' compressive strength into account when using them in load-bearing applications. Similar 
to compressive strength, recycled coarse aggregates often have lower tensile strengths than natural 
aggregates. The precise tensile strength might change depending on the make-up and characteristics 
of the original materials. The hardness of recycled coarse aggregates may vary based on the recycled 
components. The strength and endurance of the masonry or the original concrete might have an impact 
on hardness. Recycled coarse aggregates may range in porosity from low to high, depending on the 
original materials' porosity. The aggregates' permeability, durability, and resilience to freeze-thaw 
cycles are all influenced by porosity. Recycled coarse aggregates often have a higher water absorption 
capacity than unrecycled coarse aggregates. The porosity and surface properties of recycled materials 
may affect how well they are assimilated. The workability and durability of concrete and other 
applications using these aggregates may be impacted by greater water absorption. The thermal 
conductivity of recycled coarse aggregates is on par with that of natural aggregates. Depending on 
the particular recycled materials and their unique characteristics, it might change. The original 
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materials being recycled, such as concrete, brick, or bitumen, determine the chemistry of the recycled 
coarse aggregates. The characteristics of recycled aggregates may be impacted by any lingering 
additives or impurities from the original materials. It is crucial to remember that the characteristics of 
recovered coarse aggregates might vary significantly depending on elements including the calibre of 
the raw materials, processing methods, and compliance with recycling requirements. Proper quality 
management and testing are necessary to ensure the appropriateness and effectiveness of recycled 
coarse aggregates for several applications. RCA is collected from the crusher of municipal 
corporation of NCT Delhi. Several tests were conducted in the laboratory to find their properties. 
Various tests results are found of physical properties of recycled coarse aggregates are shown in 
Table 3. 

Table 3 Physical Properties of RCA 

S. No. Properties Value 

1. Specific gravity 2.42 

2. Aggregate crushing value (%) 28 

3. Bulk density (kg/m3) 1490 

4. Water absorption (%) 4 

5. Soundness (by Sodium sulphate solution) (%) 16.17 

6. Wet aggregate impact value (%) 20 

7. LA abrasion (%) 28 

 

3.1.4. Cement and Aggregates 

All the concrete materials were collected from the local available materials, and then various test were 
conducted in the laboratory on the samples. Normal OPC 43 cement is used in the research work. 
Their physical properties are shown in Table 4. Locally available coarse aggregates and stone dust 
are used in the project. Stone dust is used as fine aggregates. Stone dust physical properties are shown 
in Table 5, whereas coarse aggregates properties are shown in Table 6. Figure 2 shows the gradation 
curve of stone dust and coarse aggregates. 

Table 4 Cement properties 

S. No. Test Result As per IS 4031-1998 

1. Consistency 30% 30-35 

2. Initial setting time 40 min Not less than 30min. 

3. Final setting time 1 hr 20 min Not more than 600min 

4. Specific gravity 3.15 3.10-3.15 

5. Fineness 2.9% Not exceed 10% 

6. Soundness 2mm Not exceed 10mm 

 

 

Table 5 Fine Aggregate Properties 
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S. No.  Test Results 

1. Zone Zone II 

2. Grade Well Graded 

3. Fineness Modulus 2.756 (Medium sand) 

4. Specific Gravity 2.62 

5. Water absorption 1.21 % 

6. Silt Content 6 % 

7. Bulk density 1610 kg/m3 

 

Table 6 Coarse Aggregate Properties 

S. No. Test Results 

1. Fineness Modulus 7.29 

2. Specific Gravity 2.79 

3. Water absorption 0.2% 

4. Crushing Value 23% 

5. Impact Value 22% 

6. Flakiness Index 24% 

7. Elongation Index 30% 

8. Abrasion value 8% 
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Figure 2 Gradation curve of aggregates 

3.2. Synthesis 

The quantitative estimate of the sample uses the proportions of all of the ingredients that were used 
in the fabrication of the sample. The mix identification for each of the various concrete mixes is 
shown in Table 7 and Table 8. Each sample consists of six cubes measuring 15 cm by 15 cm by 15 
cm and six cylinders measuring 10 cm in diameter and 20 cm in length, with an RCA content of 20%. 
As a result, the total volume that was computed for each sample was equal to 0.038 m3. All specimens 
were cast and cured as per Indian standards  

Table 7 Mix Design 

Mix 
Designs 

Cement 
(kg/m3) 

Metakaolin 
(kg/m3) 

Lime 
Stone 

Powder 
(kg/m3) 

Coarse 
Aggregate 

(kg/m3) 

Fine 
Aggregate 

(kg/m3) 

Super 
Plasticizer 

(kg/m3) 

Water 
(kg/m3) 

M1 370 - - 1269 683 3.7 148 

M2 370 74 - 1269 683 3.7 148 

M3 333 74 37 1269 683 3.7 148 

M4 296 74 74 1269 683 3.7 148 

M5 259 74 111 1269 683 3.7 148 

M6 222 74 148 1269 683 3.7 148 

M7 185 74 185 1269 683 3.7 148 
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Table 8 Variation of binding material in mix design 

Mix design Cement (%) Metakaolin (%) Limestone Powder (%) 

M1 100 0 0 

M2 100 20 0 

M3 90 20 10 

M4 80 20 20 

M5 70 20 30 

M6 60 20 40 

M7 50 20 50 

 

 

3.3. Test Setups 

The various tests conducted in the laboratories in this project are as follows: 

3.3.1. Slump Test 

The slump test is a method that is frequently used to evaluate the consistency or workability of fresh 
concrete. It evaluates the flow and deformability of the concrete mixture, which reveals its flexibility 
and capacity for placement and compacting. assemble the equipment: Amass the necessary 
equipment, including a measuring scale or ruler, a base plate, a tamping rod, and a slouch cone. Make 
sure that there are no dirt or leftover concrete on the droop cone. Saturate the droop cone with water 
and let it drain before starting the test. During this stage, the cone is kept from collecting water from 
the concrete mix and affecting the test's outcomes. To produce the concrete sample, take a 
representative sample of recently-poured concrete from the quantity being evaluated. To achieve 
consistency and homogeneity, the concrete must be thoroughly mixed. Make sure the droop cone is 
centred and level before placing it on a flat, sturdy base plate. Throughout the test, you should use the 
base plate to catch any spilled concrete. Concrete should be poured into the slump cone in four equal 
thicknesses. Use a tamping rod to evenly odd each layer throughout its depth to compact it. Each 
layer should get around 25 tamping strokes, evenly distributed. After the cone has been filled with 
concrete, trim any extra using a straightedge or trowel. To level the concrete surface, use the cone's 
apex. The drooping cone should be gently raised vertically in a continuous upward motion without 
using any lateral or twisting forces. Lift the cone slowly and steadily to prevent jarring the concrete. 
Calculate the height difference between the centre of the displaced concrete mass and the cone's 
original height. The concrete depression is represented by this measurement. With the use of a 
measuring device or a ruler, calculate the droop in mm. By comparing the measured slump value to 
the given slump range or project-specific slump criteria, you may interpret the slump result. The 
consistency and workability of the concrete are indicated by the droop value. A concrete mixture that 
is more fluid or practicable will have a higher slump, whereas a combination that is firmer or less 
fluid would have a smaller slump. After the test is over, properly clean the slump cone, tamping rod, 
and other tools to get rid of any leftover concrete. A frequent and simple method for figuring out how 
cohesive concrete is the slump test. To make sure that the concrete mixture satisfies the desired 
workability and compaction criteria, it offers useful information [58]. 

3.3.2. Density 

The density of a concrete cube is a crucial test for determining the strength and quality of the concrete. 
It is carried out in accordance with defined procedures to deliver consistent and reliable findings. 
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Typically, concrete cubes are formed when concrete is cast for a particular project. The same quantity 
of newly mixed concrete that was used during construction is used to create the slabs. Typically, the 
cubes are 150 mm x 150 mm x 150 mm. For the concrete slabs to become strong, they must undergo 
a regulated curing process after being cast. The cubes are stored for the customary 28-day curing 
period in a humid, temperature-controlled chamber. When the curing process is complete, the cubes 
are removed from the curing chamber and cleaned of any loose particles or dirt on their surface before 
being weighed. The crystals are then all individually weighed using an accurate scale. The volume of 
the concrete cube will subsequently be accurately measured in the following phase. The water 
displacement method is the most popular way to calculate volume, although there are other methods 
as well. While the cube is submerged, the water level rise in the water-filled container is being 
watched. The volume of the cube is then calculated by dividing the measured elevation of the water 
level by the density of the water. One may determine the concrete cube's density by dividing its mass 
by volume. Usually, the density is expressed in kg/m3 or lb/ft3 (kilogrammes per cubic metre or cubic 
feet, respectively). Multiple slabs made from the same amount of concrete are tested to ensure the 
measurement's correctness. This cube's values are used to compute the average density value [59]. 

3.3.3. Compressive Strength 

The compressive strength of a concrete cube is a crucial factor that defines a material's resistance to 
compressive pressures.  It is a crucial parameter for assessing the reliability and strength of concrete 
constructions. Preparing the Cube: Concrete cubes are cast using the same quantity of fresh concrete 
as the building concrete, much like the density measurement process. The cubes are typically 150 mm 
x 150 mm x 150 mm in size. During the casting process, it is essential to ensure proper compaction 
in order to remove any voids or air pockets. The concrete slabs are cured in a controlled atmosphere 
after being cast to give them strength. The cubes are kept in a humidified, temperature-controlled 
room for the typical curing time of 28 days. The increase of concrete strength depends on proper 
curing. The cubes are taken out of the curing chamber once the curing process is finished and prepared 
for testing. For the testing arrangement, the cube must be put on compression testing equipment with 
properly aligned platens. The platens give the cube a level, flat surface on which the imparted weight 
may be distributed evenly. The cube receives a steady rate of progressive and uniform compression 
stress. The load is often applied uniaxially, which means that it is directed along a single axis that is 
transverse to the cube's top and bottom sides. The weight is steadily raised until the cube breaks or 
fails. Throughout the testing process, a load cell attached to the testing apparatus measures the 
compressive strain given to the cube. The cube's deformation or strain is detected concurrently using 
strain sensors or displacement transducers. The stress-strain behaviour of the cube may be determined 
in part thanks to these data. The maximum strain that the concrete cube might withstand prior to 
failing is used to calculate the cube's compressive strength. The failure is often marked by a rapid 
reduction in applied strain. Divide the maximum load by the cube's cross-sectional area to get the 
compressive strength. For consistency and accuracy, multiple cubes from the same batch of concrete 
are examined.  Based on the results derived from these cubes, the average compressive strength value 
is calculated. Typically, the average value of three examined cubes is reported [60]. 

3.3.4. Sulphate Attack 

The sulphate attack test gauges how easily concrete will deteriorate if there are sulphate ions present 
in the soil or water. This test helps determine how long concrete will last in sulphate-rich conditions. 
To mimic a sulphate-rich environment, a sulphate solution is made. Depending on the testing standard 
or specific needs, the sulphate solution's concentration and pH level may change. Magnesium and 
sodium sulphate are two often used solutions. The concrete cubes are dipped into the sulphate 
solution. There must be no gaps or air spaces between the cubes and the solution, and they must be 
totally immersed. Depending on the project requirements or testing standard, the cubes are immersed 
in the sulphate solution for a different amount of time. Typical durations range from a few weeks to 
a few months. Throughout this period, the cubes are often inspected for evident indications of wear 
and tear. Periodically, the cubes are removed from the sulphate solution, cleaned, and visually 
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inspected for any physical alterations or indications of sulphate assault. Surface cracks, expansion, 
spalling, and discoloration are typical warning signals. Once the specified exposure period has 
elapsed, the cubes are tested for compressive strength using the previously mentioned method. The 
compressive strength of the cubes is assessed in comparison to cubes that haven't been treated to 
sulphate. This comparison aids in determining the extent of the harm caused by sulphate attack. 
Determining the degree of degradation and any potential impacts on the concrete's long-term 
resilience [61]. 

3.3.5. XRD 

A typical technique for determining the mineralogical makeup of materials, particularly concrete, is 
X-ray diffraction (XRD). It offers useful details regarding the crystalline phases found in concrete, 
assisting in assessing its quality, spotting possible issues, and tracking changes over time. For XRD 
analysis, concrete samples must be produced. Typically, this entails digging cores using drilling 
equipment or removing tiny pieces of concrete from the building. The samples must be sufficiently 
homogenous and representative of the desired analysis region. The gathered concrete samples are 
pulverised into a fine powder and sieved to make sure the X-rays can pass through the substance and 
produce precise diffraction patterns. You may grind with a mechanical grinder or a mortar and pestle. 
After being ground into a powder, the mixture is sieved to eliminate any bigger particles that could 
interfere with the diffraction analysis. After that, a sample holder, such as a glass slide or one made 
especially for XRD analysis, is put on the sample of ground concrete. To ensure a consistent and 
stable analysis, the sample must be equitably distributed and securely affixed to the holder. The X-
ray diffractometer must be calibrated before executing the XRD analysis. This calibration involves 
altering the parameters and alignment of the instrument to ensure precise measurements. For this 
purpose, calibration standards, such as standard reference material, may be used. The mounted 
concrete sample is inserted in the X-ray diffractometer for X-ray Diffraction analysis. The instrument 
emanates X-rays that interact with the sample's crystalline phases. Depending on the crystalline 
structure of the materials present in the concrete, the X-rays are diffracted at particular angles. The 
X-rays that are diffracted are then detected and recorded. The diffracted X-rays are typically captured 
as a diffraction pattern, which is a plot of intensity versus diffraction angle. The pattern of diffraction 
reveals the varieties of crystalline phases present in the concrete. Utilising software, the diffraction 
pattern is analysed, and compared to known reference patterns, and the crystalline phases are 
identified. The detected crystalline phases are interpreted and reported about concrete chemistry and 
mineralogy. The report includes specifics on the types and proportional distributions of the crystalline 
phases found in the concrete sample. This information may be used to assess the concrete's 
composition, hydration, and any possible durability concerns. It should be noted that the precise 
equipment and analysis methods may differ based on the X-ray diffractometer used and the study's 
goals [62]. 

3.3.6. SEM 

SEM is a useful technique for studying the microstructure of concrete at extreme magnification. It 
gives in-depth details on the internal properties, morphology, and composition of concrete. A small, 
typical sample of concrete is taken for SEM examination. Carefully cutting or penetrating the 
concrete's surface will provide the sample. The sample must correctly depict the region of interest 
and be free of pollutants and dispersed particles. The concrete sample is attached to a specimen 
fragment or container using an adhesive substance, such as epoxy glue or conductive carbon tape. 
The mounting procedure's goals are to produce electrical conductivity for imaging and securely fasten 
the sample to the stem. To improve conductivity and avoid surface charges during SEM imaging, a 
thin conductive coating is added to the sample. Coating materials that are often utilised include 
carbon, gold, and gold-palladium alloy. The coating is applied using a sputter coater or another 
coating tool. The SEM device is calibrated before studying the concrete sample to ensure excellent 
imaging and accurate readings. The focus, brightness, magnification, and operating distance of the 
electron beam are only a few of the variables that must be adjusted throughout the calibration process. 
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The mounted and coated concrete sample is then placed inside the SEM chamber, where the device 
is run under a vacuum to facilitate imaging. A picture is produced by collecting secondary electrons 
that are released from the sample's surface when the electron beam scans over it. High-resolution 
pictures with magnifications ranging from a few to tens of thousands of times may be produced using 
the SEM. To understand the microstructure of the concrete, the SEM image data that were obtained 
from the study are analysed. This entails locating different phases, aggregates, cementitious 
components, fissures, cavities, and any other interesting structures. The data may also provide 
information about the quality, uniformity, and possible issues of the concrete. A report that contains 
SEM photos, results of the elemental analysis, and any important conclusions and suggestions details 
the findings and observations of the SEM investigation. It is essential to note that the specific SEM 
testing procedures and parameters can vary depending on the instrument employed, the characteristics 
of the sample, and the objectives of the analysis [63].  

4. RESULTS AND DISCUSSION 

4.1. Slump Test 

The workability of the mixes that were made by IS: 1199-1959 was evaluated via the use of a slump 
test, which required the use of a slump cone and a tamping rod, both of which were described in the 
Indian Standards [58], [64]. The slump test that was performed in the laboratory while the design 
mixes were being prepared is seen in Figure 3. The range of slump values that were recorded for the 
various blends. Figure 4 demonstrates quite clearly that there is a direct correlation between the 
amount of limestone powder in the concrete mixes and a considerable decrease in the workability of 
the concrete mixes. The dolomite lime stone powder is used for research work by the replacement of 
cement with the variation of 0 % to 50 %. RCA content is constant 20% of cement. It is fixed on the 
previous research. 
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Figure 3 Picture during the slump test 

Figure 4 Graph between slump and mix design 

 

4.2. Density 
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It was necessary to estimate the density of each of the mixtures to be able to examine the disparities 
in weight that existed between the various mixtures [65]. The fluctuation in the density of concrete 
mixes as they aged from 7 days to 28 days is shown in Figure 5, which shows the differences between 
the two ages. When compared to the density of design mixes after 7 days, the density of design mixes 
after 28 days has a lower value. The hydration process of the mixtures is responsible for the loss of 
water that has occurred as a result of the procedure. The continuous decreases of density were 
occurring due to the addition of calcined clay and limestone powder. This resulted in a lower-density 
variation pattern. The use of powdered limestone instead of cement and the incorporation of 
metakaolin into the mixtures are both responsible for this result. The specific gravity of metakaolin 
and limestone powder is around two-thirds of cement, and the end product is noticeably lighter 
concrete [31]. Concrete that is often produced from mixtures that include additional cementitious 
ingredients that have a lower specific gravity can be described as having a lighter weight. 

 

Figure 5 Graph between density and mixed design 

4.3. Compressive Strength 

To ensure compliance with the standards given in IS 516-1959, concrete cubes with a variety of 
various mix designs have been cast and examined [60]. Following the findings of the literature 
research, a mixing sequence was developed. After being cast, the mixtures were left to cure for a total 
of twenty-eight days. After that, the compressive strength was measured after 7 days, 14 days, and 
then 28 days after the first measurement. The results of the compressive strength test of the concrete 
mixtures are shown in Figure 6. The compressive strength of the mixtures at the age of 28 days is 
shown in Figure 6. Compressive strength is calculated by the Eq. (1) which includes the load applied 
up to failure of specimens and cross-sectional area. 

𝐶𝑜𝑚𝑝𝑟𝑒𝑠𝑠𝑖𝑣𝑒 𝑆𝑡𝑟𝑒𝑛𝑔𝑡ℎ =  
஺௣௟௟௜௘ௗ ௅௢௔ௗ ௢௥ ி௢௥௖௘ 

஼௥௢௦௦ି௦௘௖௧௜௢௡  ஺௥௘௔
               …………………………(1) 
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Based on the findings shown in Figure 6, it was discovered that the compressive strength of the mixes 
rose when 20% of the cement was replaced within 28 days. With the addition of 10% limestone 
powder, there was a discernible weakening in the material's compressive strength. The compressive 
strength of the material decreased as a consequence of the continued addition of powdered limestone 
as a substitute. OPC was added to geopolymer concrete prepared from recycled concrete aggregate 
(RCA) to increase its mechanical and transport qualities [66]. The addition of 30% MK enhanced the 
compressive strength, porosity, and water absorption of recycled aggregate geopolymer concretes, 
with values of 134%, 69%, and 89%, respectively, compared to concrete without MK [16]. The effect 
of aggregate type and aggregate content on setting time was shown to be minor. Increased RCA 
content may cause an increase in the initial mixing water due to the additional water required by RA, 
which may extend the setting time somewhat [14]. the recyclability of geopolymer concrete 
aggregates in commonly used Portland cement concrete as a potential end-of-life waste management 
alternative for geopolymer concrete. At 20% RCA replacement, the compressive strength, modulus 
of elasticity, and flexural strength of RCA decreased by only around 14%, 1%, and 3%, respectively. 
This emphasises the need of making no or minor changes to the PCC mix at 20% RCA substitution 
for usage in structural applications [67]. 

The approval requirements of Clause 16.1 (a) of IS 456:2000 have been satisfied by the results of the 
compressive strength test that were achieved [68]. Nevertheless, the design mixes M5, M6, and M7 
are not satisfy clause 16. (b) condition of IS 456:2000 standard. Hence, they are not suitable as 
concrete design mixes. The use of recycled concrete aggregate as the source may be credited with 
contributing to the considerably improved strength of the mixtures (RCA). It is possible to determine 
the high-strength concrete by the use of RCA aggregates in the mix design. On the other hand, this 
does not have any effect on the observed variance in compressive strength. Figure 7 illustrates the 
percentage difference between each of the concrete mixes and M1, which serves as the reference Mix. 
In the recent research, predict the strength by using machine learning techniques without destructive 
tests [25], [69]–[74]. 

 

Figure 6 Graph between compressive strength and mixed design 
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Figure 7 Residual compressive strength of various mix 

The source of the recycled concrete aggregate (RCA) used in mix M1 is high-strength concrete, which 
contributes to the mix's high compressive strength. After that, there is a high rise in the compressive 
strength of the M2 mix, which may be due to the addition of metakaolin that increases the reaction 
between them. The equation for pozzolanic reactions looks like this when written out: 

Ca (OH)2 + Metakaolin   CSH + Crystalline Products (C2ASH8, C4AH13, C3AH6) 

The incorporation of metakaolin caused the strength development in the mix design. This effect 
includes the interaction of metakaolin with calcium hydroxide (OH)2 and results in the production of 
more CSH gel, which contributes to increased tensile strength. When limestone powder (at a 
replacement rate of 10%) is added to the design mix M3, there is a 13.49 % reduction in the material's 
compressive strength. This could have been caused by the filling effect of the limestone powder and 
the decrease in hydration products. Following this, there is a tendency for the compressive strength 
to fall to a significant degree with each rise in the proportion of cement that is replaced by limestone 
powder. This behaviour may be explained by the diluting effect brought about by the limestone 
powder. Because limestone powder has such a low accessible alumina concentration, the vast 
majority of it does not participate in the processes that are taking place. As a result, the replacement 
of the cement content results in the development of a smaller number of hydration products. 

4.4. Sulphate attack 

The different concrete mixtures were submerged for a total of 28 days in a solution containing 2.5% 
(v/v) magnesium sulphate, and the mixtures' resistance to sulphate attack was evaluated [61]. The 
concrete mixtures were tested to ascertain the amount of weight loss and the variance in compressive 
strength of concrete cylinders. According to the sulphate attack test procedure described in the 
standard code, this experiment was done by adding sulphate to water and making a solution, then the 
concrete mix specimens were kept in the solution for a specific time. Figure 8 illustrates how the 
various kinds of concrete mixtures shed their respective amounts of weight in distinctive ways. 
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The findings shown in Figure 8 make it abundantly evident that increasing the percentage of 
limestone powder in concrete mixes resulted in a general weakening of the mixture's compressive 
strength. Despite this, the percentage loss in compressive strength went down while concurrently 
experiencing a large decline. Figure 8 shows that the M3 mix concrete specimens got the minimum 
mass loss after being exposed to sulphate attack. The degeneration of the hydration products in the 
absence of limestone powder may be related to the variance in the loss of strength as well as the 
percentage loss of weight [75]. Along with the addition of limestone powder, a rise in the effective 
water-cement ratio leads to an increase in the amount of limestone powder that is packed into the 
cement pores [54]. Because of its density and the fact that it does not allow water to get through, the 
concrete matrix that this product is more resistant to sulphate attack [76]. The stages of Ca-rich gel 
in the combined slag/fly ash system are decalcified by magnesium, which causes the binder system 
to break down and gypsum to precipitate. Dimensional instability and mechanical performance loss 
occur from the weakly cohesive and expanding nature of magnesium sulphate attack products. On the 
other hand, immersion of Na2SO4 geopolymer pastes did not result in any visible binder breakdown 
or the conversion of the Binder phase components into sulphate-containing precipitates [54]. 

 

Figure 8 Graph between weight loss of various mix 

 

  

4.5. XRD (X-Ray Diffraction) 

Because of the differences in how their examined qualities behaved, XRD tests were conducted on 
four different concrete mixes (i.e., M1, M2, M3, and M7) [62]. Cement was the sole binder in the 
reference design mix M1; the supplemental cementitious material in design mix M2 was metakaolin; 
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and the supplementary cementitious materials in design mix M3 and M7 were metakaolin and 
limestone powder, respectively. Because the compressive strength of M2 and M3 was found to be 
greater than that of the reference mix M1, they were both finalised in preparation for the XRD test. 
The design mix M7 was chosen for the XRD examination because it had the lowest compressive 
strength but the largest proportion of cement that had been replaced with limestone powder. The 
mineralogical characterisation of the reaction product of alkali activation of the BFAGC exhibits 
crystalline quartz (Q) and gmelinite (Gm). A partial crystalline phase was formed as a result of the 
interaction between PFA, POFA, and the sodium silicate activator. The major phase discovered was 
a crystalline N-A-S-H phase resembling albite (NaAlSi3O8; PDF03-0451) [77], [78]. 

The XRD patterns of the mixes that were chosen for the XRD study are shown in Figure 9. These 
patterns include M1, M2, M3, and M7. The data were graphed with the help of the programme Origin, 
which is specifically designed for making graphs [55]. Figure 9 shows a similar pattern of peaks in 
the XRD graph of different mix designs. This suggests that the concrete mixes all produced very 
comparable hydration products. The design mix M2 (consisting of 100% cement and 20% limestone 
powder) was found to have the greatest peak intensities, as was seen by the researchers. After that, a 
marginal lessening in the strength of the peaks was observed in the mix M3, and subsequently in the 
reference mix M1, respectively. The design mix M7 (which consisted of 50% cement, 20% 
metakaolin, and 50% limestone powder) was found to have the lowest peaks. This lower strength of 
the peaks across all of the mixes may be ascribed to the decreased hydration product production that 
occurred [79]. 

It was observed that the quartz (SiO2) peaks in mix M2 were more pronounced than those in mix M1. 
The large proportion of metakaolin and fine aggregate in the combination may have contributed to 
this. The peaks of Portlandite tending to be prominent in mix M2, which in turn is a sign of the 
consumption of Portlandite in mix M2, indicates the consumption of Portlandite in the pozzolanic 
activity of metakaolin, which results in the synthesis of strength-providing CSH gel [53]. The 
pozzolanic reaction of metakaolin is thought to be responsible for the fact that the peaks of CSH gel 
are often at their highest in M2. On the other hand, when limestone powder is used, the peaks of CSH 
gel tend to decline with M3. This might be because limestone powder has a filler effect, which 
decreases the development of CSH gel and could be the cause of the phenomenon [80]. The stable 
crystallisation of ettringite may be inferred from the fact that the ettringite peak is more prominent in 
mixes M2 and M3, respectively. The peaks of Alite, Belite, and CSH gel are at their lowest in mix 
M7, which may be due to the nucleation impact of limestone powder. As a result of the significant 
amount of cement that is being replaced, limestone powder contributes very little to the pozzolanic 
reaction [81]. This results in a decrease in the amount of cement clinker and hydration products [82]. 
As a consequence, one may get the following conclusion: a combination of M2 and M3 had superior 
crystal structures as well as greater hydration products, which led to increased compressive strength 
[83].  

4.6. Scanning Electron Microscope (SEM) Analysis 

Utilizing a scanning electron microscope, the effect of the added cementitious material on mixtures 
M1, M2, M3, and M7 was investigated. This material consisted of limestone powder and metakaolin. 
The incorporation of limestone powder and metakaolin has resulted in observable alterations to the 
microstructures of the material [84]. Previous research has revealed that the ITZ in traditional natural 
aggregate concrete is the weakest link in terms of mechanical performance and durability, and its 
creation is related to the wall effect induced by natural aggregates [7]. 

The existence of hydration products in CSH gel is seen in Figure 10. This hydration product is 
accountable for CSH gel's increased compressive strength. On the other hand, it can be seen that the 
Interfacial Transition Zone (ITZ) has a weak microstructure, and the voids are also extremely obvious 
to the naked eye. It has been seen that the ettringite needle formations are dispersed all over the place. 
Figure 11 and Figure 12 both show ettringite needles that are much shorter and thicker than those 
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seen in Figure 10. However, when metakaolin was used in the process, the crystallisation of the 
ettringite turned out to be quite stable. It has also been discovered that the CSH gel has a rather high 
density. It has been found that the Interfacial Transition Zone (ITZ) has improved, and the void size 
has been greatly reduced, which together contribute to an improvement in the final microstructure of 
the concrete mix. The reaction of calcined clay and its fine structure may be responsible for this, since 
they may have filled the holes that were left by the cement particles. The concrete mix M7 shown in 
Figure 13 has the lowest compressive strength of all the mixes. Because of the decreased cement 
concentration, the ettringite crystals are hardly discernible to the naked eye. The CSH gel has a 
propensity for being dispersed, and the Interfacial Transition Zone (ITZ) has a propensity for 
becoming better when a denser composition is used. This may be due to the diluting effect created by 
the significant amount of cement that was replaced with powdered limestone. Because of this, the 
quantity of cement clinker is decreased, which in turn leads to a lower level of hydration products 
and, as a consequence, a lower level of compressive strength. On the other hand, M7 was the mix that 
proved to be the most sulfate-resistant because of its thick microstructure. The insertion of 
RCA particles above 20% wt enhances the elastic modulus of the RCA matrix substantially. This 
inclusion, however, diminishes tensile strength and overall strain. SEM images indicated a significant 
reduction in porosity throughout the extrusion to injection moulding process, which explains the lack 
of water absorption. However, breaking after moulding would be to blame for the reduction in 
strength and strain [7]. 

 

Figure 9 XRD graph of various mix 
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Figure 10 M1 mix SEM image 

 

Figure 11 M2 mix SEM image  
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Figure 12 M3 mix SEM image  

 

Figure 13 M7 Mix SEM image 
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5. CONCLUSION 

This study looked at ways to enhance the quality and microstructure of concrete by using recycled 
concrete aggregate (RCA) with additional cementitious material, which in turn lowers the negative 
effect that it has on the environment and its natural resources. In addition, the outcomes that were 
achieved were the outcomes that had been sought. 

 The inclusion of metakaolin and powdered limestone tends to reduce the workability of concrete 
mixtures. This may be explained by the fact that there is a greater variety in the limestone powder 
that is utilised in the mixes, which results in a higher need for water. When more cement is 
replaced with powdered limestone, there is often a correlation between this change and a drop in 
the density of the concrete mixtures. As a direct consequence of this, the concrete ended up being 
on the lighter side. 

 Adding calcined clay as SCM at the same water-cement ratio has the potential to boost the 
compressive strength of the concrete. Because lime has a diluting effect, the amount of strength-
providing hydration products in concrete is decreased when more than 20% of the cement is 
replaced by limestone powder. This can be attributed to the fact that adding more than 20% more 
cement leads to a reduction in the compressive strength of the concrete. Substituting cement with 
powdered limestone has the potential to improve the sulfate-resisting characteristics of concrete, 
and this potential benefit is likely to be realized. The concrete mix that had the most limestone 
powder was determined to have the lowest percentage loss in compressive strength, while the 
concrete mix that included 20% metakaolin had the greatest percentage loss in compressive 
strength. 

 The resistance to sulphate attack was significantly decreased when cement was the sole binder 
used in the construction. The findings of the X-ray Powder Diffraction (XRD) test unequivocally 
demonstrate that the concrete mixes are very comparable to one another. The fact that the intensity 
of the peaks of the hydration compounds is getting weaker shows that the hydration process is 
taking longer, which means that fewer hydration products are being made. This is evidenced by 
the fact that the intensity of the peaks of the hydration compounds is getting weaker. The pictures 
captured by the scanning electron microscope (SEM) reveal that the microstructure of the concrete 
has been significantly improved. The microstructure of the concrete mix, which is rather thick, is 
likely to blame for the filler effect. When metakaolin and limestone powder is changed by 20%, 
up to a proportion of 10%, the ITZ tends to increase the strength of concrete specimens. Contrary 
to this, the nucleation effect increases the strength of concrete mixes and is related to the 
placement of the CSH gel. As a result, we can conclude that the concrete mix design M3 has 
superior strength and durability and that the optimal quantity of limestone powder to include in a 
mix that also included 20% metakaolin as a cementitious ingredient was 10%. 
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In this research paper, we explore a well-motivated parametrization of the time-dependent deceler-
ation parameter, characterized by a cubic form, within the context of late-time cosmic acceleration.
The current analysis is based on the f(Q,T ) gravity theory, by considering the background metric
as the homogeneous and isotropic Friedmann–Lemâıtre–Robertson–Walker (FLRW) metric. Inves-
tigating the model reveals intriguing features of the late universe. To constrain the model, we use
the recent observational datasets, including cosmic chronometer (CC), Supernovae (SNIa), Baryon
Acoustic Oscillation (BAO), Cosmic Microwave Background Radiation (CMB), Gamma-ray Burst
(GRB), and Quasar (Q) datasets. The joint analysis of these datasets results in tighter constraints
for the model parameters, enabling us to discuss both the physical and geometrical aspects of the
model. Moreover, we determine the present values of the deceleration parameter (q0), the Hubble
parameter (H0), and the transition redshift (zt) from deceleration to acceleration ensuring consis-
tency with some recent results of Planck 2018. Our statistical analysis yields highly improved results,
surpassing those obtained in previous investigations. Overall, this study presents valuable insights
into the higher order q(t) model and its implications for late-time cosmic acceleration, shedding
light on the nature of the late universe.
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2

I. INTRODUCTION

In contemporary times, one of the most significant
breakthroughs is the discovery of cosmic accelerated
expansion, which has been confirmed through a range
of observational techniques [1, 2]. This expansion is
accompanied by a mysterious energy component known
as ”dark energy” (DE), characterized by substantial
negative pressure. Despite its enigmatic nature, DE
constitutes about 70% of the cosmic content and plays
a crucial role in maintaining the overall energy density
of the universe consistent with predictions from infla-
tionary theory. The investigation into the dominant
constituents of the universe, namely dark energy and
dark matter (DM), stands as a formidable challenge
in modern physics, representing nearly 95% of the
universe’s imperceptible composition. Dark matter,
an unseen type of matter exhibiting weak interactions
with electromagnetic radiation, is detectable primarily
through its gravitational effects on nearby ordinary
matter. The existence of DM is supported by various
observable phenomena, including rotation curves and
mass discrepancies.

In the absence of any substantial evidence support-
ing the dark sources, alternative avenues have been
explored extensively. The investigation of enigmatic
approaches to these exotic terms has been delineated
through two distinct methods: modifying matter sources
or introducing additional degrees of freedom into the
gravitational action. The initial approach involves the
alteration of the matter sector within the Einstein-
Hilbert Lagrangian density through the incorporation
of various proposals. Numerous models have been
proposed to explain DE, some of which correlate with
observational evidence. Among these, the ΛCDM model
is widely embraced due to its alignment with obser-
vations, although it also presents certain ambiguities
such as fine-tuning and coincidence issues [3–7]. To
address these limitations, alternative DE models like
quintessence [8–10], phantom [11], k-essence [12–14],
and Chaplygin gas [15] have been introduced, aiming
to provide effective explanations for various cosmic
inquiries and to explore diverse aspects of this exotic
energy. Preceding the cosmic acceleration phase, the
universe underwent a deceleration phase during its early
epochs, where the impact of DE was relatively minor. It
is believed that density perturbations during this period
played a pivotal role in shaping cosmic structures. As a
result, understanding the complete evolutionary timeline
requires a cosmological model capable of describing both
acceleration and deceleration phases.

The second approach involves an extension of the
gravitational component in GR by introducing a DE
source, while keeping the matter sector unchanged. As
the first category holds intriguing implications, it has
not gained as much support due to certain ambiguities.

In contrast, modified gravity frameworks have proven
to be quite valuable due to their effective execution in
the field of cosmology. Einstein formulated the concept
of geometry-matter coupling whose adaptation has
been integral to the development of General Relativity
(GR). Several alternative theories of gravity, which
incorporate additional curvature terms in the gravita-
tional action, have been thoroughly examined in the
scientific literature. Some well-known examples of these
modified gravity theories encompassf(R) gravity [16],
Gauss-Bonnet gravity [17], f(R, T ) gravity [18], the
scalar-tensor theory [19], f(T ) gravity [20], f(T, TG)
gravity [21], f(Q) gravity [22], etc. These alterations
are rooted in the metric tensor gij being considered a
dynamic variable. Interestingly, an alternative approach
to GR has been gaining momentum in the scientific
literature, known as f(Q,T ) gravity [23] appearing as
an extension of symmetric teleparallel gravity, where Q
and T correspond to the non-metricity and the trace of
the energy-momentum tensor, respectively. This novel
theory has sparked significant interest in investigating
the late universe and has been the subject of different
researchers in various contexts [24–27].

The Einstein field equations within the framework
of General Relativity (GR) are notoriously intricate,
comprising a set of nonlinear differential equations
that pose significant challenges in terms of finding
analytical solutions. To simplify these complexities,
physicists often make certain physical assumptions, such
as establishing relationships between the pressure and
energy density of the universe’s contents. However,
when introducing components like dark energy, these
equations become even more tangled. This complexity
also extends to modified gravity (MG) theories, which
incorporate higher-order derivative terms. To obtain
tractable solutions for the field equations, whether
within GR or MG theories, researchers employ a variety
of techniques, including dynamical system analysis, au-
tonomous systems, and notably, the model-independent
approach. The model-independent approach, which typ-
ically involves the parametrization of any cosmological
parameter, which is generally a functional form of the
parameter. While the parametrization of cosmological
parameters may initially appear adhoc, it proves to be
a legitimate and powerful method when considering
the broad spectrum of possible evolutions for the geo-
metrical and physical parameters from a mathematical
standpoint. This idea has garnered increasing interest
in the realm of mathematical cosmology. This concept
of cosmological parametrization has been extensively
explored in the scientific literature, with comprehen-
sive discussions by Pacif [28, 29], providing valuable
insights into its application and significance in cosmo-
logical studies. There are also various studies on the
model-independent approach by Eric V. Linder within
some cosmological contexts. Specifically, he delved
into the intricate studies of cosmological parametriza-
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tion, a crucial facet of his research, which aimed to
comprehensively study and understand a wide range
of dark energy models that play a pivotal role in un-
derstanding the universe’s accelerating expansion [30–34]

Modern cosmology advocates the investigation of
kinematic quantities, often referred to as ”Cosmog-
raphy” or ”Cosmo-kinetics.” This approach relies on
observational data and sidesteps prior assumptions
about gravity theory or specific cosmological models.
Cosmography’s adoption of symmetry principles offers
a means to navigate debates surrounding DE, dark
matter, and related topics without invoking Einstein
field equations (Friedmann equations). While cosmogra-
phy does not directly involve the scale factor, it allows
for some inference into its evolutionary history. The
foundation of modern cosmology traces back to the
work by Sandage [35], who introduced fundamental
cosmographic parameters. These parameters include
the Hubble parameter (H0), which dictates the rate of
cosmic expansion, and the deceleration parameter (q0),
responsible for accounting for the effects of gravity that
slow down the expansion rate. Despite the emergence of
DE altering the cosmological landscape, the dynamics
of cosmic evolution remain intimately connected to the
deceleration parameter (q), defined as q = −aä

ȧ2 , where
a(t) represents the scale factor. A positive value of q
(ä < 0) indicates deceleration, while a negative value im-
plies acceleration. The Hubble parameter characterizes
the linear temporal evolution of a(t), and a non-linear
correction term (q0) introduces local instabilities and
chaotic behavior [36]. The deceleration parameter (q)
also plays a vital role in examining the dynamics of
observable galaxy numbers. Dark energy gains empirical
support through various modifications to fit observa-
tional data, making its parameterization as a function of
the scale factor (a(t)) or redshift (z) a valuable approach.

In the current paper, we have considered a parametriza-
tion of the deceleration parameter given in [37] within
the classical gravity and extend the analysis in f(Q,T )
gravity, which is also a special case of the parametriza-
tion considered in [28]. A plethora of parametric forms
for the deceleration parameter have been explored, each
with its own set of limitations. While some diverge at
large cosmic times, others remain well-behaved at low
redshifts (z << 1) [38–74]. The adoption of parametric
assumptions can occasionally lead to misinterpreta-
tions of the nature of DE, prompting an interest in
non-parametric models that directly infer evolutionary
mechanisms from observational data [75–79]. Never-
theless, the parameterization of q proves to be a more
effective strategy for investigating the transition from
cosmic deceleration to acceleration.

Highlighting the versatility and gravitational-theory
independence of the parameterized q approach. In this
study, we have made some analysis of the model pro-

duced by the cubic parametrization of the deceleration
parameter and found tighter constraints to the model
parameters involved. Additionally, we have done some
cosmographic tests in order to differentiate a better-
performing model when compared with cosmological
data.

The paper is organized in the following manner.
In section I, we provide an overview of the current state
of modern cosmology, highlighting the various scenarios
proposed to explain the late-time cosmic acceleration of
the universe. We also outline the scope and objectives
of the paper. In the section II, we introduce the f(Q,T )
gravity framework and present the associated field
equations. We derive the modified Friedmann equations
within this context. In section III, we discuss a model-
independent approach to parametrize the cosmological
model. This section lays the foundation for our subse-
quent analyses. Section IV, focuses on characterizing
the model through dynamical variables, providing
insights into its behavior and evolution. In Section V,
we derive all cosmological and physical parameters in
terms of redshift, enhancing our understanding of the
model’s evolution. Section VI employs the Markov chain
Monte Carlo (MCMC) method to constrain the model’s
parameters. We determine the best-fit values of model
parameters by comparing them with the present Hubble
rate function across different datasets. In Section
VII, we validate the model’s predictions by comparing
them with observational data, Section VIII delves into
the kinematic cosmographic parameters, including the
deceleration and jerk parameters, providing a detailed
analysis of their implications within the model. Sections
IX and X are dedicated to the statefinder and Om di-
agnostic tests, offering further insights into the model’s
behavior and compatibility with observational data. In
XI, we conduct a comprehensive statistical analysis to
rigorously assess the model’s performance and reliability.
Sections XI and XII present the results of our study and
draw conclusions based on our findings, summarizing
the contributions and implications of this research.

II. COSMOLOGICAL EQUATION IN f(Q,T )
GRAVITY

From the modification in Einstein-Hilbert action of
general relativity by introducing a function of two scalar
invariants, Q and T , which are constructed from the non-
metricity and the trace of the energy-momentum tensor.
The action in f(Q,T ) is given by [80].

S =

∫ [
1

16π
f(Q,T ) + LM

]√
−g d4x (1)

where, g ≡ det(gµν), and LM is Lagrangian density.
In Riemannian geometry, the metric tensor is always
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symmetric. However, for our research, we take the
f(Q,T ) gravity, in which, we can take the non-symmetric
part of the metric tensor called non-metricity. Which can
be defined as

Q ≡ −gµν(Lα
βµL

β
να − Lα

βαL
β
µν) (2)

where

Lα
βγ ≡ −1

2
gαλ(∇γgβλ +∇βgλγ −∇λgβγ) (3)

The trace of nonmetricity tensor is expressed as,

Qα ≡ Qα
µ
µ, Q̃α ≡ Qµ

αµ (4)

The trace of the energy-momentum tensor and modifica-
tion in the metric tensor are respectively

Tµν = − 2√
−g

δ(
√
−gLM )

δgµν
(5)

Θµν = gαβ
δTαβ

δgµν
(6)

Finding the variation of action of the field equation Eq.
(1) with respect to metric tensors.

8πTµν = − 2√
−g

∇α(fQ
√
−gPα

µν − 1

2
fgµν + fT (Tµν +Θµν)− fQ(PµαβQ

αβ
ν − 2QαβµPαβν)) (7)

Where super-momentum

Pα
µν ≡ 1

4

[
−Qα

µν + 2Q(µ
α

ν) +Qαgµν − Q̃αgµν − δα (µQν)

]
= −1

2
Lα
µν +

1

4

(
Qα − Q̃α

)
gµν − 1

4
δα (µQν) (8)

Taking the FLRW metric as follows,

ds2 = −N(t)2dt2 + a(t)2(dx2 + dy2 + dz2), (9)

where N(t) is the lapse function and a(t) is the scale
factor. Hence, Q = 6H2/N2. We assume the value of
N(t) = 1, for a standard case. Hence, Q = 6H2.

To find the generalized Friedmann equations, as-
suming the matter content as the perfect fluid with the
energy-momentum tensor Tµ

ν = diag(−ρ, p, p, p). The
tensor Θµ

ν becomes,

Θµ
ν = δµν p− 2Tµ

ν = diag(2ρ+ p,−p,−p,−p) (10)

For simplicity, taking F ≡ fQ = dF/dt and 8πG̃ ≡ fT =
dF/dt the Friedmann equations we derived as follows,

8πρ =
f

2
− 6FH2 − 2G̃

1 + G̃
(ḞH + FḢ) (11)

8πp = −f

2
+ 6FH2 + 2(ḞH + FḢ) (12)

From Eqs (11) and (12) , modified Einstein’s field equa-
tions are derived

3H2 = 8πρeff =
f

4F
− 4π

F
[(1 + Ḡ)ρ+ Ḡp] (13)

2Ḣ + 3H2 = −8πpeff =
f

4F
− 2ḞH

F

+
4π

F

[
(1 + Ḡ)ρ+ (2 + Ḡ)p

]
(14)

From Eqs. (13) and (14) and the derivative of Eq. (13)
we derive the continuity equation

ρ̇eff + 3H (ρeff + peff ) = 0 (15)

Although there are several forms of the function
f(Q,T ) is considered in the literature [81], we here only
confined to the linear and additive form of f(Q,T ) func-
tion [80, 82] in the form

f(Q,T ) = µQ+ νT (16)

where, µ and ν are the non zero model constants. Hence
the first derivatives fQ = µ and 8πG̃ = fT = ν. Solv-
ing the modified Friedmann equations and applying the
barotropic equation of states p = ωρ we can find the
equation of state parameter as follows

ω =
3H2(8π + ν) + Ḣ(16π + 3ν)

νḢ − 3H2(8π + ν)
(17)

Hence the energy density equation turns out to be

ρ =
−3H2µ(8π + ν) + µνḢ

2(4π + ν)(8π + ν)
(18)

To find the value of Ḣ we use the relation a0/a = 1 + z
we can define a new relation between z and t.

d

dt
=

dz

dt

d

dz
= −(1 + z)H(z)

d

dz
(19)
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normalizing the equation by taking the value of the scale
factor as a0 = a(t = t0) = 1, t0 refers the present time.
Hence we can write the derivation Hubble parameter with
respect to time in terms of red-shift as,

Ḣ = −(1 + z)H(z)
dH

dz
(20)

III. THE MODEL

The modified field equations, denoted as Eqs. (11)
and (12) are two independent equations describing the
dynamics of the model. These fundamental equations
intertwined with three unknown variables: a, ρ, and p.
This implies that, in order to completely characterize
and solve this system, we are in need of an additional
equation. To address this, researchers in the field have
adopt a widely accepted approach the model independent
way study of model, often considers a scheme of parame-
terization of a cosmological parameter. In contemporary
scientific literature, this approach is gaining prominence,
as it is capable of solving the field equations in a model
independent way that do not affect the background
physics but provide a solution in simple way. It involves
making an initial assumption regarding the scale factor,
which can be done either directly or by expressing it
in terms of cosmological parameters and their time
derivatives. This strategic choice not only simplifies
the equations but also allows for a more comprehensive
exploration of the model’s dynamics. To aid researchers
in this endeavor, a wealth of parametrizations for
various cosmological parameters has been meticulously
compiled and organized in references [28] and [83]. These
compilations serve as invaluable resources, facilitating
the selection of appropriate parameterization schemes
based on the specific characteristics and goals of a given
study. There are a few intriguing models of dark energy
and modified gravity based on various parametrization
schemes of some geometrical parameters [84–88]. One
noteworthy aspect of this concept is its ability to recon-
struct the cosmic history and also the fate, while offering
solutions to certain problems of standard cosmology.

In our own investigation, we opt to employ the
parameterization of the deceleration parameter to
effectively close the aforementioned system of equa-
tions. This choice aligns with established practices,
streamlining our analytical framework while enabling
us to delve deeply into the dynamics of our model. We
employ here a scheme of parametrization of higher order
time-dependent deceleration parameter (q(t)) in the
form,

q(t) = −1 +
m

n
− 4

n
t3, (21)

where m > 0 and n > 0 are two arbitrary constants.
Similar form is also considered in the reference [37] in the

context of f(R, T ) gravity. By using the definition of the
deceleration parameter in the form of Hubble parameter,
q = d

dt

(
1
H

)
−1, we may obtain an explicit form of Hubble

function as

H(t) =
n

t (m− t3)
(22a)

Note that this explicit form of the Hubble parame-
ter can also be interpreted as a particular form of the
parametrization given in Ref. [28] as a special case. Us-
ing the definition of the Hubble parameter in terms of
scale factor will give the explicit form of scale factor as,

a = β

(
t3

m− t3

) n
3m

, (23)

The deceleration parameter plays a crucial role in char-
acterizing the dynamics of the universe’s expansion. It
provides insights into whether the expansion is slowing
down or accelerating. Specifically, when the deceleration
parameter is greater than zero (q > 0), it signifies a phase
of decelerating expansion. Conversely, when the deceler-
ation parameter is less than zero (q < 0), it indicates an
accelerating expansion phase. A particularly interesting
point occurs when the deceleration parameter equals zero
(q = 0), marking a significant phase transition in the ex-
pansion of the universe. This phase transition at q = 0
occurs at a specific time, denoted as ttr, which can be

calculated in this considered case as, ttr = 3

√
m−n

4 . This

implies, m must be greater than n. This moment repre-
sents a critical juncture in the universe’s evolution, where
the expansion dynamics shift fundamentally. We can ob-
serve in Eqs. (22a) and (23), for t = m1/3, H −→ ∞
and a −→ ∞, implying the existence of a big rip singu-
larity in this model, which is anticipated to happen in
the near future, precisely at t = tend = m1/3. The uni-
verse’s expansion reaches a point of extreme instability
and divergence, characterized by this singularity.

IV. CHARACTERIZING THE MODEL
THROUGH DYNAMICAL VARIABLES

This section is dedicated to providing a comprehen-
sive analysis of the physical behavior and properties
inherent in our model. Within this context, we aim
to elucidate the model’s physical dynamics by exam-
ining key parameters, including energy density (ρ),
pressure (p), and the equation of state parameter (ω).
These parameters are essential in understanding the
behavior of our model and the physical processes it
encapsulates. The temporal or redshift evolution of
these parameters serves as a window into the dynamic
nature of our model, shedding light on various as-
pects of the Universe’s evolution, particularly during
its late stages and with regard to stability considerations.
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Our discussion in this section serves as the bedrock
upon which a deeper comprehension of our model is
built. It lays the essential groundwork for subsequent
analyses and discussions. To initiate our exploration,
we leverage the field equations, denoted as Eqs. (11)
and (12). These equations provide us with a means to
express the energy density (ρ) and pressure (p) in specific
mathematical forms. This mathematical representation
is pivotal in uncovering the intricate details of our
model’s physical behavior and will serve as the basis
for our further investigations and interpretations. The
explicit expressions for ρ and p using Eqs. (22a) and
(23) are found in this case as;

ρ(t) =
−nµ[ν(m− 4t3) + 3n(8π + ν)]

2(−mt+ t4)2(4π + ν)(8π + ν)
(24)

and

p(t) =
nµ[8π(−2m+ 3n+ 8t3) + 3ν(−m+ n+ 4t3)]

2(−mt+ t4)2(4π + ν)(8π + ν)
(25)

The concept of the equation of state parameter denoted
as ω, holds significant importance in the realm of cosmol-
ogy. It serves as a fundamental tool for characterizing
the relationship between pressure (p) and energy density
(ρ) within a given system. This parameter is defined as
the ratio of pressure to energy density, and it plays a
crucial role in describing the thermodynamic behavior of
fluids within the Universe. The value of ω offers critical
insights into how a substance or component reacts to
variations in volume or temperature. These insights,
in turn, have profound implications for the overall
dynamics and fate of the Universe. In this context, we
have already derived expressions for both energy density
and pressure specific to our model.

Now, by employing Eqs. (24) and (25), we can de-
duce the expression for the equation of state parameter
ω, as follows:

ω(t) =
8π(2m− 3n− 8t3) + 3ν(m− n− 4t3)

ν(m− 4t3) + 3n(8π + ν)
(26)

V. DERIVING COSMOLOGICAL
PARAMETERS IN TERMS OF REDSHIFT

To effectively constrain our model parameters, we need
to express all the obtained cosmological variables in terms
of the redshift parameter, denoted as z. To achieve this,
we utilize the relationship between the redshift (z) and
the scale factor (a), given by

1 + z =
a0
a
, (27)

where a0 is the present value of the scale factor and gen-
erally normalized to be a0 = 1. The t− z relationship in
our case can be established as;

t = 3
√

k1
{
1 + [ζ(1 + z)]3

m
n

}− 1
3 (28)

Now, the Hubble parameter in terms of redshift z for the
Model is,

H(z) = H0

(
1 + ζ3η

)− 4
3 (1 + z)−3η

{
1 + [ζ(1 + z)]3η

} 4
3 ,

(29)
where m

n = η. Now, the deceleration parameter, energy
density, pressure, and the equation of state parameter
can be rewritten in terms of redshift z as follows;

q(z) = −1 + η − 4η

{1 + [ζ(1 + z)]3η}
, (30)

p(z) = −µH2
0 (1 + (ζ (1 + z))3η)5/3 (16π + 3ν) η (−3 + (ζ (1 + z))3η)− 3 (8π + ν) (1 + (ζ (1 + z))3η)

2 (4π + ν) (8π + ν) (1 + ζ2(1 + z)3η)8/3
(31)

ρ(z) = −

(
(1 + z)−6ηµH2

0

(
1 + ((1 + z)ζ)

3η
)5/3 (

3 (8π + ν − νη) + (3 (8π + ν) + νη) ((1 + z)ζ)
3η
))

2 (4π + ν) (8π + ν) (1 + ζ3η8)
1/3

(32)

ω(z) =
(16π + 3ν)η

(
−3 + ((1 + z)ζ)

3η
)
− 3(8π + ν)

(
1 + ((1 + z)ζ)

3η
)

3 (8π + ν − νη) + 3 (8π + ν) + νη ((1 + z)ζ)
3η (33)

To comprehensively explore the evolution of both geo-
metric and physical parameters, as well as to rigorously
assess the validity of our derived model, it becomes im-

perative to acquire precise values for the model parame-
ters that play a pivotal role in our theoretical framework.
Thus, we perform the data analysis in the subsequent sec-
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tion to derive some precise values of the model parameter.
Through this data analysis, we aim to gain a deeper un-
derstanding of the dynamics governing our cosmological
model and evaluate its consistency with observation too.

VI. DATA ANALYSIS

In this section, we conduct an extensive comparison be-
tween our proposed cosmological model and a wide range
of available cosmological data. Our aim is to understand
the fundamental characteristics of the model through var-
ious datasets, including the Cosmic Chronometers (CC),
type Ia supernovae (SNIa), Gamma Ray Bursts (GRBs),
Quasars (Q), Baryon Acoustic Oscillation (BAO) and
Cosmic Microwave Background (CMB) This rigorous in-
vestigation aims to determine the optimal values of key
model parameters, such as η, ζ. These datasets to-
gether describe how our model behaves in the context
of the f(Q) gravity framework. Importantly, we also ac-
count for the present-day Hubble function, denoted as
H0, which plays a crucial role in shaping our results.
To obtain best fit values our cosmological model we em-
ploy a robust Bayesian statistical methodology. This
method relies on likelihood functions and a well-accepted
technique called Markov Chain Monte Carlo (MCMC).
Within this Bayesian framework, we construct a proba-
bilistic assessment of how likely certain combinations of
model parameters are based on actual observations. Our
investigation reveals hidden aspects of our cosmological
model, offering valuable insights into how it deeply con-
nects with the observable universe.

A. Methodology

Constraining the Hubble function through observa-
tional data involves a process known as parameter es-
timation or model fitting. In our case, our goal is to
determine the optimal values of key model parameters,
using various datasets , including Cosmic Chronome-
ters (CC), Type Ia Supernovae (SNIa), Gamma-Ray
Bursts (GRBs), Quasars (Q), Baryon Acoustic Oscilla-
tions (BAO), and the Cosmic Microwave Background
(CMB). The initial step is to establish a likelihood func-
tion that measures the agreement between our model pre-
dictions and the observed data.

L(θ) = exp

(
−1

2

N∑
i=1

(Oi −Mi(θ))
2

σ2
i

)
(34)

Where Oi is the observed data point for the ith data
point, Mi(θ) is the model prediction for the ith data point
based on the parameters θ, and σi represents the uncer-
tainty associated with the observed data point. Next,
we perform Bayesian parameter estimation [89]. This re-
quires defining prior distributions for each parameters we
want to constrain, which should encapsulate any existing

knowledge or constraints. If strong prior information is
lacking, relatively flat priors can be used. The poste-
rior distribution, proportional to the likelihood function
multiplied by the prior distribution, is then computed as:

P (θ|D) ∝ L(θ)× π(θ) (35)

In the subsequent steps, Markov Chain Monte Carlo
(MCMC) is employed to explore the posterior distribu-
tion and derive parameter constraints [90]. This widely
employed sampling technique generates an extensive set
of samples from the posterior distribution, allowing for
the extraction of key statistical measures. These mea-
sures include mean, median, standard deviation, and
credible intervals for each parameter, providing opti-
mal parameter values and their associated uncertainties.
Subsequently, we rigorously evaluate our model’s perfor-
mance against the Cosmic Chronometers (CC) and type
Ia supernovae (SNIa) datasets. Visual comparisons and
quantitative metrics, such as chi-squared values or the
Akaike Information Criterion (AIC), are used to assess
the model’s fit. The ensuing discussions delve into the
implications of the derived parameter constraints, em-
phasizing the model’s alignment with observational data.
We explore potential physical interpretations and rami-
fications, enriching our understanding of the underlying
cosmological dynamics.

B. Data Discription

1. Cosmic Chronometers

In our analysis, we utilize thirty-one data points ac-
quired through the cosmic chronometers (CC) technique
for the determination of the Hubble parameter. This ap-
proach allows us to directly extract information about
the Hubble function at various redshifts, extending up to
z ≲ 2. The selection of CC data is motivated by its reli-
ability, as it primarily involves measurements of the age
difference between two passively evolving galaxies that
originated at the same time but have a slight separa-
tion in redshift. This technique enables us to compute
∆z/∆t, making CC data preferable to methods based on
absolute age determinations for galaxies [91]. Our cho-
sen CC data points were sourced from independent [92–
98]. Importantly, these references are not influenced by
the Cepheid distance scale or any specific cosmological
model. Nevertheless, it’s worth noting that they do de-
pend on the modeling of stellar ages, which is established
using robust stellar population synthesis techniques (for
more details, see [94, 96, 99–102] for analyses related to
CC systematics). We evaluate the goodness of fit using
the χ2

H estimator, which is expressed as follows:

χ2
CC(Θ) =

31∑
i=1

(H (zi,Θ)−Hobs (zi))
2

σ2
H (zi)

, (36)
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Here, H (zi,Θ) represents the theoretical Hubble param-
eter values at redshift zi with model parameters denoted
as Θ. The observational data for the Hubble parameter
at zi is given by Hobs (zi), with an associated observa-
tional error of σH (zi).

2. type Ia supernovae (SNIa)

Over the years, a multitude of supernova datasets has
been established, including references such as [103–107].
Recently, a refreshed version of the Pantheon dataset,
referred to as Pantheon+, has been introduced [108].
This updated compilation comprises 1701 data points of
type Ia supernovae (SNIa), spanning the redshift inter-
val 0.001 < z < 2.3. SNIa observations have played
a pivotal role in unveiling the phenomenon of the uni-
verse’s accelerating expansion. These observations serve
as crucial tools for investigating the nature of the driving
component behind this expansion, owing to SNIa’s status
as luminous astrophysical objects. These objects, often
treated as standard candles, enable the measurement of
relative distances based on their intrinsic brightness. The
Pantheon+ dataset stands as a valuable resource, offering
insights into the accelerating universe’s characteristics.
The chi-square statistic serves as a fundamental tool for
comparing theoretical models with observational data. In
the context of the Pantheon+ dataset, chi-square values
are computed using the subsequent equation

χ2
Pantheon+ = D⃗T ·C−1

Pantheon+ · D⃗ (37)

Here, D⃗ represents the difference between the observed
apparent magnitudesmBi of SNIa and the expected mag-
nitudes given by the cosmological model. M represents
the absolute magnitude of SNIa, and µmodel is the cor-
responding distance modulus predicted by the assumed
cosmological model. The term CPantheon+ denotes the
covariance matrix provided with the Pantheon+ data,
which includes both statistical and systematic uncertain-
ties. The distance modulus is a measure of the distance
to an object, defined as:

µmodel(zi) = 5 log10

(
DL(zi)

(H0/c) Mpc

)
+ 25 (38)

Here, DL(z) represents the luminosity distance, which is
calculated for a flat homogeneous and isotropic FLRW
universe as:

DL(z) = (1 + z)H0

∫ z

0

dz′

H(z′)
(39)

The Pantheon+ dataset differs from the previous Pan-
theon sample as it breaks the degeneracy between the ab-
solute magnitude M and the Hubble constant H0. This

is achieved by rewriting the vector D⃗ in terms of the
distance moduli of SNIa in the Cepheid hosts. The dis-

tance moduli in the Cepheid hosts, denoted as µCeph
i ,

are measured independently using Cepheid calibrators.
This allows for the independent constraint of the abso-

lute magnitude M . The modified vector D⃗′ is defined
as:

D⃗′
i =

{
mBi −M − µCeph

i if i is in Cepheid hosts

mBi −M − µmodel(zi) otherwise

(40)
With this modification, the chi-square equation for the
Pantheon+ dataset can be rewritten as:

χ2
SN = D⃗′T ·C−1

Pantheon+ · D⃗′ (41)

This revised formulation allows for improved constraints
on the absolute magnitude M and the cosmological
parameters.

We’ve also expanded our investigation to include a
subset of 162 Gamma Ray Bursts (GRBs) [109], span-
ning a redshift range of 1.44 < z < 8.1. In this context,
we define the χ2 function as:

χ2
GRB(ϕ

ν
g) = µgC

−1
g,covµ

T
g , (42)

Here, µg denotes the vector encapsulating the differences
between the observed and theoretical distance moduli for
each individual GRB. Similarly, for our examination of 24
compact radio quasar observations [110], spanning red-
shifts in the range of 0.46 ≤ z ≤ 2.76, we establish the
χ2 function as:

χ2
Q(ϕ

ν
q) = µqC

−1
q,covµ

T
q , (43)

In this context, µq represents the vector capturing the
disparities between the observed and theoretical distance
moduli for each quasar.

3. Baryon Acoustic Oscillations

To study Baryon Acoustic Oscillations (BAO), we uti-
lize a dataset consisting of 333 measurements [111–122].
However, considering the potential error arising from
data correlations, we select a smaller dataset of 17 BAO
measurements for our analysis (please see table 1 of this
work [123] ). This selection helps to reduce errors and
improve the accuracy of our results. One of the key mea-
surements obtained from BAO studies in the transverse
direction is the quantity DH(z)/rd, where DH(z) rep-
resents the comoving angular diameter distance. It is
related to the following expression [124, 125]:

DM =
c

H0
Sk

(∫ z

0

dz′

E (z′)

)
, (44)

where Sk(x) is defined as:
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Sk(x) =


1√
Ωk

sinh
(√

Ωkx
)

if Ωk > 0

x if Ωk = 0
1√
−Ωk

sin
(√

−Ωkx
)

if Ωk < 0.

(45)

Additionally, we consider the angular diameter dis-
tance DA = DM/(1 + z) and the quantity DV (z)/rd.
The latter is a combination of the coordinates of the
BAO peak and rd, representing the sound horizon at the
drag epoch. Furthermore, we can directly obtain ”line-
of-sight” or ”radial” observations from the Hubble pa-
rameter using the expression:

DV (z) ≡
[
zDH(z)D2

M (z)
]1/3

. (46)

By studying these BAO measurements, we gain
insights into the cosmological properties and evolution
of the universe, while minimizing potential errors and
considering relevant distance measures and observational
parameters.

4. Cosmic Microwave Background

The CMB distant prior measurements are taken [126].
The distance priors offer useful details about the CMB
power spectrum in two ways: the acoustic scale lA char-
acterizes the CMB temperature power spectrum in the
transverse direction, causing the peak spacing to vary,
and the ”shift parameter” R influences the CMB temper-
ature spectrum along the line-of-sight direction, affecting
the peak heights, which are defined as follows:

lA = (1 + zd)
πDA(z)

rs
, (47)

R(z) =

√
ΩmH0

c
(1 + zd)DA(z) (48)

The observables that [126] reports are:Rz = 1.7502 ±
0.0046, lA = 301.471 ± 0.09, ns = 0.9649 ± 0.0043
and rs is an independent parameter, with an associated
covariance matrix. (see table I in [126]). The points
represent the inflationary observables as well as the CMB
epoch expansion rate. In addition to the CMB points, we
also take into account other data from the late Universe.
The result is a successful test of the model in relation to
the data.
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FIG. 1. The above figure shows the MCMC confidence con-
tours at 1σ and 2σ obtained from the CC dataset.
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FIG. 2. The above figure shows the MCMC confidence con-
tours at 1σ and 2σ obtained from the SNIa dataset.
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FIG. 3. The above figure shows the MCMC confidence con-
tours at 1σ and 2σ obtained from BAO dataset.
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FIG. 4. The above figure shows the MCMC confidence con-
tours at 1σ and 2σ obtained from the CC + SNIa + GRB +
Q + BAO + CMB dataset.
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FIG. 5. The above figure shows the MCMC confidence con-
tours at 1σ and 2σ with respect to All dataset

MCMC Results
Dataset Parameter Model ΛCDM Model

CC H0 71.819162+3.670608
−5.331030 68.080661+2.121480

−2.121480

η 1.306004+0.092016
−0.171492

ζ 1.341120+0.142478
−0.216258

SNIa H0 74.945259+1.405723
−2.176923 74.174328+1.267662

−1.267662

η 1.210586+0.052141
−0.099643

ζ 1.451716+0.065137
−0.088348

BAO H0 68.882349+4.806346
−7.794739 69.089209+4.396874

−4.396874

η 1.241916+0.041110
−0.077956

ζ 1.459481+0.116204
−0.202248

Joint H0 70.090386+1.244084
−2.612879 69.854848+1.259100

−1.259100

η 1.253896+0.017497
−0.037139

ζ 1.401909+0.021304
−0.039846

TABLE I. Summary of MCMC Results obtained in the article.

The contour plots derived from various datasets, in-
cluding the CC dataset, BAO dataset, SNIa dataset, and
the combined dataset (CC + SNIa + GRB + Q + BAO
+ CMB), are presented in Figure 1, Figure 2, Figure 3,
and Figure 4, respectively. To provide a comprehensive
overview, we have overlaid all four figures from these di-
verse datasets in Figure 5. In Table I, we have tabulated
the best-fit values of the model parameters η and ζ, along
with the present-day Hubble function H0, complete with
their corresponding error bars.
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VII. OBSERVATIONAL AND THEORETICAL
COMPARISONS OF THE HUBBLE FUNCTION

AND DISTANCE MODULUS FUNCTION

After obtaining the best-fit values for our cosmo-
logical model parameters, it’s crucial to compare our
model with the widely accepted ΛCDM model. The
ΛCDM model has consistently aligned with various ob-
servational datasets and stands as a robust framework
for understanding the Universe’s evolution. This com-
parative analysis deepens our comprehension of differ-
ences between the two models, shedding light on the
implications of these disparities in cosmology. By ex-
amining deviations between our model and the ΛCDM
model, we pinpoint the specific features that distinguish
our parametrized model, such as the Universe’s dynam-
ics. This exploration provides valuable insights into our
model’s strengths and limitations, enriching our under-
standing of the cosmos. This comparison with the ΛCDM
model acts as a benchmark, allowing us to assess the
goodness-of-fit to observational data and gauge the align-
ment between our parametrized model and the estab-
lished ΛCDM framework.

A. Comparison with the CC data points

We evaluate our model’s compatibility with observa-
tional data by conducting a comparative analysis with
the Cosmic Chronometers dataset, consisting of 31 data
points represented by orange dots, each accompanied by
error bars represented by purple dots. This comparison
is illustrated in Fig 6, where our model’s predictions
are depicted by the purple line. To provide a reference
point, we also include the well established ΛCDM
model, represented by the black line, with cosmological
parameters Ωm0 = 0.3 and ΩΛ = 0.7. The results of this
analysis reveal a remarkable correspondence between
our model’s predictions and the observed data points,
as indicated by their close alignment. This alignment
underscores the ability of our model to effectively
capture the inherent features and trends within the
Cosmic Chronometers dataset. Consequently, our model
demonstrates its capability to reproduce the expansion
history of the universe, as inferred from the Hubble data.

B. Comparison with the type Ia supernova dataset

In this analysis, we carefully studied the µ(z) distance
modulus function for our Model alongside the data
from type Ia supernovae, which includes a significant
1701 data points. We also compared our Model with
standard ΛCDM Model. The results of this comparison
are represented in Fig 7. The figures clearly illus-
trate that our model and the ΛCDM model exhibit
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FIG. 6. Comparative analysis of our model ( Blue Line ) with
31 CC measurements ( Orange dots ) and ΛCDMmodel ( black
line ).

a commendable level of agreement with the type Ia
supernova dataset. This agreement indicates that these
models effectively capture and replicate the observed
distance measurements, signifying their consistency with
empirical astronomical data.
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FIG. 7. Comparative analysis of our model ( Blue Line ) with
1701 type Ia supernova measurements ( Orange dots ) and
ΛCDM model ( black line ).

C. Relative difference between model and ΛCDM

The Figure 8 illustrates the relative difference between
our Model and the standard ΛCDM model. It is evident
from the Figure that our Model exhibits distinct behavior
from the typical ΛCDM model, particularly noticeable
start form low redshift values (z > 0). As the redshift
increases, these disparities between our model and the
ΛCDM Model become more pronounced.
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VIII. COSMOGRAPHY PARAMETERS

A. The deceleration parameter

The deceleration parameter [127], denoted as ”q,” is
a fundamental cosmological parameter used in the study
of the expansion dynamics of the universe. It plays a
crucial role in understanding the past and future evolu-
tion of the cosmos. Introduced by Edwin Hubble in the
early 20th century, this parameter provides insights into
whether the expansion of the universe is slowing down
or accelerating. The deceleration parameter is defined in
terms of the second derivative of the scale factor of the
universe, which describes how the universe’s size changes
with time. Mathematically, it can be expressed as:

q = −aä

ȧ2
, (49)

where q is the deceleration parameter. a(t) represents
the scale factor of the universe as a function of time.
ȧ represents the first derivative of the scale factor with
respect to time. ä represents the second derivative of
the scale factor with respect to time. The value of the
deceleration parameter is indicative of the nature of the
cosmic expansion:

1. q > 0 (Decelerating Universe): If the deceleration
parameter is positive, it implies that the expan-
sion of the universe is slowing down over time. In
the past, this was the prevailing belief when the
gravitational attraction of matter was thought to
dominate the cosmic dynamics.

2. q = 0 (Critical Universe): A deceleration parame-
ter of zero suggests that the expansion is proceeding
at a constant rate. In this scenario, the universe’s
expansion is neither accelerating nor decelerating,
often referred to as a ”critical universe.”

3. q < 0 (Accelerating Universe): A negative value for
the deceleration parameter signifies that the uni-

verse’s expansion is accelerating. This phenomenon
gained significant attention in the late 20th century
when the discovery of dark energy provided a com-
pelling explanation for this observed acceleration.

In recent years, the study of the deceleration parameter
has become increasingly important in cosmology, partic-
ularly in the context of understanding dark energy and
the fate of the universe. It is a key parameter used in
observational cosmology to probe the nature of the com-
ponents of the universe, such as dark matter and dark
energy, and to determine the overall geometry of the uni-
verse.
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FIG. 9. Evolution of deceleration parameter with respect to
the redshift.

B. The jerk parameter

In the realm of cosmology, understanding the dynamics
of the universe’s expansion is of paramount importance.
While the Hubble constant and the deceleration param-
eter have been essential tools in characterizing this ex-
pansion, a more nuanced parameter known as the ”jerk
parameter” has emerged as a valuable addition to our
cosmological toolkit. The jerk parameter, denoted as ”j,”
provides a deeper level of insight into the cosmic accel-
eration, complementing the information offered by the
deceleration parameter [128]. The jerk parameter rep-
resents the third time derivative of the scale factor of
the universe, building upon the concepts embodied by
the Hubble parameter and the deceleration parameter.
Mathematically, it can be expressed as:

j =
1

a

d3a

dτ3

[
1

a

da

dτ

]−3

= q(2q + 1) + (1 + z)
dq

dz
, (50)

where: j is the jerk parameter, a(t) represents the scale
factor of the universe as a function of time, ȧ represents
the first derivative of the scale factor, ä represents the
second derivative of the scale factor,

...
a represents the

third derivative of the scale factor, z represents redshift.
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In the context of the Taylor expansion of the scale factor
around a reference time t0, the expansion takes the form:

a(t)

a0
= 1 +H0(t− t0)−

1

2
q0H

2
0 (t− t0)

2 +
1

6
j0H

3
0 (t− t0)

3

+O
[
(t− t0)

4
]
.

(51)
where the subscript 0 denotes current values. Here, H0

represents the Hubble constant at the reference time
t0, q0 is the deceleration parameter, and j0 is the jerk
parameter at the same reference time. In contempo-
rary cosmology, the jerk parameter has played a crucial
role in refining our knowledge of the universe’s evolution.
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FIG. 10. Evolution of jerk parameter with respect to the red-
shift.

IX. STATEFINDER DIAGNOSTIC

In the field of cosmology, the study of the universe’s
evolution, demands a comprehensive understanding of
dark energy (DE) and its influence on cosmic expan-
sion. To analyze this cosmic dynamic without bias to-
ward any specific DE model, cosmologists employ a valu-
able tool known as the statefinder diagnostic parameter.
This mathematical tool, pioneered by researchers [129–
132], employs higher derivatives of the cosmic scale factor
to characterize the universe’s expansion. Its primary pur-
pose is to distinguish and compare different DE models
effectively. What sets the statefinder diagnostic apart is
its model-independent nature, enabling the exploration
of various cosmological scenarios, including those with
diverse forms of dark energy. The statefinder diagnostic
is encapsulated in a parameter pair, denoted as {r, s}.
These parameters are defined as follows:

r =

...
a

aH3
, s =

r − 1

3
(
q − 1

2

) . (52)

These parameters leverage higher-order derivatives of the
scale factor, the Hubble parameter H, and the decelera-

tion parameter q to provide insights into cosmic expan-
sion. Various possibilities in the {r, s} and {q, r} planes
are exhibited to depict the temporal evolution of various
DE models. With the assistance of the statefinder diag-
nostics pair. In these cases, some specific pairs typically
correlate to classic DE models such as {r, s} = {1, 0}
represents ΛCDM model and {r, s} = {1, 1} indicates
standard cold dark matter Model (SCDM) in FLRW
background. Also, (−∞,∞) yields static Einstein Uni-
verse. In the r − s plane, s > 0 and s < 0 define a
quintessence-like model and phantom-like model of the
DE, respectively. Moreover, the evolution from phan-
tom to quintessence can be observed by deviation from
r, s = 1, 0. On the other hand, {q, r} = {−1, 1} cor-
responds to the ΛCDM model while {q, r} = {0.5, 1}
shows SCDM model. It is important to note that on a
r − s plane if the DE model’s trajectories deviate from
these standard values, the resulting model differs from
the normal cosmic model.
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X. OM DIAGNOSTIC

In the realm of cosmology, the Om(z) diagnostic [133–
136] parameter plays a pivotal role in unraveling the cos-
mic mysteries. It’s an essential tool for gauging the rela-
tive contribution of matter to the universe’s total energy
density, shedding light on the universe’s overall geom-
etry. ωm, the heart of this diagnostic, tells us about
the ratio of current matter density to the critical den-
sity required for a flat universe. If ωm is less than 1, it
hints at an open universe, while a value greater than 1
suggests a closed one. This parameter serves as a geo-
metric yardstick and plays a crucial role in testing the
ΛCDM model, which posits three primary components:
dark matter, ordinary matter (baryonic), and enigmatic
dark energy. One of the remarkable aspects of ωm is its
ability to discern different dark energy models from the
standard ΛCDM model. By altering the slope of Om(z),
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this diagnostic efficiently distinguishes between various
models. A positive slope signifies a quintessence model,
while a negative slope points to a phantom model. A
constant slope, on the other hand, aligns with the cos-
mological constant. This feature allows us to explore the
intricate balance among these cosmic components. Much
like the statefinder diagnostic, Om(z) serves as a power-
ful tool for understanding cosmic evolution, geometry,
and the interplay of matter in shaping the universe’s dy-
namics. In a flat universe, Om(z) is defined as:

Om(z) =

(
H(z)
H0

)2
− 1

(1 + z)3 − 1
. (53)
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XI. PHYSICAL PARAMETERS

In cosmology, physical parameters such as pressure,
equations of state, and the density parameter (denoted
as ρ) play crucial roles in describing the behavior and
evolution of the universe. Here’s a general overview of
these concepts along with their associated formulas:

A. Pressure Density p

Pressure density influences the overall behavior of the
universe’s expansion. The pressure associated with cos-
mic components, such as matter, radiation, and dark en-
ergy, affects how they contribute to the expansion rate.
Positive pressure (like that of matter) tends to slow down
the expansion, while negative pressure (like that of dark
energy) can accelerate it.
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FIG. 14. Pressure density versus redshift for model.

B. Energy Density ρ

Energy density refers to the amount of energy con-
tained within a given volume of space. In cosmology, it
quantifies the total energy content of a specific cosmic
component. Energy density is a crucial parameter as it
determines the gravitational effects of that component on
the overall cosmic dynamics.

C. Equation of State ω

The equation of state in cosmology establishes a rela-
tionship between the pressure (P) and energy density (ρ)
of a cosmic component, effectively describing how pres-
sure and density interrelate. In its general form, this
equation is expressed as P = ωρ, where ”(ω)” serves
as the parameter characterizing the equation of state.
Different values of ”(ω)” correspond to distinct cosmic
components. For instance, when w = 0, it corresponds
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to non-relativistic matter (e.g., cold dark matter). A
value of ω = 1/3 corresponds to radiation (e.g., photons),
while ω ≈ −1 aligns with dark energy, exhibiting proper-
ties akin to a cosmological constant (Λ). These varying
values of ”(ω)” play a critical role in characterizing the
behavior and properties of different cosmic components
within the framework of cosmological models.
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FIG. 16. Evoluation od EoS Parameter.

XII. STATISTICAL ANALYSIS

To determine the optimal model for our analysis, it
is crucial to consider the number of free parameters as-
sociated with each model, in addition to the χ2

min value
obtained. While choosing among the various information
criteria available in the literature is not a straightforward
task [137], we opt for the most commonly used ones. One
of these is the Akaike Information Criterion (AIC) [137–
139], defined as:

AIC ≡ −2 lnLmax + 2ptot = χ2
min + 2ptot (54)

Here, ptot represents the total number of free parame-
ters in the specific model, and Lmax signifies the maxi-
mum likelihood of the model being considered. Addition-

ally, we incorporate the Bayesian Information Criterion
(BIC), introduced by [137–139], which is defined as:

BIC ≡ −2 lnLmax + ptot ln (Ntot) (55)

By utilizing the definitions (54) and (55), we compute
the discrepancies △AIC and △BIC relative to the
ΛCDM model in question. In accordance with [140],
if 0 < |△AIC| ≤ 2, it implies that the compared
models may be viewed as compatible with each other.
Conversely, if |△AIC| ≥ 4, it indicates that the model
with the higher AIC value is not supported by the data.
Similarly, for 0 < |△BIC| ≤ 2, the model exhibiting
the higher BIC value is marginally less favored by the
data. In cases where 2 < |∆BIC| ≤ 6 (|△BIC| > 6),
the model with the higher BIC values is significantly
(highly) less favored. The specific distinctions among
the investigated cosmological models are detailed in II.

In cosmology, the terms ”P-value” and ”L-statistic”
are commonly used in statistical analyses to assess the
significance of observations and test hypotheses.

• P-value (Probability Value) The P-value is a statis-
tical measure that quantifies the evidence against
a null hypothesis. It tells you the probability of
observing data as extreme or more extreme than
what you have, assuming that the null hypothesis
is true. In cosmology, P-values are often used in the
context of hypothesis testing [141–143]. For exam-
ple, when analyzing cosmic microwave background
(CMB) data, cosmologists may calculate P-values
to assess whether the observed CMB power spec-
trum matches the predictions of a particular cos-
mological model. A low P-value suggests that the
data is inconsistent with the model, while a high
P-value suggests that the data is consistent with
the model.

• L-statistic (Likelihood Statistic) The L-statistic, of-
ten referred to as the likelihood ratio [144–146],
is a statistical measure used to compare the like-
lihood of observing data under two different hy-
potheses. In cosmology, the L-statistic is frequently
used when comparing different cosmological models
or parameter values. For instance, in Bayesian cos-
mological analyses, the likelihood function quanti-
fies how well a given model explains the observed
data. The L-statistic is used to compare the likeli-
hoods of different models, and models with higher
likelihoods are considered more compatible with
the data.

In practical terms, when cosmologists perform statistical
analyses in cosmology, they often calculate likelihoods
and P-values to evaluate the goodness of fit between ob-
servational data and theoretical models. These statistical
tools help cosmologists make inferences about the param-
eters of the universe, such as the density of dark matter,
dark energy properties, and the geometry of the universe.
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Model χ2
tot

min
χ2
red Kf AICc ∆AICc BIC ∆BIC P-value L-statistic

ΛCDM Model 1107.35 0.9645 3 1113.35 0 1128.83 0 0.712755 254.538726

Model 1108.32 0.9634 3 1114.32 0.97 1129.80 0.97 0.776201 251.087532

TABLE II. Summary of χ2
tot

min
, χ2

red , AICc, ∆AICc, BIC, ∆BIC, P-value and L-statistic for ΛCDM and f(Q,T ) model.
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XIII. RESULTS

a. deceleration parameter Fig 9 represents the
redshift evolution of the deceleration parameter (q)
across various cosmological epochs, denoted by the
redshift (z), as constrained by different datasets, includ-
ing Cosmic Chronometers (CC), Type Ia Supernovae
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FIG. 19. The superimposed overlays of Gaussian Probability
Density Functions (PDFs) on the L statistics for both models.

(SNIa), Baryon Acoustic Oscillations (BAO), and a
Joint Dataset encompassing CC + SNIa + Gamma-
Ray Bursts (GRB) + Quasars (Q) + BAO and ΛCD
paradigm. At high redshifts, corresponding to earlier
epochs in the universe’s history, the model exhibits
a noteworthy convergence toward a consistent value
of q across all analyzed datasets, specifically around
0.2763. As the universe evolves and redshift decreases,
it undergoes a phase transition from a decelerating
phase to an accelerating one. Nonetheless, the long-term
behavior of the two models starkly diverges. In the
ΛCDM model, the Universe ends in a de Sitter phase
characterized by q = −1. Conversely, in the proposed
model, a state of super-accelerated evolution emerges,
with q(−1) ≈ −4.7 while in the ΛCDM model the
Universe ends in a de Sitter phase, with q = −1, in
the purposed model a super-accelerated evolution does
occur, with q(−1) ≈ −4.7. An intriguing and noteworthy
observation is that the model predicts an acceleration
at half-time higher than the ΛCDM model with an
approximate value of q(0) ≈ −1, whereas the ΛCDM
model predicts a value of approximately q(0) ≈ −0.5.
This deceleration parameter maintains consistency
across all the datasets employed in our comprehensive
analysis.
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b. jerk parameter Fig 10 illustrates the redshift-
dependent behavior of the jerk parameter across the
various datasets. At high redshifts, the value of j
in the proposed model is across all datasets and the
ΛCDM model consistently converges to approximately
1. However, important differences do exist at lower
redshifts, with a very significant difference appearing at
z = 0, where the proposed model predicts a value higher
than the ΛCDM value of j = 1 across all datasets.
Determining the current value of j through observations
can be a crucial test for the proposed model cosmological
model. As we look far into the future, with decreasing
redshifts, the jerk parameter consistently approaches
a value of about j = 48 across all datasets. This
convergence strongly suggests that the proposed model
predicts a coherent evolution towards a state of uniform
acceleration in the distant cosmic era.

c. {r, s} profile The {r, s} profile of our obtained
cosmological model, as depicted in Fig 11, reveals
a fascinating cosmological evolution. At the initial
stages, the model exhibits values in the range r < 1
and s > 0, which correspond to characteristics akin to
the quintessence region In cosmology, quintessence is
a dynamic form of dark energy with a varying energy
density and negative pressure, potentially explaining the
universe’s accelerated expansion. Further by crossing
intermediate ΛCDM fixed point {0, 1}, it transitions
into a different region where r > 1 and s < 0, represent
Chaplygin gas. Chaplygin gas is a cosmological model
featuring exotic matter with unique properties, used to
explain cosmic expansion. Remarkably, this {r, s} profile
consistently exhibits the same behavior with respect to
all the datasets used in our analysis.

d. {r, q} profile The {r, q} profile of our derived
cosmological model, as shown in Fig 12, reveals a
fascinating evolution. Initially, the model exhibits values
within the region q > 0 and r < 1, which resembles
characteristics commonly linked with the quintessence.
As the Universe evolves, a distinctive transition occurs,
leading the model into a different region characterized
by q < 0 and r > 1, represented by the Chaplygin
gas scenario. Notably, this {r, q} profile consistently
demonstrates the same behavior across all the datasets
integrated into our analysis.

e. Om Diagnostic Fig. 13 illustrates how Om(z)
changes as we look at different redshifts (z). Om(z) is
always lower than the current matter density parameter,
Ωm0, indicating that the model falls into the quintessence
domain in the early universe. For redshifts below zero
z < 0, Om(z) drops rapidly and becomes negative,
indicating that the model enters a phase characterized
as the ”phantom region. The Phantom Dark Energy

Model is a cosmological theory where dark energy, with
an equation of state parameter below −1, drives an
accelerating universe and predicts a cataclysmic ”Big
Rip” end. This pattern remains consistent across all
datasets.

f. Physical Parameters Figures 14, 15, and 16 pro-
vide the necessary illustration into the dynamic evolution
of physical parameters, pressure (p), energy density (ρ),
and the equation of state parameter (ω) at different
redshifts. These figures meticulously portray how these
parameters change as a function of redshift, with each
curve representing a distinct set of model parameters
derived from diverse datasets. The beauty of these
plots lies in their ability to unveil the intricate phases
of evolution exhibited by these physical parameters at
different points in cosmic history. In particular, Figure
14 unveils the transition in the pressure parameter: it
shifts from being positive in the early universe to be-
coming increasingly negative as time progresses, hinting
at the onset of late-time cosmic acceleration. However,
what truly sets this observation apart from conventional
cosmological models like the Lambda Cold Dark Matter
(ΛCDM) model is the intriguing revelation that the
pressure doesn’t just remain negative; it veers towards
extreme negativity in the distant future, even diverging
entirely. This divergence suggests the possibility of a
cosmic fate like the ”Big Rip.” Meanwhile, Figure 15
charts the path of energy density (ρ), illustrating how
it initially diminishes from its higher values in the past
to its present, smaller magnitude. However, rather
unexpectedly, it then move towards substantial growth,
reaching extraordinarily high values in the far-off future
before, once again, diverging. This peculiar behavior
aligns with the notion of a future singularity akin to
the Big Rip, where cosmic densities surge towards
infinity. Lastly, Figure 16 serves as a window into the
universe’s cosmic temperament through the equation of
state parameter (ω). Here, we witness the universe’s
evolution from an early phase of decelerating expansion
to the current epoch of accelerating expansion. Yet, it is
the futuristic view of ω that truly captivates; it plunges
into profoundly negative territory, echoing the prospect
of a cataclysmic Big Rip-type singularity in the cosmic
evolution. In essence, these figures not only describes
the evolution of the universe in the past but also show
the far future behaviour.

g. Statistical Analysis Based on the table II. We
conduct a comparative analysis between our proposed
model and the ΛCDM Model. We will use several statis-
tical criteria, including χ2

min, χ
2
red, AIC, ∆AIC, BIC,

and ∆BIC. Additionally, we will assess the significance
of ∆AIC and ∆BIC” in the process of model selection.
Our model has a χ2

min value slightly higher than that of
the ΛCDM Model, indicating a slightly worse goodness
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of fit in terms of minimizing the total χ2. The χ2
red value

for our model is also slightly higher, suggesting a slightly
worse fit when accounting for the degrees of freedom.
The AIC and ∆AIC of our model have a higher AIC
value compared to the ΛCDM Model, indicating that the
ΛCDM Model is more favorable in terms of the balance
between goodness of fit and model complexity according
to AIC. The calculated ∆AIC of 0.97 suggests that our
model is less supported compared to the ΛCDM Model.
This value falls within the range of models that are less
strongly supported according to AIC. Our Model has a
higher BIC value than the ΛCDM Model, further sup-
porting the notion that the ΛCDM Model is preferred in
terms of model complexity and goodness of fit according
to BIC. The calculated ∆BIC of 0.97 indicates that the
ΛCDM Model is more favored compared to our model.
This suggests that the ΛCDM Model is preferred over
our model according to BIC. Fig. 17 shows that both
models have relatively high p-values (above 0.7), indicat-
ing that the observed data is reasonably consistent with
both the ΛCDM model and our Model. For the ΛCDM
model, the L-statistic is 254.538726. For our Model, the
L-statistic is 251.087532. In this case, the ΛCDM model
has a slightly higher L-statistic compared to Our Model
(254.538726 vs. 251.087532). This indicates that the
ΛCDM model may provide a slightly better fit to the
data. Fig. 18 provides the comparative histogram distri-
bution of L statistics for ΛCDM model and our Model.
The x-axis represents the L statistics values, while the
y-axis represents the frequency or count of data points
within each bin. You can observe how the L statistics
are distributed for both models. Look for differences in
the central tendencies (peaks) and spreads (widths) of
the distributions. Since our model’s histogram is similar
to the ΛCDM histogram, it suggests that our model is a
reasonable fit for the data, Fig. 19 provides the superim-
posed plot overlays Gaussian Probability Density Func-
tions (PDFs) on the L statistics for both models. The
x-axis represents the L statistics values, and the y-axis
represents the probability density. Again the Gaussian
PDF of our model is closely aligned with the histogram
of L statistics, it suggests a better match between the
ΛCDM model and the data.

XIV. CONCLUSION

In this study, we conducted a comprehensive and
rigorous examination of the f(Q,T ) cosmological model.
We extend the analysis conducted in classical gravity
by incorporating a parametrization of the deceleration
parameter, as outlined in the reference [37]. Our
investigation encompasses the realm of f(Q,T ) gravity,
allowing us to explore its implications and effects on
the parametrization. This model was compared against
a range of cosmological observations, encompassing
31 Cosmic Chronometers, 1071 type Ia supernovae
measurements, 162 Gamma Ray Bursts (GRBs), 24

measurements from compact radio quasars, 17 Baryon
Acoustic Oscillation (BAO) measurements, and CMB
distant prior. To determine the best-fit value for the
model parameters, we employed the Markov Chain
Monte Carlo (MCMC) methodology, allowing us to
derive the optimal fit for these parameters. Subse-
quently, utilizing these best-fit values, the data-fitting
process yielded exceptionally accurate outcomes for both
the CC and SNIa datasets. We observed the redshift
evolution of the deceleration parameter (q) across
different cosmological epochs using various datasets.
At high redshifts, the models converged to a consistent
value of q ≈ 0.2763. However, as the universe evolved,
significant differences emerged. In the ΛCDM model,
the universe ended in a de Sitter phase (q = −1”),
while our proposed model exhibited super accelerated
evolution (q ≈ −4.7), leading to intriguing differences in
the predicted acceleration at present and in the distant
future. We examined the redshift dependent behavior of
the jerk parameter across datasets. Both the proposed
model and the ΛCDM model consistently converged to
j ≈ 1 at high redshifts. However, a significant difference
was observed at the current redshift (z = 0), where our
model predicted a value higher than the ΛCDM value
of j = 1”. This presents a crucial test for the proposed
model. The analysis of the {r, s} profile revealed a
fascinating cosmological evolution. Our model exhibited
characteristics resembling quintessence and Chaplygin
gas phases, maintaining consistency across all datasets.
The {r, q} profile depicted a dynamic evolution, transi-
tioning from quintessence-like behavior to a Chaplygin
gas scenario. This behavior remained consistent across
all datasets. The Om(z) analysis indicated that our
model fell into the quintessence domain in the early
universe and entered a ”phantom” region at redshifts
below zero, consistent with the behavior of a Phantom
Dark Energy Model. The analysis of pressure (p),
energy density (ρ), and the equation of state parameter
(ω) across varying redshifts reveals deviations from
standard cosmological models like the ΛCDM model.
These deviations hint at a unique cosmic fate marked by
unprecedented negativity and divergence a phenomenon
evocative of the enigmatic ”Big Rip” singularity. The
comparative analysis between our proposed model and
the ΛCDM Model, as indicated by various statistical
criteria including χ2

min, χ2
red, AIC, ∆AIC, BIC, and

∆BIC, reveals important insights. While our model
exhibits slightly higher χ2

min and χ2
red values, suggesting

a slightly worse goodness of fit and fit-adjusted for
degrees of freedom, respectively, the ΛCDM Model
stands as the more favorable choice in terms of both
AIC and BIC. AIC and BIC differences indicate stronger
support for the ΛCDM Model. However, both models
display reasonably high p-values, implying compatibility
with observed data. Although our model closely aligns
with data distribution, the ΛCDM Model marginally
outperforms it, as evident from L-statistics and PDF
overlays. In conclusion, while our proposed model
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provides intriguing insights and predicts unique cosmic
behaviors, such as super acceleration, the standard
ΛCDM Model remains favored by statistical criteria.
The differences observed in various cosmological pa-
rameters and profiles underscore the complexity of

cosmological models and the need for ongoing research
to refine our understanding of the universe’s evolution.
Further observations and refined datasets may shed
more light on these intriguing cosmological phenomena.
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Abstract—Android being the most famous Operating System
(OS) for smart hand-held devices also serves as a prime attraction
for cyber-criminals and black hat hackers. Hacking into these
devices through malware applications gives them access to the
data which can be used for personal gains. These applications
have been a prime source of cyber crimes, information leaks,
financial frauds, and much more. In order to get control over
malware applications, it is of utmost importance to detect these
applications before they are installed on any system. This can
prevent huge losses for mankind. Malware detection has become
a challenge due to constant technological advancements. Most of
the data about an app including permissions, activities, services,
etc can be extracted using its manifest file.The concept of Multiple
Correlation Coefficient has been used to rank these permissions
and then build a machine learning and deep learning model
using various classifiers in a k-fold setup. The results suggest that
the presented model gives a detection accuracy of 97.54% with
Random Forest Classifier. This accuracy is observed with the top
210 permissions as ranked by Multiple Correlation Coefficient.

Keywords: Mobile Security, Mobile Malware, Malware Detection,
Permissions, Multiple Correlation Coefficient.

I. INTRODUCTION

Currently, as hand-held devices become more and more
prevalent, smartphones are gaining access to an increasing
amount of private information. Advanced malware, specifically
Android spyware, acquires or uses such data without the
consent of the user. Therefore, it becomes highly important to
provide constructive techniques for evaluating and identifying
these threats.

The hand-held device operating system (OS) popularly
known as Android was developed specifically for touchscreen
devices like smart mobile phones and tablets.

The important milestones of the Android platform are
displayed in Table I. Every program on Android runs in a
security isolation container known as the ”Sandbox”. The
permission system controls how resources are accessed by
Android applications and verify that they do so legally and are
not doing it maliciously. Different methods are used to create
restrictions. To safeguard data, storage isolation is sometimes
used; alternatively, ”Permission List” mechanism constraints

are set up to limit access to important APIs. Some of these
secured APIs are listed below: Place of the camera (GPS)
SMS/MMS, Bluetooth phone, network, and data (GSM and
Wi-Fi).

II. RELATED WORK

This subsection focuses on the works suggested in the litera-
ture for detecting Android malware. The detection mechanisms
for Android malware are classified into three main categories,
which are Static, Dynamic, and Hybrid, based on the detection
features utilized. These techniques will be further discussed in
the upcoming sections.

A. Static Detection

Ahmed et al. [1] proposes an Android malware detection
approach based on static feature analysis using four different
machine learning algorithms: K-Nearest Neighbor (KNN),
Random Forest (RF), Decision Tree (DT), and Support Vector
Machine (SVM). The RF algorithm achieved the highest detec-
tion accuracy of 99.5%, while the KNN algorithm achieved the
highest F1-score of 0.999. Alazab et al.[2] uses a combination
of permission requests and API calls on a dataset of 10,000
android applications employing machine learning techniques.

By leveraging the static properties of permissions, intents,
and APIs, Taheri et al. [3] were able to determine the simi-
larities between malware and non-malware apps by applying
Hamming Distance.

According to Selvaganapathy et. al.[4] the proficiency of
malware developers has increased in order to evade detection
by anti-malware software.

Arora et al. [5] examined permissions in pairs in order
to find malware. In order to identify malware in Android
applications, Wang et al. [6]combined API calls and associated
function call graphs with text properties like permissions
and intents. From the Android samples, the FAMD (Fast
Android Malware Detection) model [7] extracted permissions
and Dalvik code segments. They also used the CatBoost clas-
sifier for malware identification and the N-gram approach to
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TABLE I
MAJOR MILESTONES IN ANDROID OPERATING SYSTEM

Date Event
1-July-2005 Google acquired Android Inc.
12-November-2007 Android was released.
28-August-2008 Announcement of Android market.
23-September-2008 Release of Android 1.0 platform.
21-November-2008 Android was open-sourced.
13-February-2009 USA Android Market started accepting Paid applications.
2009-2022 Android platform grew over multiple versions and still gets continuous updates.
The latest version is Android 12.0 Snow Clone

minimize the dimensionality of the feature space. To identify
fraudulent Android apps, Firdaus et al. [8] applied Factor-
ization Machine architecture to the collection of manifest
components.

For the purpose of identifying malware, the approach pro-
posed by Vu et al. [9] examined API calls and their call graphs.
Each application’s adjacency matrix was created using the
APK source code. APK source code was transformed into
call-graphs using API calls, and CNN was then trained to
recognise malicious programmes. A couple of more studies,
such as [10] and [11] extract static features for malware detec-
tion on the Android platform. A feature transformation-based
Android malware detector is discussed by Han et al. [12],
which presents three new forms of feature transformations
that reversibly shift well-known features into a new feature
domain. Y. Zhang et al. [13] used the code semantic structure
features to reflect deep semantic information and proposed
a pre-processing method of APK files to generate graphics
that reflect the code semantic features, whereas Azar et al.
[14] proposed a model with the capabilities of both binary
file feature representation and feature selection for malware
detection.

To provide a real-time and responsive detection environment
on mobile devices against malware, Feng et al. [15] used
customised deep neural networks, and Bibi et al. [16] pro-
posed a strong, scalable, and effective Cuda-empowered multi-
class malware detection technique using Gated Recurrent Unit
(GRU) to identify sophisticated Android malware. Common
malicious system call codes were discovered by Surendran et
al. [17] in the system call sequence of many malware types.

B. Dynamic Detection

The use of static detection mechanisms may not have
the ability to identify the malicious component as they do
not run the applications. This means that during updates,
these harmful components can be downloaded without being
detected. Therefore, researchers proposed the use of dynamic
solutions to detect malware in Android. Some research has
focused on detecting malicious apps that use features based
on the Android operating system. By using Natural Language
Processing techniques on the HyperText Transfer Protocol
(HTTP) headers, Wang et al. performed virus detection in [18].

C. Hybrid Detection

In the literature, there are hybrid solutions that aim to merge
the benefits of both static and dynamic approaches. These
solutions combine static and dynamic features to develop a
hybrid detection model. Machine learning approaches were
used by Mahindru et al.[19] after important features including
app ratings, dynamic API calls, permissions, and the number
of people that downloaded the app were extracted. Mehtab et
al. [20] introduced the ”AdDroid model,” which analyses An-
droid behaviours like uploading a file to a server, connecting
to the internet, installing packages on the device, etc. to detect
malicious activity on a device.

Zhu et al. [21] discovered Android malware by keeping an
eye on run-time-related events, critical APIs, and permissions.
According to experimental findings cited by Khariwal et al.
[22], the best feature set for Android malware analysis in-
cluded 25 features, including 5 permissions, 2 intentions, 9 ac-
tivities, 3 content providers, 4 hardware components, 1 service,
and 1 broadcast receiver. They implemented the information
gain to rank the manifest file components. In order to identify
zero-day malware families, Qiu et al. [23] employed multi-
label classification models to the set of extracted features, such
as permissions, API calls, network addresses, etc. Recently
developed methods by Kim et al. [24] and Zhu et al. [25], have
also looked at manifest properties for malware identification.
Ribeiro et al. [26] used features that show how memory, CPU,
battery life, and network traffic are consumed when running
mobile applications for virus detection. As a result of the
computational complexity and significant overheads associated
with extracting dynamic data such system calls as opposed
to static techniques, a static malware detection approach is
described in this research. Khariwal et al. [27], information
acquired was used to rate permissions and intentions, and this
rating was then used to identify dangerous apps. Arora et al.
[28] joined the network traffic with permissions to introduce
two unique hybrid detection approaches.Similar to this, static
and dynamic feature combinations were examined for malware
detection by Arora et al. [29] and arshad et al. [30].

III. PROPOSED METHODOLOGY

In this section, we introduce the proposed method for
identifying harmful Android applications. We acquired An-
droid APK files and extracted the permissions specified in
the AndroidManifest.xml files. These permissions served as
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Fig. 1. Basic Flow of the Research

a unique characteristic to distinguish and classify malicious
files from non-malicious ones by applying machine learning
and deep learning techniques. Before applying the Machine
Learning and Deep learning techniques, we performed feature
selection using the coefficient of multiple correlation. We used
the coefficient of multiple correlations to create combinations
of permissions that are highly correlated with the target
variable. These combinations were then ranked based on their
correlation strength, allowing us to select the top-performing
permissions for use in our models.

Once the ranked permissions were identified, we trained
our data set using various machine learning and deep learning
models. This allowed us to evaluate the effectiveness of
our approach in improving model performance compared to
traditional methods of selecting permissions. The basic flow
of the research has also been depicted using a flowchart
shown in Fig.1. Overall, this research aimed to contribute to
the development of more effective and interpretable machine
learning and deep learning models by improving the selection
and ranking of permissions.

A. Dataset Construction

i. Data Collection: For our research, we acquired a dataset
consisting of 55,609 benign apks and 55,805 malicious apks.
The benign apps were sourced from the Android Play Store,
ApkMirror and Androozo which included popular apps like
Whatsapp and BeautyCam. We ensured the normal apps

Fig. 2. A snippet of the manifest file from which permissions were extracted

were not malicious by cross-checking them on the VirusTotal
website.

ii. Extraction of Manifest Files: To extract the static
features we needed for our research, we retrieved the manifest
files of Android applications as shown in Fig.2. The Apktool
was used to extract these files from the apk package.

B. Permission Selection using Coefficient of Multiple Corre-
lation

For Calculating the coefficient of multiple correla-
tion, we first calculate the vector c given by c =
(rx1y, rx2y, . . . , rxNy)

⊤ of correlations rxny between the pre-
dictor variables xn (independent variables) and the target
variable y (dependent variable), and the correlation matrix Rxx

of correlations between predictor variables. The square of the
coefficient of multiple correlation is given by

R2 = c⊤R−1
xx c (1)

where c⊤ is the transpose of c, and R−1
xx is the inverse of

the matrix Rxx as described in (2):

Rxx =


rx1x1

rx1x2
. . . rx1xN

rx2x1

. . .
...

...
. . .

rxNx1
. . . rxNxN

 (2)

Using equation (1), we compute the coefficient of Multiple
Correlation (CMC) Value to examine the extent of the associ-
ation between individual permissions and Malware Detection.
Specifically, we calculated the CMC Value for each possible
pair of permissions and subsequently obtained the CMC Score
for each permission. The CMC Score was computed as the
mean value of CMC values for all pairs in which a particular
permission was present. The purpose of computing the CMC
Score was to derive a scalar value that reflects the strength of
association between each permission and Malware Detection.
Based on the scalar CMC scores, we ranked the permissions
in order of their relative importance in predicting Malware
Detection.
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C. Machine Learning Classifiers

In our model, we applied three machine learning classifiers
namely, Naı̈ve Bayes, Random Forest, and few more. The
following discussion gives details on the classifiers which we
have used.

i. Naı̈ve-Bayes: Naı̈ve-Bayes is a probabilistic, supervised
machine learning technique that applies the famous Bayes
theorem to classification tasks.

ii. Random Forest: Random Forest is a popular and
efficient ensemble model that is based on Decision Trees with
further enhancements resulting in a low bias and low variance
final ensemble.

iii. Decison trees: A decision tree is a widely used machine
learning approach for classification and regression issues.

iv. Logistic Regression:Logistic regression is a widely used
statistical method for binary classification problems.

iv. Extreme Gradient Boosting(XG Boost):XGBoost (eX-
treme Gradient Boosting) is a well-known and very efficient
machine learning technique for supervised learning tasks.

D. Deep Learning Classifiers

i. Recurrent Neural Networks (RNNs) Recurrent Neural
Networks (RNNs) are a class of neural networks that are
particularly suited for processing sequential data.

IV. RESULTS AND DISCUSSION

This section presents an analysis of the outcomes generated
by the proposed model.

Table II: Top Ranked Permissions
Permission CMC Score

READ PHONE STATE 0.7186

SYSTEM ALERT WINDOW 0.6117

CHANGE WIFI STATE 0.5404

MOUNT UNMOUNT FILESYSTEMS 0.5372

GET TASKS 0.5140

In the first step, we identify the most significant permissions
ranked by the CMC Score. The Table II, which displays the
top 5 permissions ranked by the CMC Score, highlights that
the permission ”READ PHONE STATE” has the highest CMC
Score. The top-ranked features have a positive impact on the
proposed model’s detection accuracy.

A. Detection Results With Machine Learning and Deep Learn-
ing Algorithms

In this section, we report the outcomes of our proposed
approach for detecting potential issues. First we present the
detection results obtained by utilizing the Logistic Regression
algorithm, where we evaluated different sets of permissions in
each iteration. Table III presents a summary of the detection
outcomes, where the accuracy is measured for each set of
permissions used. The results show that an accuracy of 95.72%
is achieved when utilizing the top 110 ranked permissions as
sorted by the Coefficient of Multiple Correlation Value. Simi-
larly, other results in the table can be interpreted accordingly.

Table III : Detection Results with Logistic Regression

No. of Ranked Permissions Accuracy
Without Feature Selection 95.68

Top 10 91.78
Top 20 94.34
Top 30 94.62
Top 40 95.15
Top 50 95.10
Top 60 95.14
Top 70 95.55
Top 80 95.55
Top 90 95.59

Top 100 95.70
Top 110 95.72
Top 120 95.70
Top 130 95.69
Top 140 95.68
Top 150 95.68

Table IV presents the outcomes of utilizing the Naive
Bayes classifier for identifying potentially harmful Android
applications, with different sets of top-ranked permissions.
We found that the highest accuracy achieved was 88.36%
when using the top 30 ranked permissions. We observed that
increasing the number of permissions beyond 30 did not result
in a further improvement in the detection accuracy.

Table IV: Detection Results with Naive Bayes Classifier

No. of Ranked Permissions Accuracy
Without Feature Selection 52.74

Top 10 88.10
Top 20 87.43
Top 30 88.36
Top 40 84.94
Top 50 84.21
Top 60 84.18
Top 70 83.47
Top 80 83.65
Top 90 82.32

Top 100 81.50

The outcomes of using the Decision Tree Classifier for
detecting Android malware are summarized in Table V. The
top 200 ranked permissions yielded the highest accuracy of
96.86% with no improvement in detection accuracy upon
further increasing the number of permissions.

Table VI presents the outcomes of using the Random Forest
Classifier algorithm for detecting Android malware. The top
210 ranked permissions resulted in the highest accuracy of
97.54%. As with the other classifiers, increasing the number
of permissions beyond 210 did not lead to any improvement
in the detection accuracy.

Table VII outlines the results obtained from utilizing the
XGBoost algorithm for detecting Android malware. The high-
est accuracy of 87.32% is achieved when utilizing the top
140 ranked permissions. Similar to the other classifiers, we
observed that including more permissions did not lead to
a significant improvement in detection accuracy beyond this
point.
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Table V: Detection Results with Decision Tree Classifier

No. of Ranked Permissions Accuracy
Without Feature Selection 96.84

Top 10 92.63
Top 20 95.63
Top 30 96.24
Top 40 96.47
Top 50 96.54
Top 60 96.72
Top 70 96.78
Top 80 96.80
Top 90 96.83
Top 100 96.82
Top 110 96.83
Top 120 96.84
Top 130 96.84
Top 140 96.84
Top 150 96.83
Top 160 96.82
Top 170 96.82
Top 180 96.83
Top 190 96.81
Top 200 96.86
Top 210 96.83
Top 220 96.80
Top 230 96.82
Top 240 96.84

Table VI: Detection Results with Random
Forest Classifier

No. of Ranked Permissions Accuracy
Without Feature Selection 97.51

Top 10 92.61
Top 20 95.84
Top 30 96.73
Top 40 97.01
Top 50 97.18
Top 60 97.36
Top 70 97.39
Top 80 97.42
Top 90 97.43
Top 100 97.45
Top 110 97.45
Top 120 97.47
Top 130 97.49
Top 140 97.50
Top 150 97.50
Top 160 97.51
Top 170 97.50
Top 180 97.50
Top 190 97.49
Top 200 97.51
Top 210 97.54
Top 220 97.51
Top 230 97.53
Top 240 97.52

Table VIII summarizes the detection results obtained from
using the RNN (Recurrent Neural Network) algorithm for
identifying Android malware. The results demonstrate that,
the highest accuracy of 87.64% is achieved when utilizing
the top 10 ranked permissions. Increasing the number of
permissions did not result in a significant improvement in
detection accuracy.

Some of the malicious instances had very few permissions,

Table VII : Detection Results with XGBoost Algorithm

No. of Ranked Permissions Accuracy
Without Feature Selection 87.27

Top10 77.12
Top20 83.31
Top30 84.84
Top40 85.66
Top50 85.90
Top60 86.524
Top70 86.72
Top80 87.07
Top90 87.14

Top100 87.17
Top110 87.17
Top120 87.22
Top130 87.29
Top140 87.32
Top150 87.31
Top160 87.29
Top170 87.30
Top180 87.30
Top190 87.29
Top200 87.30
Top210 87.29
Top220 87.29
Top230 87.29
Top240 87.29

Table VIII: Detection Results with Recurrent Neural
Network

No. of Ranked Permissions Accuracy
Without Feature Selection 81.58

Top10 87.64
Top20 82.11
Top30 82.92
Top40 83.10
Top50 83.58
Top60 83.10
Top70 84.09
Top80 83.59
Top90 81.84

Top100 82.44
Top110 81.81
Top120 81.94
Top130 82.39
Top140 79.94
Top150 80.15

typically 1 or 2, listed in their manifest file. Consequently, de-
tecting these types of malicious instances with a limited num-
ber of permissions becomes challenging. Additionally, certain
malware instances employ stealthy techniques by download-
ing malicious components during updates. Traditional static
techniques that rely on permissions alone cannot identify such
stealthy instances. For example, BaseBridge is a sample that
downloads malicious components during updates, making it
undetectable using the permissions-based approach. To address
these challenges, our future work aims to incorporate dynamic
features like system calls and network traffic analysis. We
also intend to implement our approach on more recent and
stealthier Android malware samples.
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V. CONCLUSION AND FUTURE WORK

This article suggests a method for detecting Android mal-
ware by using a static model that analyzes permissions. Given
a large number of permissions available in Android, the ap-
proach aims to prioritize them based on a scalar value termed
as CMC Score. This helps eliminate unnecessary permissions
and improve the accuracy of malware detection. The model
then uses machine learning and deep learning algorithms on
the top-ranked permissions. Experimental results show that the
model achieved a 97.5% accuracy rate with the top 210 ranked
permissions. The authors plan to expand their analysis in the
future by including additional features, such as system calls,
network traffic, and CPU and memory usage, for both static
and dynamic analysis.
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Abstract
The markers that help to predict th function of a cardiovascular system are hemodynamic parameters like blood pressure 
(BP), stroke volume, heart rate, and cardiac output. Continuous analysis of hemodynamic parameters such as BP can detect 
abnormalities earlier, preventing cardiovascular diseases (CVDs). However, sometimes due to motion artifacts, it becomes dif-
ficult to monitor the BP accurately and classify it. This work presents an optimized deep learning model having the capability 
to estimate the systolic blood pressure (SBP) and diastolic blood pressure (DBP) and classify the BP stages simultaneously 
from the same network using only a single channel photoplethysmography (PPG) signal. The proposed model is designed by 
exploiting the deep learning framework of a convolutional neural network (CNN), exhibiting the inherent ability to extract 
features automatically. Moreover, the proposed framework utilizes the superlet transform method to transform a 1-D PPG 
signal into a 2-D super-resolution time–frequency (TF) spectrogram. A superlet transform separates the peaks related to 
true PPG signal components and motion artifacts components. Thus, the superlet provides a robust realtime approach to 
accurately estimating and classifying BP using a single PPG sensor signal and does not require additional ECG and PPG 
sensor signals for reference. Using a super-resolution spectrogram and CNN model makes the method profitable in motion 
artifact removal, feature selection, and extraction. Hence the proposed framework becomes less complex for deployment 
on wearable devices having limited battery resources. The performance of the proposed framework is demonstrated on the 
publicly available larger dataset MIMIC-III. This work obtained a mean absolute error (MAE) of 2.71 mmHg and 2.42 mmHg 
for SBP and DBP, respectively. The classification accuracy for the SBP prediction is about 96.79%, whereas it is 98.94% 
for DBP. From a motion artifact-affected PPG signal, SBP and DBP are estimated. Then the estimated BP is classified into 
three categories: normotension, prehypertension, and hypertension, and is compared with the state of art methods to show 
the effectiveness of the proposed optimized framework.

Keywords  Blood pressure · Classification · Convolutional Neural Network · Deep Learning · Hypertension · 
Photoplethysmography · Regression · Wearable device

Introduction

According to the World Health Organization, cardiovascular 
diseases (CVDs) are responsible for one-third of the total 
death rate worldwide. Around 1.28 billion adults worldwide, 
aged 30–79, face hypertension. Out of these, approximately 
46% of adults are unaware they are suffering from hyperten-
sion. More than 720 million people were not receiving the 
needed treatment, as they did not feel any symptoms. People 
with BP usually SBP 180 mmHg and DBP 120 mmHg face 
symptoms like chest pain, blurred vision, and headaches. 
Timely identification and treatment of hypertension save 
people from major health conditions like heart stroke, heart 
disease, and kidney disease. The increase in death due to 
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CVDs manifests the need for realtime health monitoring 
devices to facilitate efficient healthcare services. Hence, the 
interest of the healthcare industry in exploiting photoplethys-
mography (PPG) signals for continuous measurement of BP 
has been increasing [1]. Realtime continuous monitoring of 
blood pressure (BP) is a preferred method to characterize 
the health status of a subject. It is also considered a valuable 
parameter for medical practitioners in diagnosing CVDs. 
The commonly used BP measurement devices are cuff-based 
mercury sphygmomanometers. Electronic sphygmomanom-
eters are slowly becoming a commonly found healthcare 
device in homes. Still, sphygmomanometers are unsuited 
for continuous monitoring due to cuff discomfort and the 
prolonged interval required to obtain the BP reading [2].

The techniques used to measure BP continuously com-
prise arterial BP (ABP) monitoring and cuffless sensor 
monitoring. For accurate and reliable BP monitoring, ABP 
measurement is a gold-standard technique. ABP is an inva-
sive process, hence limited to hospital settings. Cuffless 
monitoring is a non-invasive approach, allowing the user to 
monitor the BP continuously, but it requires multiple sen-
sors; electrocardiogram (ECG) electrodes and PPG sensors 
[3]. Thus, recent research on single-sensor-based continuous 
BP monitoring is emerging.

In clinical practice, invasive and non-invasive are the two 
measurement techniques used to monitor BP. In an invasive 
measurement, BP is measured by inserting a catheter into an 
artery. However, the measurement using this gold-standard 
technique is accurate and reliable but with a high risk of 
infection and requires an expert medical practitioner.

In non-invasive methods, cuff type and cuff-less are the 
two commonly used BP monitoring methods. The cuff-based 
techniques are accurate, most popular, and widely used. 
However, cuff-based approaches cannot measure BP con-
tinuously since a two-minute pause is required to minimize 
the error between two immediate measurements. Subjects 
who undergo BP measurement feel uncomfortable due to 
the cuff inflation. Recently, researchers made the oscillom-
etry cuff-based method to measure BP so simple that BP 
can be measured at home without the help of trained medi-
cal personnel. However, the inaccuracy with movement and 
cuff positioning, the inability to interface with communica-
tion systems for realtime monitoring, and the discontinuous 
nature have made these devices insufficient to develop real-
time monitoring wearable devices. Thus, a novel cuff-less 
framework is highly desirable to measure BP non-invasively 
and continuously in realtime. Therefore, researchers are try-
ing to implement an accurate and user-friendly approach for 
continuous realtime monitoring of BP [4].

Over the past decade, the role of artificial intelligence 
(AI) has been increasing in designing portable and wearable 
healthcare devices such as fitness tracking, vital sign estima-
tion, and abnormality diagnosis in realtime. Further, with 

advances in sensor technology, combining medical sensors 
with AI has acquired the attention of the healthcare industry 
to design realtime monitoring devices. PPG and ECG are 
the two promising techniques used with AI to monitor and 
diagnose CVD. Out of these sensors, PPG is using more 
due to its inexpensive, easy-to-use, portable, and wearable. 
Researchers have recently been interested in designing PPG 
sensor-enabled wearable devices to measure BP in realtime 
[5].

Background and objectives

PPG is an optical technique used to extract the pulse wave 
signal due to blood volume variations during the systolic and 
diastolic phases of a cardiac cycle. Initially, the PPG signal-
based cuffless BP estimation, pulse transit time (PTT), pulse 
arrival time (PAT), and pulse wave velocity (PWV) are com-
monly analyzed.

The pulse transit time (PTT) is initially estimated using 
PPG and ECG signals for continuous BP measurement. PTT 
is the time delay for the blood pulse to travel between two 
arterial sites. To estimate BP, in [6] author recorded both 
PPG and ECG signals synchronously for calculating PTT. 
Recently PTT based BP monitoring approach at home has 
been proposed [7].

For a cardiac cycle, PAT is the time difference between 
the peak of the PPG signal and the R-peak of the ECG sig-
nal. With a known distance, PWV is the velocity of the pulse 
wave travel through the same arterial branch with a known 
distance between two PPG sensors. Recently, BP estimation 
that uses two PPG sensors has been proposed [8]. The time 
difference between the two subsequent PPG waveforms is 
used to obtain the PWV feature. Once the PTT, PAT, or 
PWV is measured, the measured value is used to estimate 
the SBP and DBP values. Although the results obtained 
using these parameters are superior, these methods need 
both ECG and PPG devices to acquire the signal simultane-
ously. The measurement requires synchronization between 
the two devices. The devices require calibration for an indi-
vidual subject and are not simple. Thus, the PPT, PWV, and 
PAT measurement schemes increase the complexity of the 
measurement and system.

The trend of using machine learning (ML) algorithms to 
estimate BP has recently increased to overcome these issues. 
Using pulse wave analysis (PWA) with ML has become a 
key parameter for cuff-less calibration-free BP measurement. 
In the PWA approach, various features are extracted from 
the morphological structure of the PPG signal. The features 
that show a good correlation with the BP are used to train 
the ML model.

In [9], the extracted morphological feature of the PPG 
signal and the PTT value is fed to a recursive neural network 
to obtain the BP value.
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In [10], a Kalman filter and PAT feature-based framework 
is proposed to estimate the BP. A BP estimation model based 
on morphological features extracted from the PPG and ECG 
signal is proposed in [11]. The relevant features with high 
correlation with the target value are extracted and used to 
train the various artificial intelligence-based model to reduce 
the dimensionality.

In [12], to improve the BP estimation performance, a BP 
estimation model is proposed. The model is trained using the 
features containing the time, energy, and amplitude infor-
mation of the ECG, PPG, and ballistocardiogram signal. A 
semi-classical signal analysis approach is used to extract the 
relevant features from the PPG signal [13]. The extracted 
features train the feed-forward neural network for BP estima-
tion. However, the semi-classical approach shows superior 
results, requiring two sensors to collect the signal, which 
increases the complexity of the method.

Recently, to improve the accuracy, a fusion of PPG mor-
phological features and demographic features has been 
proposed in [14] to obtain the BP. In [15], a higher-order 
derivative of the PPG signal-based BP estimation framework 
using optimized machine learning approaches is proposed. 
In [16], a derivative of the PPG signal and PPG signal are 
used to estimate the BP using the least absolute shrinkage 
and selection operator.

The performance of the above method depends on the 
PPG signal, the first and the second derivative of the PPG 
signal, increasing the computation complexity of the device. 
Therefore, the need for BP monitoring using a single PPG 
sensor has emerged. In [17], a technique that uses pulse wave 
velocity and learning-based regression is proposed to esti-
mate the BP using a single PPG signal. The work proposed 
in [18] feeds the neural network with twenty-one features 
extracted from a single PPG signal.

The methods above show that coupling handcrafted fea-
tures with machine learning models can effectively estimate 
BP in realtime. This method uses all the features extracted 
from the signal. Using too many features increases compu-
tational complexity and the probability of overfitting. Hence 
selecting BP-oriented features is essential to improve the 
performance of an algorithm.

In [19], a filter-based feature ranking algorithm is pro-
posed to reduce the irrelevant feature extracted from the PPG 
signal. The features exhibit a high correlation with the target 
value finally selected to be fed as input to the LASSO-LSTM 
model for BP estimation.

The performance of the above state of art approaches 
depends on handcrafted features extracted from the PPG 
signal. The morphological structure of a PPG signal depends 
on the change in cardiovascular characteristics, which var-
ies from person to person. Thus, extracting handcrafted fea-
tures from a PPG signal may provide erroneous features. In 
addition, the optical properties of skin, tissue, and motion 

artifacts could affect the morphological structure of the PPG 
signal.

Henceforth, the dependence of BP on these handcrafter 
features extracted from the PPG signals provides inaccurate 
estimation when tested in realtime.

Thus, to avoid the need for handcrafted features for model 
training, recently, researchers have taken full advantage 
of deep learning models for automatic feature extraction, 
regression, and classification. The deep learning method for 
BP estimation mainly consists of feature-based and end-to-
end learning approaches. In a feature-based approach, the 
spectral and temporal features of an input PPG signal are 
manually extracted and fed to the model to estimate systolic 
blood pressure (SBP) and diastolic blood pressure (DBP). A 
2-D spectrogram is input in an end-to-end learning approach 
and processed to implicitly obtain the features to estimate 
SBP and DBP.

In [20], a method is proposed to construct a deep belief 
network-restricted Boltzmann machine to predict the BP. 
This work shows the potential of the PPG signal for non-
invasive and continuous BP measurement.

In [21], a long-term recurrent convolutional network-
based model is introduced to estimate the BP. A cascaded 
approach of CNN and long short-term memory (LSTM) 
network to estimate the BP is proposed in [22]. In [23], a 
receptive field parallel attention shrinkage network-based BP 
estimation framework is proposed. This work uses the multi-
scale large receptive field convolution module to capture the 
long-term time dynamics of the PPG signal.

A single-channel PPG and ECG signal-based BP esti-
mation approach is proposed in [24]. This work proposes 
an LSTM and multi-scale convolution network-based 
approach to estimate BP. In [25], a transfer learning-
based BPCRNN framework is proposed to estimate BP to 
avoid the need for handcrafted feature-based estimation. A 
recurrent gated unit maintains the temporal dependencies 
among the feature extracted through the CNN layer. A vis-
ibility graph of PPG signal-based training of deep neural 
networks is proposed in [26] to reduce the computational 
training time of the model.

In [27], PPG and ECG signals are acquired from a sen-
sor installed in a wearable device. Then the features are 
extracted from the two signals to train the model.

Recently to replace the conventional handcrafted feature 
extraction process in [28], a CNN and LSTM network-based 
approach has been proposed. In [29], a U-net deep learning 
framework is proposed to estimate the BP using a PPG sig-
nal. The U-Net framework uses a skip-connection approach 
to reduce feature information loss by preserving detailed 
information. However, the skip connections approach used 
in the U-Net architecture does not consist of temporal infor-
mation of the PPG signal. Thus, to improve the performance 
of the U-Net architecture for BP estimation, [30] introduces 
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a self-attention layer with U-Net to capture the temporal 
information.

In [31], a pattern-fusion method that utilizes a cardiovas-
cular coupling model is proposed to enhance the adaptability 
and reliability of the BP estimation method. A continuous 
wavelet transforms (CWT) TF analysis-based approach is 
proposed in [32]. CWT localizes the PPG signal well in time 
and faces tradeoffs in frequency resolution with increased 
frequency. Thus, with increasing frequency, the CWT pro-
vides an excellent temporal resolution throughout the spec-
trum but degrades in frequency resolution. Thus, to over-
come the TF uncertainty limitations of single-order CWT, 
a multi-order wavelet named superlet transform is proposed 
in this work.

Most of the works found in the literature require signals 
from two sensors to estimate BP. Additionally, most of the 
work reported in the literature used raw corrupted PPG sig-
nals to train the deep neural network. The feature extraction 
and model training using raw PPG signal provides inaccurate 
realtime BP estimation as the PPG signal acquired using 
wearable device corrupted with motion artifacts.

Moreover, most of the works reported in the literature 
analyze a PPG signal either for BP estimation or classifica-
tion. The estimation and classification of BP using a wear-
able device in realtime enables the users to know their BP 
condition and can also become a potential early warning 
system.

Thus, this paper proposes a novel BP estimation and clas-
sification framework for PPG signals using a convolutional 
neural network with a superlet transform-based super-reso-
lution spectrogram.

The highlight of the proposed work is as follows:

1.	 The proposed work not only estimates the accurate BP 
value but also simultaneously classifies the obtained BP 
value into three different BP categories based on the 
Joint National Committee (JNC7), thus helping the user 
to know the classification status of their BP.

2.	 The proposed framework does not depend on the addi-
tional sensor reference signal to suppress motion arti-
facts and estimate BP in realtime. Hence, the computa-
tional complexity is reduced.

3.	 With the help of a super-resolution spectrogram, the 
proposed framework separates the motion artifacts and 
noise components from the acquired PPG signal that can 
provide the actual condition of cardiac health.

4.	 The proposed framework optimized the CNN model 
combined with a super-resolution TF spectrogram by 
varying the value of different model parameters. The 
model parameters at which the model performs best are 
finalized to compare the results.

Methodology

The flowchart of the proposed framework to estimate real-
time SBP and DBP value from a PPG signal is illustrated 
in Fig. 1. The acquired PPG signal and the simultaneously 
acquired ABP signals are the inputs to the framework. 
The ABP signal is used to provide the reference SBP and 
DBP values during the training and testing phase of the 
proposed framework. Input PPG and the ABP signal are 
segmented into an overlapping window containing three 
hundred samples in each window. Each segmented PPG 
signal is transformed into a super-resolution spectrogram. 
The obtained spectrogram after that was used as input to 
the CNN model during training and testing. The estimated 
SBP and DBP values are then compared to the reference 
SBP and DBP values to analyze the performance of the 
proposed framework. The same model uses the estimated 
SBP and DBP values to classify the BP into three catego-
ries. The steps involved in this process are shown in the 
block diagram in Fig. 1 and described below.

Dataset

The first stage of the proposed block diagram is related to 
the data collection stage. The multiparameter intelligent 
monitoring in intensive care (MIMIC) waveform database 
MIMIC-III [33], a publicly available dataset, is used in this 
work. The MIMIC-III dataset contains multiple parameter 
recordings of more than thirty thousand subjects from an 
intensive care unit. This database is extensively used in 
BP estimation and classification research. The database 
comprises more than 67,000 recordings, including many 
biological signals such as fingertip PPG signals and ABP 
and ECG signals recorded simultaneously at a sampling 
frequency of 125 Hz.

Pre‑processing stage

The recordings containing PPG and the ABP signal are con-
sidered for analysis from the MIMIC dataset. After extract-
ing the records consists both PPG and the ABP signal, all 
recordings are checked manually. The recording having 
missing values (NaN), flat peaks, and flat lines are discarded 
from the dataset.

5,73,603 samples are acquired using this process from the 
MIMIC dataset. For continuous monitoring and prediction 
of the BP state, the complete dataset is segregated into a 
number of windows. The acquired PPG and the ABP signals 
from the MIMIC database are used as the predicted param-
eter and the target or true parameter.
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The SBP and DBP to provide target BP (reference value) 
are calculated for a 2.4-s duration from ABP signals, result-
ing in the 300-sample window.

The first window (k = 1) consists of samples numbered 
from 1 to 300, as shown in Fig. 2, which are considered 
to estimate the BP. After the first window, each consecu-
tive window overlaps the immediate prior window by (T-w) 
samples. Here w is the step size of length 1.6 s, and T is the 
total number of samples in a window. Thus, the last 100 
samples from the first window are concatenated with 200 
new samples to obtain 300 samples in the next window [34]. 
Therefore, BP estimation includes new data for 1.6 s in each 
consecutive window. The pictorial representation of window 
designing is represented in Fig. 2.

With the overlapping procedure, 3204 (2.4-s) windows 
are designed, which are used to train and test the proposed 
deep neural network framework.

Simultaneously recorded PPG datasets are segregated 
similarly with consecutive windows of 2.4-s duration with 
a 1.6-s shift. The last 0.8-s data of the (k − 1)th window is 
replicated as the first 0.8-s data of the kth window. Figure 2 
shows the PPG and ABP signals segregated into windows of 
three hundred samples with an overlapping of one hundred 
samples.

Different noises affect all the recorded PPG signals, such 
as baseline wondering, motion artifacts, and other noises. 
For reliable and accurate estimation of BP, separating the 
noises from the PPG signal is necessary. Thus, data pre-
processing is the most vital. In the pre-pre-processing stage, 
the segmented 2.4-s window PPG signal data is subjected 
through a 4th-order Butterworth bandpass filter. The cutoff 
frequencies of the filter are chosen to be 0.5 Hz and 8 Hz to 
filter the baseline wandering (values below 0.5 Hz) and other 
undesired high-frequency noises above 8 Hz.

Fig. 1   Proposed framework for regression and classification using PPG signal
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The 0.8-s window overlapping between two consecutive 
windows is introduced for continuous estimation in subse-
quent windows and to avoid the chance of missing infor-
mation at the boundaries of each window. The size of the 
window and the overlapping values are selected empirically. 
Finally, the filtered data is normalized using Eq. (1), where 
xk represents the kth PPG signal window.

The normalized kth PPG signal window and the kth ABP 
signal, SBP, and DBP value are input and target data to train 
the proposed CNN model.

Figures 3 and 4 show the histogram plot of all reference 
SBP and DBP values used as true values in the proposed 
framework obtained using the ABP signal. The histograms 
in Figs. 3 and 4 show that the pre-processed dataset contains 
all three BP classes per the JNC7 standard. All values are 
distributed widely from the lower to the highest range of 
SBP and DBP.

(1)Xnormalize(k) =
xk −min(xk)

[max(xk) −min(xk)]

Reference SBP and DBP estimation

The segmented 2.4-s ABP window is passed through the 
peak detection block to obtain the reference SBP and DBP 
values. For all the windows, the algorithm provides the SBP 
and DBP values. The reference SBP value of a window is 
calculated by computing the mean of all synchronous wave 
peaks that occur in that window, shown by a black dot in 
Fig. 2. DBP is computed by inverting the ABP signal to 
detect the wave trough of each pulse in a window. The mean 
synchronous wave trough of a window shown by a white dot 
is used to calculate the reference DBP value.

PPG signal transformation

The accurate and reliable estimation and classification of 
BP in realtime is the key feature of the proposed framework 
compared to the existing methods. In a recorded PPG signal, 
noise and motion artifacts signal components and clean PPG 
signal have overlapping frequency spectra between 0.4 Hz 
to 8 Hz. Hence, separating noise and motion artifacts from a 
recorded PPG signal is challenging, and the estimation of BP 
can be inaccurate. The superlet transform can represent the 

Fig. 2   Formation of consecutive windows with the number of samples equal to 300
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motion artifact contaminated PPG signal in TF by splitting 
the PPG components related to BP and motion artifacts, thus 
providing a dependable approach for accurate estimation of 
BP in realtime [35]. Superlet transform involves multiple 
wavelets with a fixed center frequency to provide super-
resolution by utilizing different cycles. The mathematical 
representation of a superlet is given by Eq. (2).

where g represents the number of wavelets used in the super-
let (order). The SLT improves frequency resolution at higher 
frequencies by increasing the order of the superlet. d1 is the 
first wavelet base cycle used in the analysis. In superlet, the 
value of different cycles that define the order of the wavelet 
can follow a multiplicative or additive rule.

With multiple wavelets of different cycles, the response 
of Superlet (SL) to the pre-processed PPG signal S[n] is 
given by the geometric mean (GM) of the individual wavelet 
response represented in Eq. (3).

R represents the response of ith wavelet of the given signal 
PPG signal.
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]

With wavelet order greater than one, superlet transform 
starts with the lower order. It increases the order as a func-
tion of frequency and the combined response using Eq. (3). 
Multiple order wavelet helps to extract and magnify TF 
information from the PPG signal.

With multiple wavelets, the PPG signal components with 
the same feature will show the same TF information with 
multiple-order wavelet-based superlet transform. A combi-
nation of information retrieve with multiple wavelets repre-
sents a bright red peak. This bright red color peak indicates 
a large amplitude, and this information is used to extract 
BP. The component which does not have the same feature 
with multiple wavelets will be represented by dark blue and 
yellow colors, indicating a low amplitude. Thus, the super-
let transform can potentially separate the motion artifacts 
component and desired BP component. A 2-D representation 
of the SLT spectrogram shown in Fig. 5 indicates the sepa-
ration of the BP signal component from a motion artifact 
corrupted PPG signal.

The TF spectrum corresponds to the superlet transform of 
the different spectral elements in the spectrogram of a signal; 
it determines the rate of change of the signal spectral com-
ponents over time. Changes in blood volume modulate the 
PPG signal; hence BP information is concentrated as lobes 
in the spectro-temporal spectrum. The BP components are 
encoded in the superlet transform spectral lobes, and arti-
facts appear in other regions, thus improving the robustness 

Fig. 3   Histogram plot of SBP 
signals indicating all three BP 
ranges, namely normotension, 
prehypertension, and Hyperten-
sion

Fig. 4   Histogram plot of DBP 
signals indicating all three BP 
ranges, namely normotension, 
prehypertension, and Hyperten-
sion
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of BP estimation to artifacts. Due to the nature of the PPG 
signals component, the spectral content of the PPG sig-
nal will change at different rates during different physical 
motions. Thus, multi-resolution superlet transform-based 
spectral domain analysis improves separability between 
desired signal and noise. Multiple spectrograms generated 
with multiple wavelet orders can be combined by their geo-
metric mean, which is optimal for an entropic criterion and 
can increase the resolution. Hence, the final output data from 
the spectrogram contains the intensity data as a function of 
time and frequency. One graphical representation of the data 
is shown in Fig. 5.

The color bar on the right side of Fig. 5 indicates the dif-
ferent color intensity magnitude values. The darker or hotter 
color will correspond to the maximum intensity magnitude 
value, and the lighter color will correspond to the lower 
intensity magnitude value. The time point of the darker lobe 
corresponds to the center of the wavelet, where it is aligned 
with the data. Suppose the convolution of the wavelet with 
the signal gets a negative value. In that case, the output of 
the wavelet spectrum gets a deep blue color. If more posi-
tive, it will get a deep red color lobe in the superlet transform 
spectrogram.

Thus, the rate-of-change of the PPG TF spectral compo-
nents is represented by a high-intensity lobe centered on a 
frequency corresponding to the BP.

Artifacts appear in other regions, thus improving the 
robustness of BP estimation by separating the artifacts.

In the proposed work, the TF spectral component of the 
PPG signal with true BP value is fed as input to the model 
during training. The CNN model updates its weight and 
bias by correlating the TF spectral component of the PPG 
signal with its true BP value. The updated weight and bias 

of the CNN model are used directly in the testing phase 
for prediction when an unseen dataset is fed into it. The 
SBP and DBP prediction values from the trained model 
are verified using mean absolute error (MAE) performance 
matrices, the mean value of the difference between true BP 
and predicted BP.

The core idea of the proposed superlet transform-based 
spectrogram is to distinguish the true PPG signal and 
motion artifacts component in the TF spectrogram, help-
ing the model to correlate the true PPG components with 
reference BP effectively.

The 2D-CNN layer automatically learns the features 
from the 2-D superlet spectrogram. If the input spectro-
gram data is sufficient, then the deep CNN model can pre-
dict the BP reliably and accurately.

Superlet transform provides a super-resolution 2-D 
spectrogram of a PPG signal. In the 2-D spectrogram, the 
spectral components of the PPG signal are represented by 
a high-intensity lobe located on a frequency correspond-
ing to the BP. The superlet high-resolution spectrogram 
is composed of pixels that describe the amplitude associ-
ated with a range of frequencies at a specific time step. 
Figure 6 represents the 3-D view of the super-resolution 
spectrogram. The x-axis represents the time information, 
the y-axis represents the frequency, and the z-axis repre-
sents the normalized amplitude of the PPG signal.

The brighter the pixel is, the higher the energy of the 
associated frequency. Thus, the time step, frequency, and 
amplitude of a high-intensity peak collectively identify 
features in the PPG signal through the superlet spectro-
gram. The BP estimation process using the proposed 
framework is shown in Algorithm 1.

Fig. 5   The 2-D TF super-
resolution spectrogram of the 
PPG signal
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Fig. 6   The 3-D representation of the super-resolution spectrogram
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Deep neural network

The deep CNN model automatically learns the features from 
the super-resolution TF spectrogram and correlates these 
features with true SBP and DBP values. Most state-of-the-
art techniques require separate training to estimate SBP and 
DBP from the PPG signal. Hence separate models to esti-
mate SBP and DBP in realtime are required. As a result, the 
computational complexity of the system increases.

The proposed framework uses a single training model to 
estimate SBP and DBP and classify the BP state simultane-
ously. Moreover, the estimation of BP does not depend on 
any manual feature selection and extraction steps, thus reduc-
ing the computational complexity of the system. As a result, 
the model becomes a more generalized method for realtime 
BP estimation. Further, the proposed framework obtained 
a MAE of SBP and DBP is 2.71 mmHg and 2.42 mmHg 
for 3204 windows used for training and testing the proposed 
model. Thus, the proposed framework can potentially enable 
realtime implementation in healthcare applications.

Training

This section discusses the training process of the proposed 
framework consisting of the BP estimation and classifica-
tion stage. To evaluate the efficacy of the proposed work, 
the performance metrics used are MAE and the root mean 
square error (RMSE). This section provides the perfor-
mance of the proposed model to facilitate comparison with 
the cuffless BP estimation algorithm.

This study proposes a 2-D CNN-based cuff-less BP 
estimation technique from the PPG signal. This work 
introduces a model parameter setting to obtain high-per-
formance accuracy and minimal error. The first step in 
parameter optimization is the ratio of training, validation, 
and test datasets out of the complete dataset. This step 
prevents the model from overfitting. The final accuracy 

of the validation and test dataset is analyzed to determine 
that the parameter of the model is accurately optimized.

For each super-resolution TF spectrogram, the spectral 
and temporal information is extracted by a deep neural 
block consisting of four convolutional layers. Every con-
volutional layer is followed by the ReLU activation layer, 
which reduces the training time of the network. For dimen-
sionality reduction output of each layer is passed through 
the max pooling layer.

The 2-D array output from the last convolutional layer 
must be flattened to match the fully connected layer. The 
fully connected layer is used to analyze the extracted fea-
ture for prediction. The fully connected layers are used 
as a final stage of the deep neural network, changing the 
dimensionality of the output from the preceding layer per 
the model objective.

The final output of the network is applied to the ReLU 
activation layer. The output of the ReLU activation layer 
is used to predict SBP and DBP for the given 2.4-s super-
resolution window.

An adaptive learning rate process is used as a model opti-
mization parameter that changes during training to increase 
the model estimation and classification performance and 
speed up the training process. The model is trained with 
an initial learning rate of 10–4 and drops with a factor of 
10–1. The batch size is also used as an optimized parameter 
while finalizing the best model. A batch size of 32 is fixed in 
this work. An early stopping criterion is used to generalize 
the model. The early stopping helps to avoid overfitting the 
training data when no improvement in performance metric 
is observed during any consequent five epochs.

The deep neural network parameters, such as the num-
ber of convolutional layers, convolutional layer filter size, 
selection of pooling layer, the number of epochs, initial 
learning rate, and batch size, are valuable parameters 
while optimizing the proposed framework. Algorithm 2 
shows the steps to train and test the proposed regression 
and classification model.

Algorithm 2: Training the proposed Regression + Classification deep neural network 
framework.

Require: Training − superlet spectrogram, Test − superlet spectrogram.
Ensure: Optimized neural network model for BP estimation and classification

1. Initialize the model parameter.
2. # Training Phase
3. Load training − superlet spectrogram.
4. Update the parameter of the model with the loss function of the equation
5. # Testing Phase
6. Load test − superlet spectrogram.
7. Load trained model and test with an unseen dataset.
8. Compute the loss function and accuracy of the trained model with the test dataset.
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Evaluation and Statistical Analysis

The model estimation performance is evaluated using 
RMSE and MAE. MAE is the mean of the absolute differ-
ence between the true and predicted values and is calculated 
using the relation mentioned in Eq. (4).

For regression tasks, RMSE is the most commonly used 
performance metric. RMSE, the squared difference men-
tioned in Eq. (5), helps identify how large the difference 
is between the squares of the true value and the predicted 
value.

The effectiveness of the proposed framework to estimate 
BP is validated by comparing the results with the BP estima-
tion standard criteria introduced by the British Hypertension 
Society (BHS) and the Association for the Advancement of 
Medical Instrumentation (AAMI). The standard percentage 
criterion for a specific BHS grade is mentioned in Table 1. 
A BP estimation device must achieve a B-grade for SBP and 
DBP per BHS standards.

According to the AAMI standard, the proposed BP esti-
mation framework is validated only if the MAE and standard 
deviation (SD) lie within the standard range, as shown in 
Table 2. There should be at least 85 subjects before comput-
ing the AAMI standard.

Besides SBP and DBP estimation, the same model can clas-
sify the State of BP in realtime. The BP can be classified from 
the estimated values of SBP and DBP. Based on the Hyper-
tension guidelines from the American College of Cardiology/
American Heart Association (ACC/AHA) 2017, BP is clas-
sified into three categories: Normotension, Prehypertension, 

(4)MAE =
1

N

N∑

k=1

|
|
|
BPtrue(k) − BPpredicted(k)

|
|
|

(5)RMSE =

√√√
√ 1

N

N∑

k=1

(
BPtrue(k) − BPpredicted(k)

)2
and Hypertension. Figure 7a shows the range of SBP and DBP 
values for the three categories of BP. In Fig. 7a, the white box 
shows the range of BP not present in the given dataset. Fig-
ure 7b shows the number of windows assigned to each class 
of BP.

To analyze the performance of the proposed framework for 
BP Classification, the evaluation metrics used are accuracy, 
specificity, precision, sensitivity, and F1-score. These metrics 
are predicted by using true positives (TP), false positives (FP), 
true negatives (TN), and false negatives (FN), represented by 
Eqs. (6) and (7).

Results

The results obtained with the proposed framework are vali-
dated using 1557 subjects. Table 1 compares the BHS stand-
ard and Table 2 for the AAMI standard. Out of the total 3204 
windows, the SBP-MAE of 76.89% and 90.88% of windows 
of DBP-MAE lie below the ≤ 5 mmHg. For all three param-
eters of cumulative error percentage, the obtained SBP 
and DBP of the proposed work meet the requirements for 
Grade A. The proposed BP estimation framework obtained 
MAE ± SD of 2.71 ± 3.95 mmHg and 2.42 ± 3.29 mmHg for 
SBP and DBP estimation, respectively. MAE and SD values 

(6)Accuracy(%) =
TP + TN

TP + TN + FP + FN
× 100

(7)Specificity(%) =
TN

TN + FP
× 100

(8)Precision(%) =
TP

TP + FP
× 100

(9)Sensitivity(%) =
TP

TP + FN
× 100

(10)F1-score(%) =
2 × precision × sensitivity

precision + sensitivity
× 100

Table 1   Performance comparison of the proposed framework with 
BHS standard

Cumulative error percentage

 < 5 mmHg (%)  < 10 mmHg (%)  < 15 mmHg (%)

BHS Standard
 Grade A 60 85 95
 Grade B 50 75 90
 Grade C 40 65 85

Proposed work
 SBP 76.89 98.02 99.49
 DBP 90.88 97.63 99.75

Table 2   Performance of the proposed framework with AAMI stand-
ard

MAE (mmHg) SD (mmHg) Number 
of sub-
jects

AAMI standard
 BP ≤ 5 mmHg ≤ 8 mmHg ≥ 85

Proposed work
 SBP 2.71 3.95 1557
 DBP 2.42 3.29 1557
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for SBP and DBP lie within the range of AAMI standards. 
Thus, the proposed work achieved the AAMI and Grade-A 
in the BHS standards for both SBP and DBP.

All the obtained MAE and SD values lie within the BHS 
and AAMI standard range. Furthermore, the dropout rate is 
an important hyperparameter used to reduce the proposed 
model complexity and prevent the model from overfitting. 
Tuning of the dropout rate dramatically affects the BP esti-
mation performance of the proposed model. In this work, 
the dropout rate is selected from 40 to 10% with a stride 
by a factor of 5%. Table 3 lists different dropout rates, and 
the results are obtained for the proposed CNN model. As 
shown in Table 3, the proposed framework can obtain the 
best BP estimation performance when the dropout rate 
equals 0.2. The proposed framework achieves the best MAE 
of 2.71 mmHg and 2.42 mmHg and RMSE of 3.97 mmHg 
and 3.58 mmHg for SBP and DBP estimation, respectively. 
Therefore, the dropout rate is fixed at 0.2 in the proposed 
framework.

Figure 8 shows a box plot of the mean error value of SBP 
and DBP obtained using the proposed method.

The boxes and median value of SBP and DBP show 
that the MAE value for maximum windows lies under the 
acceptable range of BP estimation mentioned in Table 2, 
thus, demonstrating the potential of the proposed framework.

From an application aspect, it is more valuable to classify 
the State of BP of a user in realtime instead of providing the 
values of SBP and DBP. Table 4 lists the classification per-
formance for each hypertension class corresponding to SBP 
and DBP values in terms of specificity, precision, sensitivity, 
and F1-score. The overall accuracy for the SBP prediction is 
about 96.79%, and 98.94% for DBP.

Fig. 7   (a) Hypertension criterion as per JNC7, (b) Histogram plot representation of window's density of each class

Table 3   BP Measurement Performance of the Proposed Framework 
with different dropout factors

Dropout rate Index SBP DBP

0.4 MAE 11.05 7.52
RMSE 13.83 9.85

0.35 MAE 9.45 5.54
RMSE 11.87 7.98

0.3 MAE 7.23 5.47
RMSE 10.89 7.21

0.25 MAE 4.32 4.02
RMSE 7.56 6.84

0.2 MAE 2.71 2.42
RMSE 3.97 3.58

0.15 MAE 3.89 3.43
RMSE 5.43 5.26

0.1 MAE 4.41 4.06
RMSE 6.21 5.89

Fig. 8   Box plot of mean error for SBP and DBP
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Discussion

Over the past decade, various algorithms have been pro-
posed to estimate cuffless BP. Most techniques in the lit-
erature require data from PPG and ECG sensors for BP 
estimation using PTT and PAT. Despite providing accurate 
results, these algorithms cannot be accepted in medical prac-
tice as the accuracy of these algorithms depends on indi-
vidual physiological conditions. Furthermore, these methods 
require two sensors. Table 5 presents a performance com-
parison with various works found in the literature. Compared 
with the state-of-the-art, factors like calibration, evaluation 
matrices, and dataset size make it hard to compare these 
techniques.

Further, the publicly available MIMIC-II and MIMIC-
III datasets have been used tremendously in the literature. 
Thus, in this study, for a fair comparison with the literature, 
Table 5 lists the calibration-free techniques tested on the 
MIMIC dataset, and MAE, the standard deviation of abso-
lute errors (SDAE), is used as the performance metric. The 
MAE ± SDAE values of the proposed framework for SBP 
and DBP are (2.71 ± 3.29) and (2.42 ± 3.94), respectively. 
The obtained MAE and the SDAE value for both SBP and 
DBP outperform other methods.

Table 5 indicates that MAE and SDAE value obtained 
with the proposed work is lower than the prior works except 
for the recent work proposed in [36, 37, 41, 46–48]. How-
ever, work present in [36, 37, 41, 46, 47] requires an addi-
tional ECG signal with a PPG signal to extract the feature. 
The need for additional sensor signal increases the over-
all system complexity and energy consumption. The work 
reported in [48] requires a manual feature extraction step for 
model training. The accuracy and reliability of the model 
depend on the value of the feature computed in realtime, as 
the morphological structure of the PPG signal depends on 
the nature of motion artifacts and disease specification. Fur-
ther, some of the recent work not listed in Table 5 based on 
BP estimation using PPG signal are proposed in the litera-
ture. In [50], a PAT analysis-based approach is proposed for 
cuffless BP estimation. This work meets the AAMI standard 
for DBP but fails to attain the same for SBP. Moreover, using 
two sensor signals for analysis makes this approach com-
plex. The work proposed in [51] used a single PPG sensor to 

overcome the need for two sensors and uses the time domain 
features extracted from a PPG signal.

This method achieved an MAE of 4.51 mmHg for SBP 
and 2.6 mmHg for DBP. However, the accuracy of this work 
depends on the accurate extraction of the first and second 
derivatives of the PPG signal.

In realtime analysis, the correct extraction of features 
is challenging as the signal shape varies with age, disease, 
and body movement. In [38], a transfer learning-based 
approach is proposed to estimate BP using the PPG signal, 
first derivative PPG, and second derivative PPG signal. The 
signal is processed through five ResNet blocks and the GRU 
layer. The method in [38] has high computational complex-
ity and low performance compared to the state of the art 
work reported in the literature. The work proposed in [52] 
incorporates many subjects for model training. Still, the 
use of PPG signal, first derivative, and second derivative 
PPG signal increase the computational complexity of the 
system, thus not feasible for wearable device development. 
In [53], two cascaded U-Net architecture-based BP estima-
tion approach is proposed. The computational complex-
ity demanded by this approach makes them impractical to 
implement in a wearable device for realtime analysis. The 
work proposed in [54] Fourier transform of PPG signal as 
input to the CNN model. The model used both PPG and 
ECG signals to train the CNN model, thus increasing the 
complexity of the model. Thus, from the perspective of 
realtime analysis using a wearable device, this work pro-
poses a single PPG sensor and single PPG signal-based BP 
classification and estimation approach, thereby reducing the 
computational complexity of the system.

Analysis of realtime acquired PPG signals using wear-
able devices can provide inaccurate prediction, as the signal 
is affected by motion artifacts. Thus, for accurate analysis 
and prediction from a PPG signal, the separation of motion 
artifacts components and the true PPG signal components is 
necessary. Therefore, this work used the superlet transform-
based TF spectrogram of PPG signals to train the deep neu-
ral network for estimation and classification.

The work reported in the literature used raw corrupted 
PPG signals to train the deep neural network. Notably, a 
deep neural network has the potential to extract relevant fea-
tures automatically and map these features with the target 
class. It is assumed that training a model with a corrupted 

Table 4   Classification 
performance of the proposed 
framework

Class SBP DBP

Pre% Sen% Spec% F1-Score Pre% Sen% Spec% F1-Score

Normotension 97.3 97.3 97.4 97.3 98.7 97.4 98.7 98.1
Prehypertension 97.4 98.7 98.1 97.4 97.4 98.7 98.1 97.4
Hypertension 96.1 94.9 98 95.4 95.5 98.6 97.4 95.5
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PPG signal consisting of random and irregular peaks due to 
strong physical exercises degrades the generalized capability 
of the model when tested in realtime.

Thus, the proposed work trains the deep neural network 
model with the super-resolution TF spectrogram to increase 
the accuracy of the model.

The PPG signal was segregated with consecutive win-
dows of 2.4-s duration to generate the super-resolution 
TF spectrogram. However, in general, window length 
significantly impacts the model's performance. A longer 
window length can result in more accurate and precise 
data analysis. It provides a larger sample size for analysis 

and can capture more complex patterns or trends. How-
ever, longer window length may also result in increased 
computational complexity, longer processing times, and 
potentially reduced system responsiveness.

On the other hand, using a shorter window length may 
result in faster processing times and a more responsive 
system. However, it may also result in less accurate or 
precise data analysis, as it provides a smaller sample size 
and may miss important patterns or trends.

Thus, in the future, the proposed framework's perfor-
mance will be analyzed with different window lengths to 
achieve optimal performance.

Table 5   Comparison of result analysis of proposed work with the state of art work

The results represents in bold indicates the results obtained in the proposed work

Author Sensor (number of Subjects) Input data pre-processing for 
featuring

Methodology used for regression MAE ± SDAE

Tanveer [36] 2019 PPG/ECG (39) Bandpass by TQWT, feature 
extracted from PPG and ECG 
signal

ANN-LSTM SBP 1.10 ± 1.56
DBP 0.58 ± 0.85

Yan [37] 2019 PPG/ECG (604) Segmented data into a 10-s 
window

CNN SBP 3.09 ± 2.76
DBP 2.11 ± 2.0

Slapnicar [38] 2019 PPG (510) 4th order bandpass filter, PPG, 
first derivative PPG, second 
derivative PPG

ResNet and LOSO SBP 9.43 ± NA
DBP 6.88 ± NA

Baek [39] 2019 PPG/ECG (604 Subject) Random cropping, fast Fourier 
transform, and signal deriva-
tive

CNN SBP 5.32 ± 5.54
DBP 3.38 ± 3.82

Eom [40] 2020 ECG/PPG/ BCG (15 subjects) IInd order bandpass filter, data 
segmented into an 8-s window

Bi-GRU​ SBP 4.06 ± 4.04
DBP 3.33 ± 3.42

Hsu [41] 2020 PPG/ECG Physiological parameters 
extracted from ECG and PPG

ANN SBP 3.21 ± NA
DBP 2.23 ± NA

Lie [42] 2020 PPG/ECG Seven features extracted from 
PPG and ECG

LSTM SBP 4.63 ± NA
DBP 3.15 ± NA

Aguiree [43] 2021 PPG (1131) Bandpass filtering, 15-s window 
segmentation

RNN/GRU/ Attention SBP 12.08 ± 15.67
DBP 5.56 ± 7.32

Lee [44] 2021 ECG/PPG (18) Seven features extracted from 
PPG and ECG

BiLstm SBP 5.82 ± 6.82
DBP 5.24 ± 6.06

Harfiya [45] 2021 PPG Translation of PPG to ABP 
signal

LSTM SBP 4.05 ± NA
DBP 2.41 ± NA

Sakib [46] 2022 PPG/ECG (982) Normalization, the derivative of 
PPG signal

CNN + ANN SBP 2.33 ± 0.713
DBP 2.73 ± 1.16

Rastegar [47] 2023 PPG/ECG Savitzky–Golay filtering CNN + SVR SBP 1.23 ± 2.45
DBP 3.08 ± 5.67

Qiu [31] 2023 PPG/ECG Pattern diffusion method Feed-forward model SBP 3.65 ± NA
DBP 4.56 ± NA

Nour [48] 2023 PPG Time domain and chaotic 
features

Regression models SBP 3.069 ± NA
DBP 1.721 ± NA

Qin [49] 2023 PPG Multi-scale feature extraction ResNet34 SBP 5.98 ± NA
DBP 3.24 ± NA

Proposed work PPG (1557 subjects) Superlet transform-based super-
resolution spectrogram

CNN SBP 2.71 ± 3.29
DBP 2.42 ± 3.94
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Moreover, no realtime acquired PPG signal is used 
to test the proposed model. Thus, in the future, we will 
deploy the model on a processor, an interface with a PPG 
sensor for realtime monitoring and classification of BP. 
Further, no standard optimization technique is used in 
the proposed work to optimize the model's computational 
complexity. Thus, in the future, model parameters and 
hardware need to be optimized to reduce the computa-
tional complexity of the method.

Conclusions

For diagnosis and treatment of hypertension, continuous, 
cuff-less, and non-invasive user-friendly BP measurement 
technique is a strongly desired requirement in the health 
care industry. Hence, the demand for realtime PPG-based 
continuous monitoring of BP is increasing. Considering 
this objective, this work proposes a superlet transform 
and optimized deep neural network-based SBP and DBP 
estimation framework. Moreover, the proposed framework 
also classifies BP to detect possible hypertension early.

The proposed framework introduces a superlet trans-
form-based super-resolution spectrogram giving a 2-D TF 
spectrogram that separates the noise component and the 
true PPG BP signal component. Separation of true PPG sig-
nal components from motion artifacts affected signal helps 
the deep network model to learn the feature more accu-
rately. Thus, the model relates a high correlation between 
an extracted feature, reference SBP, and DBP signal. The 
obtained SBP and DBP values also satisfy the standard 
provided by AAMI and BHS. The proposed framework 
requires a single model for the estimation and classifica-
tion tasks, which helps the user better monitor the realtime 
BP. The proposed framework can be a possible solution 
for designing a wearable device to monitor BP in realtime.
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A B S T R A C T 

Cloud computing is an evolutionary approach of offering IT services to the industry and IT businesses. Alongside the advantages of cloud computing, it has raised 

many security, performance and network management concerns in the cloud datacenters. In this study, I present the implementation of SDN (software-defined 

networking) into the cloud network infrastructure to overcome issues related to network administration, monitoring and security. SDN is an approach to network 

virtualization which adds to the security and performance of the network and helps to automate and ease the network management by making the network flexible 

to changes and extensions.  

The research methodology used is descriptive and analytical based on the recent research work done by other researchers in this domain using a systematic literature 

review approach. The implementation of SDN into the cloud network infrastructure is presented as a suitable proposed solution to overcome some (network 

security, network performance, and network management) of the current cloud network infrastructure issues. 

Keywords: Cloud Computing, IT services, SDN, Network security 

1. Introduction 

Cloud  computing  is  considered  as  a  new  field  of  study  for  researchers  and  academicians,  cloud  computing  is  a  revolutionary  change  the  way  

IT  services  are  provided  in  organizations.  Cloud  computing  avoids  the  necessity  of  organizations  for  owning  on-  premises  data  centers  and  

network  infrastructure  facilities;  which  reduces  the  cost,  need  of  IT  expert  staff  and  brings  elasticity.  When  plugging  an  electric  machine  into  

a  power  socket,  we  care  neither  how  electric  power  is  produced  nor  how  it  gets  to  that  power  socket.  This  is  probable  because  electricity  

is  virtualized;  that  is,  it  is  already  available  from  a  wall  socket  that  hides  power  generation  stations  and  a  massive  power  supply  grid.  When  

we  think  about  information  technologies,  this  idea  means  providing  useful  functions  while  hiding  how  their  internals  work.  Computing  itself,  

to  be  considered  fully  virtualized,  must  allow  computers  to  be  made  from  distributed  components  such  as  processing,  storage,  data,  and  

software  resources.  Such  concept  describes  a  business  model  where  the  consumers  pay  to  the  providers  based  on  the  theory  of  ‘Pay-as-you-

go’.  “Cloud  computing  is  a  techno-business  disruptive  model  of  using  distributed  large-scale  data  centers  either  private  or  public  or  hybrid  

offering  customers  a  scalable  virtualized  infrastructure  or  an  abstracted  set  of  services  qualified  by  service-level  agreements  (SLAs)  and  

charged  only  by  the  abstracted  IT  resources  consumed  (Buyya,  Broberg,  &  Goscinski,  2011)”.  ISO/IEC  defines  cloud  computing  as  follows  

“Paradigm  for  enabling  network  access  to  a  scalable  and  elastic  pool  of  shareable  physical  or  virtual  resources  with  self-service  provisioning  

and  administration  on-  demand”.  The  NIST  (National  Institute  of  Standards  and  Technology)  definition  of  cloud  according  to  the  NIST  

Special  Report  800-145  is:  “Cloud  computing  is  a  model  for  enabling  ubiquitous,  convenient,  on-demand  network  access  to  a  shared  pool  of  

configurable  computing  resources  (e.g.,  networks,  servers,  storage,  applications,  and  services)  that  can  be  quickly  allocated  and  released  with  

slight  administrative  effort  or  service  provider  interaction.  This  cloud  model  is  composed  of  five  essential  characteristics,  three  service  models,  

and  four  deployment  models  (Mell  &  Grance,  2011)”.   

2. Main Findings 

The outcome of my work will demonstrate that why the conventional network infrastructures cannot meet the performance, security and network 

management needs of the cloud computing and will highlight that there are many problems with the current cloud computing as well. To overcome this 

issue the capabilities and opportunities (high performance and better oversight of the network bandwidth, access control and applications’ security) of 

the DSN will briefly be described, why should we use SDN to address the problems associated with the cloud network infrastructure and the impact of 

the SDN on the cloud computing network infrastructure is stated in details. 

http://www.ijrpr.com/
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3. Cloud Computing Essential Characteristics 

a. On-demand self-service: A client can individually deliver computing resources, such as server time and network storage, as required dynamically 

without demanding human interaction with each cloud service provider (CSP). 

b. Broad network access: Competencies are accessible over the public internet and accessed through standard procedures that support the use by various 

customer platforms (e.g., mobile phones, tablets, laptops, and workstations).  

c. Resource pooling: The cloud service provider’s computing resources are shared to assist numerous clients using a multi-tenant architecture, with 

various physical and virtual resources automatically assigned and reassigned according to user request. The consumers don’t have any idea about the 

where their data is actually stored or maybe they are only have information regarding the location of data at a higher level (for example country, province, 

or datacenter). 

d. Rapid elasticity: Computing resources (e.g. CPU) can be elastically provided to the clients and freed from clients, in some cases dynamically, to 

measure rapidly outward and inward proportion with demand. To the customer, the capabilities offered for provisioning often seem to be unlimited and 

can be expected in any amount at any interval of time. 

e. Measured service: Cloud systems dynamically govern and adjust resource use by measuring and metering competency at some level of abstraction 

suitable to the type of service (e.g., storage, processing, bandwidth, and active user accounts). Resource usage can be observed, controlled, and reported, 

providing transparency for both the cloud service provider and client of the used service (Mell & Grance, 2011; Mogull et al., 2017).   

4. Cloud Service Models 

SaaS (Software as a service) The services or capabilities offered to the clients are that they can utilize the applications lying on a cloud hardware 

infrastructure. Clients usually access the data using a simple web browser, the customers cannot manage or control the underlying infrastructure of the 

cloud such as (Servers, storage, Operating Systems (OS), Network & etc…).  

SaaS is multitenant applications running on PaaS or IaaS due to increased agility, resilience and economic benefits. Many providers offer the SaaS 

services using the public APIs to support the variety of clients, especially web browsers and mobile applications. Thus, the SaaS tends to have an 

application/logic layers and storage layer with an API on top, and there is one presentation layer which includes the web browsers, mobile applications 

and public APIs (Mogull et al., 2017). 

 IaaS (Infrastructure as a service) The competencies delivered to the clients are the provisioning processing, network, storage and other computing 

resources where the clients are able to set up their software applications. The clients will not have control over the cloud infrastructure but they can have 

limited control over their own network appliances (such as the firewall). The foundation of the IaaS is formed of the physical facility and hardware 

infrastructure. The resources (physical hardware, network & storage) are pooled using the abstract and orchestration. Abstracts free the resources from 

the physical constraints using virtualization to enable pooling.  

Orchestration then (a set of core connectivity and delivery tools) ties these abstracted resources together to create pools and provide automation so that 

the resources are delivered to the customers. All these are facilitated using the APIs (Application programming interface). Most of the APIs these days 

use the REST (Representational State Transfer) which runs on the HTTP protocol making it very suitable for internet services. In most cases, these APIs 

are wrapped into a web-based interface for remote access which is called the cloud management plane (because the customers use it to manage and 

configure the resources). So the IaaS consists of a facility, hardware, abstract layer, and the orchestration layer. The IaaS design is simplified in Figure-

1, which shows the storage and compute controllers for orchestration and the hypervisors for abstraction and the relationship between abstract and 

orchestration. “A series of physical servers each run two components: a hypervisor (for virtualization) and the management/orchestration software to tie 

in the servers and connect them to the compute controller. A customer asks for an instance (virtual server) of a particular size and the cloud controller 

determines which server has the capacity and allocates an instance of the requested size” (Mogull et al., 2017).  
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Figure 1 IaaS Platform Image source: Guidance, S. (2017). Security Guidance for Critical Areas of Focus for Cloud Computing. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

PaaS (Platform as a service) 

The competencies delivered to the consumers are the deployment of the customer’s applications on the cloud infrastructure that are developed using the 

cloud-supported programming languages and libraries. Again, the consumers cannot control and manage the underlying cloud infrastructure. PaaS is a 

layer of integration and middleware built on the IaaS. It is then pooled together, orchestrated and made available to the customers using APIs. An example 

of PaaS is the application deployment platform where the developers can run the application codes without managing the underlying infrastructure 

(Mogull et al., 2017). Figure 2 shows the simplified diagram of PaaS built on the IaaS.  

Figure 2 PaaS running on the IaaS infrastructure 

Image source: Guidance, S. (2017). Security Guidance for Critical Areas of Focus for Cloud Comput

ing. 
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5. Cloud Deployment Models 

a. Private cloud: The private cloud infrastructure is owned by a single organization. The organization itself or a third party will control and manage the 

cloud infrastructure, it may exist on or off the premises. 

 b. Community cloud: The cloud infrastructure is owned, managed and controlled by one or more organizations of a community and provides services 

to a specific community only. It may exist on or off the premises. 

c. Public cloud: The public cloud provides services to everyone who is interested to use it. It is owned, managed and controlled by a business, academic 

or a governmental organization. The public cloud exists on the premises of the Cloud Service Provider (CSP). 

 d. Hybrid cloud: A combination of two or more of private, public and/or community cloud infrastructure that remains unique entities but are bound by 

a standard or proprietary technology which enables data and application portability(Mell & Grance, 2011; Mogull et al., 2017).  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

The cloud deployment models are defined based on who owns the cloud infrastructure, who manages the cloud infrastructure, who uses the cloud services 

and whether the cloud infrastructure is on the premises. Figure 3 shows the cloud characteristics, cloud deployment and services models, and Figure 4 

illustrates the cloud deployment models with its corresponding owner.  

 

 

 

 

 

 

 

 

 

 

 

 

Cloud computing is an emerging technology which can benefit the businesses by providing on-demand IT services for the payment based on the principle 

of pay-as-you- go. The traditional on-premises IT infrastructure requires a well-equipped facility, purchase of hardware devices, hiring professional staff, 

staff training, operational and maintenance costs. Such requirements cause a huge increase in overall service cost. The lack of network security, high 

Figure 4 Cloud Deployment Model 

Image source: Guidance, S. (2017). Security Guidance for Critical Areas of Focus for Cloud Computing. 

Figure 3 Cloud Deployment Model, Service Model & Characteristics 

Image source: Guidance, S. (2017). Security Guidance for Critical Areas of Focus for Cloud Comp

uting. 
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reliability, availability, network management, network extension, network monitoring, high network performance, traffic and network isolation, network 

flexibility and disaster recovery are the main problems with the on-premises network infrastructure. To overcome these problems, an organization has to 

use the cloud computing and rent IT infrastructure or services from the Cloud Service Providers. Cloud offers the IT services at low cost, with high 

reliability and availability, high performance, on-demand services, no operational or maintenance cost, and security measure at place. With all these 

benefits and opportunities, the cloud computing still experience the network security, performance, and network management issues. 

6. Discussion 

SDN on the other hand is a new technology which provides new opportunities and benefits for both the CSP and cloud users. SDN provides a virtualized 

environment and decouples the data plane from the control plane. The SDN controller is a logical centralized server which enforce policies on SDN-

enabled switches, Routers, firewalls and access points. The switches usually communicate with the SDN controller using the OpenFlow protocol and 

update the policies into their flow tables. The benefits of SDN include but are not limited to packet filtering, network virtualization, traffic and network 

isolation, increased security, high performance, better network management, energy efficient, inexpensive, load balancing, fault tolerance and logical 

centralized control.  

7. Conclusion 

The research questions that were posted at the beginning of my thesis were: what are the weaknesses, vulnerabilities, data security, network infrastructure 

security and performance issues of the current cloud network infrastructure? What are the capabilities and features offered by SDN? What will be the 

impact of SDN implementation on current cloud network infrastructure? To answers to these questions I have conducted a systematic literature review 

and selected around 62 articles from IEEE, ACM and science direct journals based on the selection criteria mentioned in Chapter 6. I have reviewed and 

analyzed those articles and I arrived at the following findings: 

 Cloud computing is vulnerable to various security threats, the main areas where the security vulnerabilities exist are the cloud network infrastructure 

and cloud virtualization. Cloud computing also experience the network management and network performance issues. 

 SDN provides various opportunities to the cloud network infrastructure including packet filtering, network virtualization, traffic and network isolation, 

increased security, high performance, better network management, energy efficient, inexpensive, load balancing, fault tolerance and logical centralized 

control. 

 The deployment of the SDN into the cloud computing can increase the cloud computing security, network performance, and network management. 

Based on the results of the systematic literature review, I conclude that the implementation of SDN into the cloud computing is a possible well-suited 

solution. 

8. Limitation and Future work 

There are still various open issues with SDN. To address these issues, further research is required. Two future research questions are summarized as 

follows: 1. How significant is the security in the SDN environment? As technology develops, with new trends new security vulnerabilities also emerges. 

The security of the SDN has to be researched in order to understand that how significant is the security with the SDN. In order to conduct further research 

for evaluation of the SDN security, a combination of the systematic literature review and experimental research would be better. 2. Dynamic load 

balancing for multiple SDN-controllers: For load balancing and fault tolerance in the SDN environment, the use of multiple SDN-Controllers is suggested. 

How these multiple controllers communicate with the switches and how they dynamically balance their load has to be further investigated. Experimental 

research approach is suggested in order to solve the problem of dynamic load balancing between multiple controllers in the SDN environment. In the 

near future, SDN will be adopted and deployed by various businesses and IT companies due to the benefits of SDN. Various vendors of the network 

devices are implementing SDN and are producing SDN-enabled network devices. Some organizations such as Open Networking Foundation (ONF) are 

working for the development of protocols, which communicate between the controller and the SDN-enabled switches. These protocols will be alternatives 

to the OpenFlow.  
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Abstract. Supercritical Water Reactors (SCWRs) are in consideration of many countries as it improves the thermal efficiency
of the nuclear reactors as comparison to which are in regular use. The thermal-hydraulic behaviour of the water at supercritical
condition are studied in past to take a step forward in the development of SCWRs. The main aim of this research is to enhance
the heat transfer rate of the rod bundle with the implementation of a circular wire. CFD analysis with the help of Ansys Fluent
has been done. It was seen that the wall adjacent temperature of the wire wrapped rod has been reduced. The wrapping of wire
increased the transverse velocity and hence increases the heat transfer rate from rod to fluid.

INTRODUCTION

Supercritical Water Reactor (SCWR) is one of the new concept of nuclear reactors identified by Generation-IV In-
ternational Forum [1, 2]. These type of reactors have higher thermal efficiency and compact design in comparison
to the general use nuclear reactors in market. Many countries are involved in doing the experiments regarding the
development of SCWRs [3].
Shanghai Jiao Tong University in China is conducting continuous experiments regarding SCWRs. The main aim
of the experiments is to reduce the adjacent wall temperature of the rod, so that the rod melting accident could be
stopped. For that purpose various spacers are used in the rod. The wrapping of wire in the rod acts as a spacer which
gives the transverse velocity to the fluid, which are helpful in increase in heat transfer from rod to fluid [3, 4, 5].
Various researchers have analyzed the heat transfer characteristics of supercritical water because the thermophysical
properties of supercritical water varies quickly. It is very difficult to simulate the water at supercritical condition [6,
7].
The objective of this research is to numerically analyze the thermal hydraulic phenomena of 2x2 rod bundles with and
without wires at supercritical water condition.

MATHEMATICAL MODELLING

The governing equation of mass, momentum and energy was solved along with the SST K-ω model with the help of
CFD software Ansys Fluent 2020 R1. The geometry was prepared with the help of dimensions given in the Table I
and mesh was generated as can be seen in Fig. 1, Fig. 2 and Fig. 3. The fluid and solid part of the geometry was
meshed with the help of ansys mesher and an inflation with first layer thickness of 2.96 mm was given to all the rod
surfaces to capture the boundary layer phenomena.

The mass flux inlet boundary condition was used at inlet and outlet boundary condition was set to pressure outlet. A
constant heat flux was applied at the inner surface of the rods. All the mathematical values of the boundary conditions

TABLE I. Geometrical dimension of the model.

Parameter (mm) Value
Rod to wall corner gap 1.4
Thickness of heated rod 1.5
Heated length 600
Diameter of wire 1.2
Pitch of wire 200
Outer diameter of heated rod 8
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FIGURE 1. Mesh of bare rod geometry

TABLE II. Geometrical dimension of the model.

Parameter Value
Mass Flux (Kg/m2s) 1000
Heat Flux (KW/m2) 600
Pressure (MPa) 25
Inlet Temperature (◦C) 397

are given in Table II

The thermophysical properties of supercritical water varies abruptly in the critical and peudocritical temperature
range. All the data of thermophysical properties of water has been fitted and a user defined function has been made
which was invoked in the Ansys Fluent. The governing equations was solved with Semi Implicit Method for Pressure
linked Equation(SIMPLE) type algorithm.

RESULTS AND DISCUSSIONS

As it can be seen from Fig. 4 that the temperature of wall of the rod with wired spacer are less as compare to without
wire. The installation of wire gives transverse velocity to the fluid and this process carry out more heat from rod.

020013-2

 16 Septem
ber 2023 06:06:36



FIGURE 2. Mesh of wired rod geometry

FIGURE 3. Wired rod figure
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FIGURE 4. Graphical representation of wall temperature and Angle

CONCLUSIONS AND RECOMMENDATIONS

The 2x2 rod bundles are numerically analysed and it can be noticed from results that the rod wall temperature at the
required location was found to be less with wire in comparison to without wire. Thus the objective to reduce the peak
temperature was achieved and can be seen clearly in result section. The reduction in peak temperature was confirmed
because of perturbation created by wire in the fluid and a transverse velocity was seen at the location, which increases
the heat transfer rate from rod to fluid.
Further the LES simulation can be done to produce more high fidelity solutions which can be validated from the
experimental results.
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Abstract—Multiport DC-DC converters are extensively used in 

electric vehicles (EVs), charging applications, UPS systems, and 

hybrid energy storage systems. In this paper, a multiport DC-

DC converter is presented with switched boost action topology. 

The detailed steady state behaviour of multiport switched boost 

converter (MSBC) is presented. The scale factor with respect to 

duty ratio is defined for the characterization of MSBC. The 

mathematical relations are developed for gain analysis of both 

boost and buck output side of the converter. The steady-state 

characteristics of input/output current and voltage waveforms 

are analysed. The analytical relations are developed for voltage 

and current ripple and accordingly switching sequence of 

switches are applied. Simulation results are presented for the 

comparative analysis of theoretical results.  

Keywords—Buck and boost output, converter gain, duty 

ratio, multiport converter, ripple analysis, scaling factor. 

I. INTRODUCTION  

A dc-dc converter is used for its simple construction, 

efficient results and low cost (over other substitutes). With 

advancement in technology specially in the field of portable 

electronic devices [1-3], HVDC power systems, UPS systems, 

power supplies for consumer appliances [4-6], renewable 

energy applications for homes [7-8], Electric vehicles [9] and 

charging applications, medical devices; the requirement for a 

converter that can step-up and step-down dc voltage is 

increasing. With respect to isolations, the dc-dc converters are 

classified as isolated dc-dc converter and non-isolated dc-dc 

converters. The isolated dc-dc converters have a transformer 

between the input and output.  

A multiport dc-dc converter (MPDC) has the advantage of 

more than two input/output port, which is used for more than 

one voltage level applications. The MPDCs may have the 

ability to step-up as well as step-down voltage from a single 

source for diversified applications from both the output ends. 

An MPDC can be of single input and multiple output (SIMO) 

type [10] or multi-input and multi outport (MIMO) type [11-

12]. Again, there are isolated and non-isolated type MPDC. 

Non-isolated type dc-dc converters are of different topologies 

like: buck-boost, which is commonly used in portable 

electronic devices; SEPIC (single-ended primary inductance 

converter), commonly used in LED lighting and battery 

charging applications; Cuk, which is used in LED lighting, 

telecommunication and computer systems; Isolated type dc-

dc converters are: flyback, which uses a transformer to convert 

voltages and used in lower power applications; full bridge 

used in higher power applications (motor drives, renewable 

energy applications); dual active bridge used in electric 

vehicle and renewable energy applications; isolated 

bidirectional in which current flow is possible in both 

directions and thus used in battery power applications; multi-

level isolated, which uses multi-level topology and provides 

isolation between different input and output ports, used in high 

power applications. 

In this paper, a non-isolated MPDC is presented, which 

employs switched boost topology [13]. A switched boost 

topology converter has an inductor coil, a capacitor and a 

switch. When the switch is closed, the inductor stores energy 

from the input sources and the output capacitors discharge to 

provide the load current. When the switch is open, the diode 

conducts and the inductor releases its energy to charge the 

output capacitors and maintain the output voltage. The 

detailed analysis of SIMO multiport switched boost converter 

(MSBC) is presented for single input and two outputs, one 

step-up and other step-down. Two IGBT switches have been 

employed to facilitate the switched boost action. The 

relationship between the duty ratio of the gate pulses of the 

two switches have been given by a factor defined as scaling 

factor (λ). Complete characterization of the current 

waveforms in different arms of the converter during different 

modes have been presented. An instantaneous change in the 

output current waveform was recorded. Efforts have been 

made to minimize it. Thus, its variation with the voltage gain, 

scaling factor and duty ratio has been studied. Also, variation 

of the voltage gain, scaling factor, input current ripple and 

duty ratio with each other have been studied. 

II. MULTIPORT SWITCHED BOOST CONVERTER (MSBC) 

The circuit diagram of MSBC is depicted in Fig. 1. 

Inductor (L1) is connected to the source voltage (Vs). The 

parallel R1-C1 boost-load is then connected to L1 through a 

diode D. Two switches SW1 and SW2 are connected in series 

between the inductor L1 and ground. SW1 and SW2 are IGBT 

switches and SW2 must require anti-parallel diode. Inductor 

(L2) is connected between the two switches and with series to 

the parallel buck-load R2-C2. 
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When both SW1 and SW2 are open, the inductor L1 

discharges through R1 and C1. When SW1 is closed and SW2 

is open, L1 discharges through R1-C1 and L2 – R2-C2. While L2 

charges during this period. When both SW1 and SW2 is 

closed, L1 charges through Vs. During this period, L2 

discharges through R2-C2. The step-up and step-down voltage 

outputs of the MSBC are appeared at V01 and V02, respectively. 

The mathematical analysis and principle of operation is 

presented in the next section. 
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Fig. 1. Circuit diagram of multiport switched boost converter. 

III. MATHEMATICAL ANALYSIS OF MSBC 

The gate pulse of SW2 (i.e., Vgs2) has a duty ratio D. The 

gain of the boost output voltage is dependent on this duty ratio 

alone (as derived in the next section). The gate pulse of SW1 

(i.e., Vgs1) has a duty ratio λD. Here, λ has been attributed as 

‘scaling factor’. The duty ratio of SW2 is scaled with 

reference to this factor λ. Different voltage values and current 

waveform patterns are observed for different values of λ. 

These can be grouped into 3 sections for λ > 1, λ = 1 and λ < 

1 presented as follows: 

A. Scaling Factor λ > 1 

When the scaling factor (λ) is greater than 1 (i.e., λDT > 

DT) or the gate pulse to the switch SW1 is longer than to the 

gating pulse to the switch SW2. For this case, the current 

waveforms across both the inductors and capacitors are 

plotted in Fig. 2. 

A1. Switching Operation: Based on the switching periods of 

the two switches SW1 and SW2, the output voltage and 

current waveforms, the inductor currents and the capacitor 

voltages is calculated. Also, the ripple in the input current and 

the instanatneous change in output current is also calculated. 

Based on the ON and OFF periods of SW1 and SW2, 3 modes 

can be identified as follows:  

Mode I: SW1 and SW2- ON: L1 charging, L2 discharging;  

Mode II: SW1–ON, SW2-OFF: L2 charging, L1 discharging; 

Mode III: SW1 and SW2-OFF: L1 and L2 discharging. 

(i) Mode I: 0< t < t1: During time period t0 – t1, switches SW1 

and SW2 are closed and diode D is OFF due to reverse 

voltage, thus 

1L inV V= ; 2 2L oV V= − ; 1D oV V= −  

1 1c oi I= − ; 2 2 2c L oi i I= − ; 1 0i =  

(1) 

(ii) Mode II: t1 < t < t2: During time period t1-t2, switches SW1 

and diode D is closed while switch SW2 is open, thus 

1 1L in oV V V= − ; 2 1 2L o oV V V= − ; 0DV =  

1 1 2 1c L L oi i i I= − − ; 2 2 2c L oi i I= − ; 1 1 2L Li i i= −  

(2) 
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Fig. 2. Current waveforms of the MSBC for scaling factor λ>1. iL1 and iL2 

waveforms have slope mentioned for each mode. 
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Fig. 3. Operation of MSBC during (0 - t1). 
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Fig. 4. Operation of MSBC during (t1 - t2). 

(iii) Mode III: t2 < t < T: During time period t2-T, switches 

SW1 and SW2 are open while diode D is closed, also the anti-

parallel diode of SW2 is conducting in this period, thus 

1 1L in oV V V= − ; 2 2L oV V= − ; 2 0D DV V= =  

1 1 1c L oi i I= − ; 2 2 2c L oi i I= − ; 1 1Li i=  

(3) 
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Fig. 5. Operation of MSBC during (t2 - T). 

Now we can apply volt-sec balance to both of the inductors. 

Volt-sec balance says that average voltage across the inductor 

in a time period is zero. So, 

1 0L
T

V dt =� 1
( ) ( )( ) 0

in in o
V DT V V T DT + − − =  (4a) 

1
1

in

o

V
V

D
=

−
 (4b) 

Similarly, zeroing average voltage across inductor L2: 

2 1 2 2
( )( 1) (1 ) 0

o o o o
V DT V V DT V D Tλ λ− + − − − − =  (5a) 

2

( 1)

1

in

o

D V
V

D

λ −
=

−
 (5b) 

Now using ampere-sec balance to both of the capacitors, the 

average current across the capacitor in a switching period is 

zero. Therefore, 

1 0c
T

i dt =�
1 1 2 1 1 1

( )( 1) ( )(1 ) 0
o L L o L o

I DT i i I DT i I D Tλ λ− + − − − + − − =  
(6a) 

1 2 1
(1 ) ( 1)

L L o
i D i D Iλ− − − =  (6b) 

Similarly applying ampere-sec balance on the second 

capacitor. Therefore, 

2 2
( )( ) 0

L o
i I T− = ; 

2 2L o
i I=  (7a) 

2

2

( 1)
.

1avg

in

L

o

VD
i

D R

λ −
=

−
 (7b) 

Now, putting value of iL2 from (7b) into equation (6b), 

2 2

1

2 1

( )( 1) 1
.

1 1avg

in in

L

o o

V VD
i

D R D R

λ −   
= +   

− −   
 (8) 

A2. Calculation of ripple inductor currents, ripple capacitor 

voltages, critical inductances: The instantaneous voltage 

across the inductor L1 during Mode I is given as follows: 

1 1

1

in
in L

DTVdi
V L i

dt L
=  ∆ =  (9) 

Now, the maximum and minimum inductor current can be 

given as follows: 

max/min

1

1 1
2avg

L

L L

I
I I

∆
= ±  (10) 

1

1 2

2

max 2

1

1 ( 1) 1

2(1 )
L s

o o

D DT
i V

R R LD

λ  −
= + +  

 −   

 (11) 

1

1 2

2

min 2

1

1 ( ( 1)) 1

2(1 )
L s

o o

D DT
i V

R R LD

λ  −
= + −  

 −   

 (12) 

The instantaneous voltage across the second inductor L2 

during Mode II is given as follows: 

2 1

2

2

o oV V di
L

L dt

 −
= 

 
 (13a) 

2

2

( 1)
(1 )

(1 )
L in

D T
i D D V

D L

λ
λ

−
∆ = − +

−
 (13b) 

Now, the maximum and minimum inductor current can be 

given as follows: 

max/min

2

2 2
2avg

L

L L

I
I I

∆
= ±  (14) 

2

2

max

2

( 1) 1 (1 )

1 2
L s

o

D D D T
i V

D R L

λ λ  − − + 
= +     −    

 (15) 

2

2

min

2

( 1) 1 (1 )

1 2
L s

o

D D D T
i V

D R L

λ λ  − − + 
= −     −    

 (16) 

(15) also represents the instantaneous change in output 

current, as can be verified from Fig. 2. From the plot of 

capacitor currents, ripple in capacitor voltage calculated as 

follows: 

C

dV
C i

dt
= ; 

.

c

i dt
V

C
∆ =

  (17) 

1 1

1

1 1 1 01 1

.

1

o o in

c

o

I DT V DT T VD
V

C R C D R C

 
 ∆ = = =  

− 
 (18) 

[ ]( ) 2

2

2 2

1 1

8(1 )
c in

D D D T
V V

D L C

λ λ− + −  
 ∆ =  

−  
 (19) 

Critical Inductance is the minimum value of inductance 

below which the inductor current becomes discontinuous. 

These are minimum value of inductors to be chosen for 

satisfied operation. For inductor current to be just continuous, 

the average value is put equal to half the ripple value:  

2avg

L

L

i
i

∆
=  (20) 

{ }

2

1

1

21

2

(1 )

2 1 ( 1)
critical

o

o

o

D D TR
L

R
D

R
λ

−
=

 
+ − 

 

 
(21) 

2

2

.

2critical

oDT R
L =  (22) 

The following design parameters are used for the verification 

of derived results: D = 0.5, λ = 1.5, Vin = 24 V, L1 = L2 = 5mH; 

C1 = C2=50µF; Ro1 = Ro2 = 100Ω. The system outputs are 

calculated and mentioned as below: Vo1 = 48 V, Vo2 = 12 V,  

1 1.02
avgLi A= ;

1
0.24

L
i A∆ = ;

1 max 1.14Li A= ;
1 min 0.9Li A= ;

2 0.12
avgLi A= ;

2
0.18

L
i A∆ = ;

2 max 0.21Li A= ;
2 min 0.03Li A= ; 
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1
0.48

c
V V∆ = ; 2

0.045
c

V V∆ = ;
1 0.588

critical
L mH=

2 3.75
critical

L mH= . 

The above-mentioned voltage gain values at the specified 

duty ratio and scaling factor can be verified from the Fig. 8(e) 

and Fig. 8(h). The input current ripple at the specified duty 

ratio and scaling factor can be verified from the Fig. 8(f) and 

Fig. 8(i). The instantaneous change in output current at the 

specified duty ratio and scaling factor can be verified from 

the Fig. 8(g) and Fig. 8(j). 

B. Scaling Factor λ < 1 

B1. Switching Operation: Based on the switching periods of  

the two switches SW1 and SW2, the output voltage and 

current waveforms, the inductor currents and the capacitor 

voltages is calculated. Based on the ON and OFF periods of 

SW1 and SW2, 3 modes can be identified as follows:  

Mode I: SW1 and SW2- ON: L1 charging, L2 discharging;  

Mode II: SW1–OFF, SW2-ON: L1 and L2 discharging; 

Mode III: SW1 and SW2-OFF: L1 and L2 discharging. 

Here L2 is discharging in all the modes implies Vo2 = 0 and 

Io2 = 0. 
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Fig. 6. Current waveforms of the MSBC for scaling factor λ<1. 

(i) Mode I (0< t < t1) and Mode III (t2< t < T): Both the modes 

(circuit diagram and mathematical relations) are similar to the 

cases discussed above for λ > 1. 

(ii) Mode II: t1< t < t2: During time period t1-t2, switches SW2 

and diode D is closed while switch SW1 is open, thus  

1 1L in o
V V V= − ; 

2 2L o
V V= − ; 0

D
V = ; 

2 2 2c L o
i i I= − ; 

1 1L
i i= ; 

1 1 2 1c L L o
i i i I= − −  

(23) 
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Fig. 7. Operation of MSBC during (t1 - t2). 

B2. Analytical formulations: For analysis of different modes 

of operation, It is assumed that 2Li has finite value. But we 

find that L2 is discharging in all modes. Hence 2 0Li = . 

Similarly, by applying volt-sec and ampere-sec equations: 

1
1

in
o

V
V

Dλ
=

−
 

(24) 

2
0oV = ; 

2
0oI =  (25) 

1 2

1(1 )

in
L avg

o

V
i

R Dλ
=

−
 

(26) 

1

1

in

L

DTV
i

L

λ
∆ =  

(27) 

1

1

(min) 2

1

1

2(1 )
L in

o

DT
i V

LR D

λ

λ

 
= − 

−  
 

(28) 

1

1

(max) 2

1

1

2(1 )
L in

o

DT
i V

LR D

λ

λ

 
= + 

−  
 

(29) 

10
(1 )

in
C

DTV
V

D R C

λ

λ
∆ =

−
 (30) 

C. Scaling factor λ=1 

When the scaling factor λ = 1, the buck converter gain is 

zero. Now other results including the voltage at the boost side 

can be calculated from either of above results by putting λ = 

1. The derived results show that the converter works as MSBC 

for λ > 1, whereas the same converter is used as boost 

converter for λ <= 1. 

IV. RELATIONSHIP OF VOLTAGE GAIN AND CURRENT RIPPLE 

WITH SCALING FACTOR AND DUTY RATIO 

A. Gain v/s Instantaneous change in output current: 

From Fig. 2, it can be observed that the instantaneous 

change in output current (ID) i.e. iL2(max) is given by (15). Its 

relationship with the gain of boost and buck outputs are 

plotted in Figs. 8 (a). and 8 (b). The graph shown in Fig. 8 (a) 

has been plotted for λD = 0.75, where λ > 1. For the value of 

λ <= 1, the instantaneous change in output current will be 

equal to zero. It can be seen that the boost-gain is inversely 

proportional to the instantaneous change for a certain period 

while the buck-gain is directly proportional to it in the same 
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period. After a certain time, after a maximum instantaneous 

change value is reached, there is no further increase in it with 

fall in boost-gain and rise in buck-gain. In Fig. 8 (b), same 

graph has been plotted for multiple values of λD. It can be seen 

that for the same value of instantaneous change in output 

current, greater value of the product λD yields more gain for  

boost and buck side of the output decreases slightly. 

B. Gain v/s Input Current Ripple: 

From Fig. 2, it can be observed that the input current (iL1) 

ripple i.e., ΔiL1 is given by (9). Its relationship with the gain of 

boost and buck outputs are plotted in Figs. 8(c) and 8(d). The 

graph shown in Fig. 8(c) has been plotted for λD = 0.75 where 

λ > 1. With increase in boost-gain, the ripple in the input 

current also increases. The buck-gain decreases slowly as the 

ripple increases and finally becomes 0. From Fig. 8(d), it can 

be observed that the variation of boost-gain with ripple is same 

for all values of λD. It can also be seen that for the same value 

of ripple, the gain of buck converter increases with λD. Thus, 

depending on the voltage required at the buck side, value of 

λD can be so chosen such that the ripple is minimum and in 

accordance to the duty ratio required for the boosted output. 
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Gain v/s Input Current Ripple
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Gain v/s Input Current Ripple
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Instantaneous change in ID v/s Duty Ratio

In
st

an
ta

n
eo

u
s 

C
h
an

g
e 

in
 O

u
tp

u
t 

C
u

rr
en

t

Duty Ratio

0

0.1

0.2

0.3

0.35

0.4

0.25

0.05

0.15

0.45

0.1 0.70 0.2 0.40.3 0.60.5

(0.5,0.21)

 
(j) 

Gain v/s Output Current Ripple for λ > 1
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Gain v/s Output Current Ripple for λ > 1
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(l) 

Fig. 8. Relationship of voltage gain with instantaneous change in output current at: (a) λD = 0.75, (b) different values of λD; relationship of voltage gain with 

input current ripple at (c) λD = 0.75, and at (d) different values of λD; (e), (f), (g)  behavior of gain, input current ripple and instantaneous change in ID at 
different values of λ with constant duty D = 0.5, respectively; (h), (i), (j) relationship of voltage gain, input current ripple, instantaneous change in output 

current at different duty ratio for constant scaling factor λ = 1.5, respectively; relationship of voltage gain with output current ripple for λ > 1 and at (k) λD = 

0.75, (l) different values of λD. 
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C. Gain, Instantaneous change in Output Current, Input 

Current Ripple v/s Scaling Factor for a fixed Duty Ratio: 

As D is fixed, boost output is same for varying λ because 

it depends only on D (refer (4b)) and buck output linearly 

increases with increase in λ (refer (5b)). Boost and buck 

voltage gains are shown in Fig. 8 (e) where λ is varying from 

1 to 2 and D is fixed at 0.5. Input current ripple is independent 

of λ (refer (9)) hence current ripple value is constant at 0.25 in 

Fig. 8 (f). Relation of instantaneous change in output current 

can be seen from (15). Thus, at fixed D, the instantaneous 

change in output current increases as the scaling factor is 

increased as shown in Fig. 8 (g). 

D. Gain, Instantaneous change in Output Current, Input 

Current Ripple v/s Duty Ratio for a fixed Scaling Factor: 

As λ is fixed, buck and boost output are increasing for 

increasing D (refer (4b) and (5b)). Buck and boost voltage 

gains are shown in Fig. 8 (h) where D is varying from 0.5 to 

0.9 and scaling factor λ is fixed at 1.5. Input current ripple is 

directly proportional to D (refer (9)) hence current ripple value 

is linearly varying with D in Fig. 8 (i). Relation of 

instantaneous change in output current can be seen from (15). 

Thus, at fixed λ, instantaneous change in output current 

increases as the duty ratio is increased as shown in Fig. 8 (j). 

E. Gain v/s Output Current Ripple: 

From Fig. 2, it can be observed that the output current 

ripple (ΔID = iL1(max) – iL2(min)). Its relationship with the gain of 

boost and buck outputs are plotted in Figs. 8 (k). and 8 (l),. The 

graph shown in Fig. 8 (k) has been plotted for λD = 0.75, where 

λ > 1. It can be seen that the boost-gain is directly proportional 

to the ripple while the buck-gain is inversely proportional to it. 

In Fig. 8 (l), same graph has been plotted for multiple values 

of λD. It can be seen that for the same value of output current 

ripple, greater value of the product λD yields less gain for 

boost and more gain at the buck side of the output. 

V. CONCLUSION 

The characterization of a SIMO type MSBC with switched 

boost topology has been proposed in this paper. The proposed 

converter is running on two IGBT switches whose gate signals 

have been related through a factor attributed as the scaling 

factor (λ). The behavior of the converter with the value of λ 

with respect to unity has been proposed. The MSBC gain 

analysis along with current waveforms and theoretical 

formulations have been presented. The variation of gain with 

the instantaneous change in output current yielded: for the 

same value of instantaneous change in output current, greater 

value of the product λD yields more gain for  boost and buck 

side of the output decreases slightly. 

The variation of gain with input current ripple concluded 

that depending on the voltage required at the buck side, value 

of λD can be so chosen such that the ripple is minimum and in 

accordance to the duty ratio required for the boosted output. It 

was also concluded that at a fixed duty ratio (i.e., fixed boost-

gain), the buck-gain varies linearly with (λ-1). Input current 

ripple is found to be independent of the scaling factor. 

instantaneous change in output current depends on the scaling 

factor and increases as λ increases.  

Both buck and boost voltage gain of MSBC varies with 

duty ratio when the scaling factor was kept constant. Input 

current ripple varied linearly with duty ratio irrespective of the 

value of scaling factor. The instantaneous change in output 

current increases with duty ratio at a fixed scaling factor. It is 

concluded from the relationship of gain v/s output current 

ripple that, for the same value of output current ripple, greater 

value of the product λD yields less gain for boost and more 

gain at the buck side of the output. 
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Abstract 

Hybrid polarization division multiplexing (PDM) and Visible Light Communication (VLC) have fostered 

speedy data transmission in the last few years and emerged as the strong candidate that enables users to 

leverage the pervasive illumination/communication infrastructure. Circular PDM (CPDM) is replacing the 

linear PDM (LPDM) variant in wired/wireless systems due to the even scattered light distributions and 

elimination of polarization axis alignment requirements. In this research work, a 1.6 Tbps multi-wavelength 

line of sight (LoS) based VLC system is presented and data modulation is performed by employing Quadrature 

phase shift keying (QPSK). The conventional DSP algorithms such as Viterbi Phase Estimation (VPE), Blind 

Phase Search (BPS), and Constant Modulus Algorithm (CMA) algorithms are replaced with Gram-Schmidt 

orthogonalization procedure (GSOP), time-domain equalization algorithm (TEDA), improved Viterbi 

algorithm (IVA), and least mean square (LMS) algorithm in proposed IDSP. Three different systems are 

compared such as LPDM-VLC-DSP, CPDM-VLC-DSP, and CPDM-VLC-IDSP at different VLC link ranges, 

transmitter half angles (THA), incidence half angles (IHA), and optical concentrator areas (OCAs) in terms of 

error vector magnitude percentage (EVM%), log symbol error rate (log SER), and Q factor. After doing the 

extensive comprehensive literature survey, it is discerned that the presented CPDM-VLC-IDSP system has 

covered the longest distance i.e. 14 cm at 1.6 Tbps capacity under the acceptable bit error rate (BER) limits.            

Keywords- VLC, CPDM, QPSK, GMOS, DSP 

1. Introduction  

Visible Light Communication (VLC) and fifth-generation (5G) technology serve different but complementary 

roles in the wireless communication landscape. A hybrid combination of VLC and 5G can enhance 

connectivity and enable a wide range of applications in various domains (Lu et al. 2021). The 5G is the fifth 

generation of wireless technology for cellular networks. It brings significant improvements over previous 

generations (Fourth Generation (4G), Third Generation (3G), etc.) and is designed to enable faster downloads 

and upload speeds (aKaur et al. 2022; aSachdeva et al. 2022), making it ideal for high-definition video 

streaming, online gaming, and other data-intensive mobile applications (Yang et al. 2019) with low latency 

and high reliability (Kishore et al. 2022), enable autonomous vehicles to communicate with each other and 

with infrastructure, improving safety and traffic management, smart traffic management (Yoo et al. 2016), 

energy-efficient street lighting, environmental monitoring, and enhance the user experience for Virtual / 

Augmented Reality (VR/AR) applications, making them more immersive and responsive (Angurala et al. 

2022).  

An integration of 5 G-enabled systems and VLC technology can open up a new window for high-speed 

networks. Using 380 nm to 780 nm wavelength window, a wireless transmission technology is feasible with 
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the deployment of VLC (bKaur 2022; Kaur 2021; Kaur et al. 2019). It can be used for navigation systems and 

indoor positioning. Wireless data transmission using VLC is preferred in hospitals, aircraft cabins, or areas 

sensitive to Radio Frequency (RF) interference. Moreover, Light-Fidelity (LiFi) technology is one of the 

futuristic technologies offered by VLC and can provide secure and high-speed wireless internet access in 

specific areas, like offices and homes employing Light Emitting Diodes (LEDs) ((Miras et al. 2018). 

Underwater communication is also supported by VLC for underwater robotics, exploration, and monitoring 

(Shawky et al. 2023). Nowadays, the use of LED is replaced by Lasers in extended-reach VLC systems to 

support higher data traffic and to provide better performance (Retamal et al. 2015).  

Numerical simulations and experiments were performed using the VLC channel and data encoding was 

performed through on-off  keying particularly Non-Return-to-Zero (NRZ) modulation format due to better 

spectral efficiency and ease of implementation (Zhang et al. 2012). Further, a VLC link length of 0.54 meters 

was achieved by driving NRZ-modulated data into LED (Jia et al. 2011). Reach enhancement was noticed in 

VLC by incorporating Green LED at 400 Mbps data streams (Yeh et al. 2018). In NRZ modulated VLC data, 

dispersion effects are performance deteriorating and there are other spectral efficient modulations available 

for enhanced performance. Similarly, other modulation formats like Pulse amplitude modulation (PAM) suffer 

from low receiver sensitivity (Bachtiar et al. 2019), Pulse position modulation (PPM) affected from the service 

interruption under full-light (Bai et al. 2010), and Pulse width modulation (PWM) has the issue of low data 

rate carrying potential (Choi et al. 2010). For high-capacity systems, WDM is a robust technology and 

integrated in 20 channels and a 3 m VLC link serving 7.2 Gbps (Rahman et al. 2020). Nowadays, for enhanced 

performance and high capacity, VLC data is encoded with multi-level modulation such as QPSK, Orthogonal 

frequency division multiplexing (OFDM), and Quadrature amplitude modulation (QAM), due to their narrow 

carrier and potential to tolerate the intersymbol interference. As QAM comes in different variants, 16-QAM 

modulation with OFDM was investigated at 4 Gbps using a blue laser and filter over a VLC link length of 53 

cm (Retamal et al. 2015). VLC systems were also analyzed by incorporating 64-QAM-OFDM and successfully 

covered the distance of 4.8 m between transmitter and receiver at 1.45 Gbps data speed (Nakamura et al. 2015), 

a 128-QAM time domain hybrid modulation scheme presented at 0.40 Gbps (Zou et al. 2020), and a 343 Mbps 

orthogonal circulant matrix transform  precoding enabled a bit-interleaved polar-coded modulation was 

performed in 256-QAM-OFDM VLC link over 80 cm (Wu et al. 2018).           

Laser light consists of electromagnetic waves that vibrate in various directions and the orientation of these 

vibrations is known as the polarization of light. Out of the four properties of Laser light such as frequency (f), 

power, phase, and polarization, only polarization is not fully explored (Kaur et al. 2017), and here comes the 

need for Polarization Division Multiplexing (PDM) in VLC systems (Xiang-Peng et al. 2021). The capacity 

improvement is introduced with PDM by leveraging the polarization properties of light to transmit multiple 

independent data streams over VLC. In PDM, two or more independent data signals are modulated onto light 

waves with different polarization states (bSachdeva et al. 2022). These signals are typically orthogonal 

(perpendicular) to each other to avoid interference. The modulated light signals with different polarization 

states are sent into the optical medium simultaneously. Since the optical wired/wireless mediums preserve the 

polarization of light, the signals remain separated as they propagate. One of the greatest advantages of the 

PDM is its ability to of being compatible with available multiplexing techniques such as Wavelength division 

multiplexing (WDM) for further increase data transmission capacity. Scope of PDM is prominent in prolonged 

reach data transmission and multi-channel fiber optical data communication systems, One common application 

of PDM is in optical coherent communication systems, where both the phase and amplitude of the optical 

signals are present for modulation, and the polarization states are carefully controlled to achieve high data 

rates and signal quality.   



3 

 

PDM comes in two variants Linear PDM (LPDM) and Circular PDM (CPDM). In wireless optical systems, 

LPDM is employed extensively in optical communication systems, or free space optics due to horizontal and 

vertical orthogonal polarizations. LPDM can be generated by varying the electrical field vector component of 

the electromagnetic wave in one particular direction. However, recently, CPDM has come out to be a better 

alternative to LPDM due to the elimination of the requirements for polarization axis alignments and provides 

even scattered light distributions. In CPDM, transmission capacity is tripled and one-fourth reduction in 

symbol rate can be discerned. Right and left circular polarization states can be formed when the electrical field 

vector in an electromagnetic wave rotates in either a clockwise or in anti-clockwise direction. Figure 1 

represents the two-dimensional visualization for LPDM in horizontal in (a), vertical polarization in (b), right 

CPDM in (c), and left CPDM in (d). As compared to LPDM, the CPDM is considered a better performance-

enhancing technique in wireless optical communications. A high speed 40.665 Gbit/s WDM-VLC link with 

laser source was demonstrated using Bit-and-power-loading based OFDM (Wei et al. 2019). A 16 channels 

WDM and 100 Gbps/f enabled LPDM-VLC-QPSK system was investigated over an 8 m link length by 

employing DSP at the receiver for the eradication of dispersion, nonlinear effects, phase errors, and filtering 

(cKaur et al. 2022).  

Further, a 100 Gbps optical code division multiplexing (OCDMA) dependent 6 m VLC link with the QPSK 

modulation and DSP was presented in (dKaur et al. 2022).  

                        
                                  (a)                                                                      (b) 
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                                      (c)                                                                                         (d) 

Figure 1 Illustration of 2D depiction of polarization analyzer for (a) Horizontal LPDM (b) Vertical LPDM 

(c) Right CPDM (d) Left CPDM 

A five-user and 100 Gbps per user weight managed OCDMA code was tested over a 5 m VLC link using 

Laguerre-Gaussian (LG) and Hermite Gaussian (HG) modes (Kaur et al. 2023). An ultra-high capacity 160 

Gbps and 22 m VLC link was presented using QPSK (bKaur 2022). 

In this work, a performance-enhanced CPDM-based QPSK modulated and IDSP-supported VLC system is 

presented at 1.6 Tbps. Performance comparison of LPDM-VLC-DSP, CPDM-VLC-DSP, and CPDM- VLC-

IDSP has been performed at varied distances, THA, IHA, and different OCA in terms of Q factor, log SER 

and EVM%. Phase errors, dispersion eradication, nonlinear compensation, equalization, normalization, and 

signal filtering have been carried out with the incorporation of MATLAB-based IDSP at the coherent QPSK 

receiver by employing GSOP, LMS, TDEA, and IVA algorithms.   

The remaining paper is structured as: Section 2 elaborates the two major types of VLC channels i.e. LoS and 

non-LoS link, and Section 3 discusses the proposed IDSP module. Section 4 covers the simulation system and 

parameters considered for the system design in Optisystem. Section 5 elaborates on the investigation of the 

presented work at varied distances, IHA, THA, and OCA in terms of EVM%, Q factor, log SER and BER. 

The conclusion and future of the presented work are discussed in Section 6.  

2. VLC Channel: LoS and NLoS 

A VLC can be deployed in both LoS and NLoS scenarios, but the choice depends on the specific application 

requirements. A LoS-VLC is preferable for high-speed, reliable communication over short distances with a 

clear line of sight. On the other hand, NLoS-VLC is useful when obstacles or a wider coverage area are a 

concern, even though it may come with some trade-offs such as susceptibility to interference and data 

transmission speed. The former can achieve lower bit errors and also offer low latency in the binary biot 

transmission. However, external light sources, like sunlight or other artificial lighting, can interfere with 

communication. The NLoS-VLC can work in scenarios where transmitter and receiver have no direct line of 
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sight but still has reflective surfaces like walls or ceilings. The light signals bounce off these surfaces to reach 

the receiver. It can extend coverage to areas with obstacles or where direct line of sight is not possible. 

Moreover, the bouncing or scattering of light can make the communication link less susceptible to 

interruptions. However, NLOS is susceptible to interference and comes with lower data rates compared to 

LOS VLC due to the increased complexity of the signal path. VLC channel with LoS link receives power (RP) 

as expressed in equation (1) (cKaur et al. 2022)    𝑅𝑃 = 𝑇𝑃𝐻(0) = 𝑇𝑃𝑅(𝜃, 𝜑)𝐺(𝜓𝑐)𝑆𝑅𝑋/𝐷2𝑐𝑜𝑠𝜓                                   (1) 

Where, 𝑅𝑃 and 𝑇𝑃 are received and transmitted powers respectively, D is the separation between the receiver 

and transmitter, H(0) shows the channel characteristics considering the one transmitter and receiver. In case 

of LoS channel, DC channel gain H(0) is equals to H(f)  and as a results there is no change in the spectrum 

throughout the VLC channel. R(θ,ϕ) represents the transmitted light distribution/solid angle, ϕ is azimuth angle 

in xy- plane, and θ is elevation angle in the direction following negative to positive z-axis. Receiver 

photodetector surface is 𝑆𝑅𝑋 , gain is 𝐺(𝜓𝑐),  cos ψ denotes the transmitter and receiver path inclination, field 

of view (FOV) is ψc < 𝜋/2, 𝑛 is refractive index in the light concentrating lens. Relationship between 𝑛, 𝜓𝑐  and 𝐺(𝜓𝑐), is given as 𝐺(𝜓𝑐) = 𝑛2/𝑠𝑖𝑛2ψc                                                              (2)      

 

Figure 2 A VLC structure representing LoS and NLoS models  

 In NLoS variant of VLC channel, light coming from the transmitter to the receiver by striking the sidewalls 

(𝑤), is also calculated using the equ. (3). The nature of the reflected light coefficient (𝜌𝑖) depends on the 

quality of the light reflecting surface and the reflections can of three types such as Diffuse, Specular or both 

diffuse+specular. ℎ𝑤−1 is the DC gain of channel due to reflection form walls. Reflections models are Phong 

and Lambertian models, and the total 𝑅𝑃 is the sum of multiple reflected rays (Mr) as expressed in equ. (3). 

Also, it is assumed that phase deviation is null between rays and therefore phase errors of the source are 

ignored. Highest power of reflected light is assumed from 1st reflection 𝑤 = 1 and multiple reflections are 

denoted by 𝑀𝑟 (cKaur et al. 2022).    
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     𝑅𝑃 = 𝑇𝑃(𝐻(0)) + 𝐻𝑀𝑟 = 𝑇𝑃 (𝐻0 + ∑ (𝜌𝑖𝑅(𝜙)𝑤𝑖=1 𝐺(𝜓𝑐) 𝑆𝑅𝑋𝐷12𝐷22 𝑐𝑜𝑠𝜓) + ℎ𝑤−1)               (3) 

3. Proposed MATLAB coded IDSP for Distortion Compensation  

The polarization of the optical signal fluctuates erratically following long-distance transmission. The 

transmission can also be hampered by the local oscillator (LO) laser's f difference from the transmitter laser. 

High-speed DSP technology is the industry's go-to method for eradicating polarization mode dispersion 

(PMD), chromatic dispersion (CD), various distortion correction, and f, phase, as well as other distortions. The 

original data is finally restored in a symbolic move. Multi or bi-polarization QPSK encoded data transmission 

has attracted much attention due to the drastic fall in the inter-symbol interference and offers two-fold 

bandwidth spectrum efficiency (eKaur et al 2022). In CPDM-based QPSK transmission, two halves of a single 

laser are enabled with circular polarization right and left. A CPDM-modulated QPSK signal is shown as 𝑄𝐶𝑃𝐷𝑀−𝑄𝑃𝑆𝐾,   𝐶𝑃𝑅 = 𝑄𝐶𝑃𝑅(𝑡)exp (j2𝜋𝑓𝑐𝑡)exp [𝑃𝑚,𝐶𝑃𝑅(𝑡)]                         (4) 𝑄𝐶𝑃𝐷𝑀−𝑄𝑃𝑆𝐾,   𝐶𝑃𝐿 = 𝑄𝐶𝑃𝐿(𝑡)exp(j2𝜋𝑓𝑐𝑡)exp [𝑃𝑚,𝐶𝑃𝐿(𝑡)]                         (5) 

Where, 𝑓𝑐 is carrier wave freq., 𝑄𝑅𝐶𝑃(𝑡) and 𝑄𝐿𝐶𝑃(𝑡) are the amplitudes of 𝐶𝑃𝑅 and 𝐶𝑃𝐿 polarization states, 

and phase of these polarizations are 𝑃𝑚,𝑅𝐶𝑃 and 𝑃𝑚,𝐿𝐶𝑃 respectively. The received signals at the receiver for 

RCP are expressed in equ. (6) and (7) for I and Q signals and for LCP in (8) and (9). 𝐶𝑃𝑅𝐼 = 𝑅√2𝐿𝐿𝑂𝑄(𝑡)[cos(2𝜋(𝑓𝑐−𝑓𝐿𝑂)𝑡) + 𝑃𝑚,𝐶𝑃𝑅(𝑡) − 𝜙𝐿𝑂(𝑡)]                      (6) 𝐶𝑃𝑅𝑄 = 𝑅√2𝐿𝐿𝑂𝑄(𝑡)[cos(2𝜋(𝑓𝑐−𝑓𝐿𝑂)𝑡) + 𝑃𝑚𝐶𝑃𝑅(𝑡) − 𝜙𝐿𝑂(𝑡)]                      (7) 𝐶𝑃𝐿𝐼 = 𝑅√2𝐿𝐿𝑂𝑄(𝑡)[cos(2𝜋(𝑓𝑐−𝑓𝐿𝑂)𝑡) + 𝑃𝑚,𝐶𝑃𝐿(𝑡) − 𝜙𝐿𝑂(𝑡)]                      (6) 𝐶𝑃𝐿𝑄 = 𝑅√2𝐿𝐿𝑂𝑄(𝑡)[cos(2𝜋(𝑓𝑐−𝑓𝐿𝑂)𝑡) + 𝑃𝑚,𝐶𝑃𝐿(𝑡) − 𝜙𝐿𝑂(𝑡)]                      (7) 

Where, 𝜙𝐿𝑂, 𝐿𝐿𝑂, 𝑓𝐿𝑂 are the phase, launched power and f of the local oscillator, 𝐶𝑃𝑅𝐼 , 𝐶𝑃𝑅𝑄 are in-phase and 

quadrature phase components of Right circular polarization and 𝐶𝑃𝐿𝐼 , 𝐶𝑃𝐿𝑄 for left circularly polarized signals 

respectively. Irrespective of the synchronization and balanced detection of symbols, there is still I/Q mismatch 

in orthogonality due to photo-diode mismatch, offset bias points and other issues. GSOP algorithm removes 

the fluctuations in the I/Q symbols and make them near to perfectly orthogonal (Chang et al. 2009). Time-

varying effects on the optical transmission connection include PMD, CD, and polarization rotation. For CD 

eradication in the system, equalization is carried out by employing fixed coefficient based two FIR filters and 

improved electric signal ability to offer better suppression of CD.    

 

The remaining CD damage, full polarisation demultiplexing, and PMD are then compensated with minimum 

tap based butterfly adaptive filter (Savory et al. 2008). The adaptive filter decide the tap coefficient by 

considering the LMS method (Zhang et al. 2014). The conventional M times approach of estimation feed-

forward all digital phase f offset estimation is commonly incorporated technique in the coherent optical 

transmission system receiver. To eliminate signal phase modulation, phase modulation information is 

implemented M times. M is 2 for CPDM-QPSK (Zhang et al. 2021). In conventional DSP modules, following 

algorithms are used such as BPS, VPE, and CMA algorithms (bSachdeva et al. 2023; Kakati et al. 2018; 

Chauhan et al. 2021). Figure 3 depicts the proposed IDSP for signal compensation using GSOP, LMS, TDEA, 

and IVA algorithms.   
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Figure 3 Block diagram of proposed IDSP using GSOP, LMS, TDEA, and IVA algorithms 

For the implementation of proposed IDSP, all the algorithms are simulated in MATLAB version 2019 and 

further called in Optisystem software version 2020. The I and Q symbols stabilization is the first stage of DSP 

module and the fluctuations in these symbols are compensated using GSOP algorithm. Further, in order to 

mitigate the CD in the symbols, TDEA algorithm is incorporated in the IDSP second stage. In the third stage, 

polarization de-multiplexing is performed for the eradication of PMD dispersion and IVA algorithm is 

employed for the compensation of phase errors as well as f offset. In final stage, LMS algorithm does the 

operation of directing symbols towards ideal symbol points.  

4. Simulation Design of Proposed CPDM-VLC System  

The presented system as illustrated in Figure 4 is constructed in the latest version of Optisystem software and 

MATLAB code for IDSP module is called in Optisystem from MATLAB 2019.  

 

           Tx1  

 

 

 

 Tx16                 Loop Control 

 

Figure 4 Presented 16 Tx/ Rx WDM-CPDM-VLC system employing IDSP 
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A multi-channel CPDM-VLC system at 100 Gbps per channel is simulated using 16 WDM channels each at 

100 GHz f spacing. Visible light yellow frequencies starting from 540 THz and upto 541.5 THz covering 16 

frequencies are taken at launched power of 30dBm/transmitter. All the WDM channels are modulated with 

multi-level spectral efficient QPSK modulations loaded with CPDMs. Each CPDM-QPSK transmitter enables 

with the 100G binary data generator (BDG), serial to parallel data converter (S/P), QPSK modulators such as 

M1 and M2, electrical to optical (E/O) modulators, RCP and LCP polarization components divided from single 

laser source using polarization beam splitter (PBS), and polarization combiner (PC), semiconductor optical 

amplifiers (SOAs), and LoS-VLC channel as illustrated in Figure 5 (a).                   

 

   LCP SOA
1        

SOA2  

                                                                                                                        

                                                                                     RCP                          LoS-VLC      

 

Figure 5 (a) Proposed single channel CPDM-QPSK transmitter  

Table 1 Simulation parameters of presented CPDM-QPSK-VLC system 

Simulation Parameters Values Selected  

BDG speed/f 100 Gbps (cKaur et al. 2022) 

Input power/f and overall 

capacity 

30 dBm and 1.6 Tbps (cKaur et 

al. 2022) 

f range and spacing 540-541.5 THz and 100 GHz 

(cKaur et al. 2022) 

Modulation  CPDM (Ghatwal et al. 2023; 
aSachdeva et al. 2023) –QPSK 

with IDSP  

IDSP algorithms GSOP, LMS, TDEA, and IVA 

algorithms  

Symbol rate  25 Gsymbols/sec 

SOPs 2, RCP/LCP (Ghatwal et al. 

2023; aSachdeva et al. 2023) 

Bits Per Symbol 2 

Amplifiers SOAs (bKaur et al. 2022) 

Length of LoS-VLC channel 2-30 m 

THA 40-80 degrees (cKaur et al. 2022) 

IHA  10-50 degrees (cKaur et al. 2022) 

OCA  0.5-2.5 cm2 (cKaur et al. 2022) 

E/O 

Conversion 

M-Ary Pulse 

Generator 

QPSK 

Encoder 

S/P 

M-Ary Pulse 

Generator 
QPSK 

Encoder 

CW Laser PBS PC 

E/O 

Conversion 

BDG@100 

Gbps 
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The LoS-VLC channel has different parameters such as IHA, THA and OCA that purely decides the final 

performance of the overall system and simulation parameters are discussed in the Table 1. There are two SOA 

amplifiers placed in the transmission loop such as SOA1 as a post amplifier to the LoS-VLC channel and SOA2 

placed as a post amplifier (bKaur et al. 2022). Signals after travelling through the VLC channel reaches at the 

receiver unit and for the respective f demodulation, a 1×16 channel de-multiplexer is employed. Further, each 

receiver has comprised of local oscillator, CPDM decoders, PBS, couplers, balanced photo-detection and 

combiners. All the de-modulated signals then electrically amplified using 20 dB electrical amplifiers (EAs) 

followed by low pass Bessel filtering. An IDSP is unit as discussed in Section 3 is employed in the receiver 

for Q/I stabilization, CD eradication, time recovery, re-sampling, adaptive equalization, phase error reversal, 

nonlinear compensation and f offset. Constellation analyzers are placed after IDSP for EVM%, Q factor, and 

SER calculations. M-Ary threshold detectors extract the different amplitude-phases and further QPSK 

decoders provide the parallel decoded data. At the final stages, parallel data converted into serial and errors 

are calculated using bit error rate test set (BERT) as shown in Figure 5 (b). 

 

Figure 5 (b) CPDM-QPSK receiver and structure of complete receiver unit/f 

5. Performance Investigation of Proposed CPDM-QPSK System 

The presented system has a narrower optical carrier spectrum due to the integration of RCP and LCP that 

offers the least signal blocking as well as provides even distribution of the polarization as compared to the 

LPDM, where more power losses occurs and synchronization of the axis is required. Figure 6 (a) depicts the 

RCP/LCP modulated narrow optical carrier spectrum for channel 1 and Figure 6 (b) depicts the multiplexed 

carrier spectrums at 100 GHz channel spacings. Single CPDM-QPSK spectrum shows higher power as 

compared to the WDM-CPDM due to higher insertion losses.   

          Figure 7 represents the detailed comparison of three different cases in LoS-VLC system such as LPDM-VLC-

DSP, CPDM-VLC-DSP and CPDM-VLC-IDSP in terms of (a) log SER, (b) Q factor and (c) EVM%. From 

Figure 7 (a), it is discerned that log SER increases as the VLC range prolongs from 2 m to 16 m for all 

investigated cases. There are multiple factors affecting the VLC performance such as open air attenuation, 

scatterings, ambient noise sources and inter-symbol interferences. For the signal strengthening, cost effective, 

compact, and VLC channel mounted pre SOA and post SOA are employed.  

 



10 

 

                    
                                         (a)                                                                                  (b) 

      Figure 6 CPDM modulated optical carrier spectrums for (a) single channel (b) 16 WDM channels 

 

Rest of the performance deteriorating issues like CD, nonlinear effects, time delays and I/Q symbol instabilities 

are eradicated by DSP modules. Scattered light uneven distribution, need for the synchronization of axis 

alignments, and inability to carry high input powers are the various reasons for the highest log SER (1) and 

EVM% (40.2%) (Figure 7(c)) in case of LPDM-VLC-DSP at 14 m. On the other hand, the CPDM-VLC-DSP 

system offers slight better performance in terms of log SER (-1.4) and EVM% (31.65%) (Figure 7(c)) at 14 m 

due to the uniformity in the scattered light, no need for axis alignment synchronizations and has potential to 

support higher power levels. However, results revealed that both the cases have employed conventional DSP 

for the signal conditioning which are not upto the mark. Therefore, in third case, DSP is replaced with IDSP 

by incorporating better algorithms such as GSOP, LMS, TDEA, and IVA as compared to BPS, VPE and CMA 

algorithms. The least EVM% (23.2%) (Figure 7(c)) and log SER (-4.53) is offered by CPDM-VLC-IDSP at 

14 m. Moreover, in Figure 7 (b), the variations of Q factor with LoS-VLC link range is given and the highest 

Q factor is observed in case of CPDM-VLC-IDSP and least Q factor is portrayed in LPDM-VLC-DSP.                            

 

           
                                                (a)             (b) 
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(c) 

Figure 7 Performance comparison of three different cases at different LoS-VLC link ranges in terms of (a) 

log SER (b) Q factor and (c) EVM% 

In LoS-VLC systems, receiver average power (RAP) and fluctuation in power are the important parameters 

that are affected to the fullest by THA of VLC. With the increase in the THA angles, reduced RAP values are 

calculated and therefore lower Q factor values are exhibited in all three investigated cases. On contrary, higher 

values are seen in case of EVM% and log SER at higher THA angles. Figure 8 depicts the log SER versus 

LoS-VLC link range for all the three cases as shown in (a), Q factor versus LoS-VLC in (b) and EVM% versus 

LoS-VLC link range in (c). At lowest considered THA angle 400, the least log SER and EVM% values are 

obtained such as -37.6 and 8.9% at 2 m LoS-VLC range in case of CPDM-VLC-IDSP.  

                     
                                          (a) (b) 
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          (c) 

Figure 8 Effects of THA on the three different VLC systems in terms of (a) log SER (b) Q factor and (c) 

EVM%  

With the increase in the THA from 500 to 800, the values of log SER and EVM% changes from -25.6 to -8.65 

and 9.6% to 18.6% respectively for CPDM-VLC-IDSP as shown in Figure 8 (a) and (c). Similarly, values of 

Q factor are 16.37 to 5.89 that are received for THA angles 400 and 800 in case of PDM-VLC-IDSP as 

illustrated in Figure 8(b). The highest EVM%, log SER and least Q factor has been checked for LPDM-VLC-

DSP.  

We often assume that receivers and transmitters are positioned in parallel when localizing particular receivers 

in LoS-VLC systems. This assumption is challenging to prove, though, because in reality, receivers move 

arbitrarily. Considering the situation when the transmitter and receiver are not exactly parallel and the slanted 

angles and separations of transmitter/receiver from the illuminators can assist you spot variations in optical 

gain. For getting the higher transmission rate and better performance, optimal values of receiver IHA are 

required under illumination constraints. Figure 9 (a) and 9 (c) represents the IHA angle variations for VLC 

systems and validated the outcomes in terms of log SER and EVM%. Starting values of IHA were fixed to 100 

and increased till 500 and it is cleared that higher the IHA angles, more will be the EVM% and log SER. 

CPDM-VLC-IDSP showed lowest log SER (-40.5) and EVM% (6.45%) values for 100 IHA and highest for 

500 in term of log SER (-11.6) and EVM% (14.19%)  using LPDM-VLC-DSP. The Q factor values increases 

at lower IHA angles and tend to reduce as we go towards higher IHAs.  

In VLC systems, at the receiver, FOV needs to be narrower for achieving large concentration because flux 

gathering potential becomes weaker in optical concentrators showing wide FOV. The compound parabolic 

concentrator consists of two parabolic concentrators directing the light towards the each other’s bottom 
corners. The side walls reflect the light entered towards aperture and divert it towards exit plane. Concentrator 

in this work is made up of dielectric material and having shape of solid paraboloid. Area of the optical 

concentrator i.e. OCA plays an important role in deciding the performance of the VLC systems and therefore, 

in Figure 10, performance of proposed system and conventional systems (cKaur et al. 2022; bKaur et al. 2022) 

is compared at different OCAs. The range of OCA is varied from 0.5 cm2 to 2.5 cm2 and performance is 

analyzed in terms of EVM%, SER, and Q factor. 
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                                    (a)                                                                                                 (b) 

 
(c) 

Figure 9 Variations of (a) log SER (b) Q factor and (c) EVM% with respect to different IHA angles 

Figure 10 (a) and (c) represents that wider OCA increase the log SER and EVM% in case of CPDM-VLC-

DSP/IDSP but poor power handling incompetency in LPDM-VLC-DSP experience nonlinear effects and 

therefore a sharp peak (maximum log SER and EVM%) is observed at 1 cm2 OCA. Q factor decrease has been 

observed for wider FOV and least values is seen at 1 cm2 OCA for LPDM-VLC-DSP due to kerr’s effects as 
shown in Figure 10 (b). Therefore, CPDM-VLC-IDSP system offers best performance at lower OCAs due to 

potential of carrying high power signals.  

   

A received test pattern or received data sequence in the BERT component is compared with the sequence of 

transmitted binary bits or predetermined stress patterns in the form of logical 1’s and 0’s and final BER is 
calculated from this component. Figure 11 illustrates the BER values at 14 cm VLC link range for LPDM-

VLC-DSP, CPDM-VLC-DSP and CPDM-VLC-IDSP. Results disclosed that -4 BER is observed for CPDM-

DSP-IDSP, -1 for CPDM-VLC-DSP and 100% errors bits are seen for LPDM-VLC-DSP. The successful data 
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transmission for maximum reach 14 cm is witnessed in case of CPDM-VLC-IDSP, 12 cm for CPDM-VLC-

DSP, and 8 cm for LPDM-VLC-DSP.     

                          
                                       (a)                                                                                                  (b) 

 
(c) 

Figure 10 Comparison of investigated configurations at different OCA values in terms of (a) log SER (b) 

EVM% and (c) Q factor 

Figure 12 shows the constellation diagrams for (a) LPDM-VLC-DSP (b) CPDM-VLC-DSP and CPDM-VLC-

IDSP at 14 cm VLC link range. From Figure (a), it discerned that IDSP provide best symbol placements in the 

constellation quadrants and effectively compensates the effects of phase errors, CD, nonlinear effects, time 

delays, inter-symbol interferences, noises and symbol shape distortions. In case of LPDM-VLC-DSP system, 

both the LPDM and DSP are not competent to carry high power and effective eradication of phase errors, CD, 

nonlinear effects, time delays, inter-symbol interferences, noises, symbol shape distortions and therefore 

shows 100% bit errors at 14 cm VLC link range.         
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Figure 11 BER values at BERT at 14 cm VLC link range 

           
                                 (a)                                                      (b)                                                      (c) 

Figure 12 Constellation diagrams at 14 cm VLC link in case of (a) CPDM-VLC-IDSP (b) CPDM-VLC-DSP 

and LPDM-VLC-DSP 

Our presented system has different enhancements as compared to the reported VLC systems such as (1) CPDM 

is introduced for the first time in 1.6 Tbps VLC systems (2) DSP is replaced with IDSP by using enhanced 

algorithms (3) different VLC parameters are investigated and outcomes revealed about the use of lower THA, 

IHA, and OCA for better results and (4) SOA is used in the place of EDFA due to cost effectiveness, compact 

size, and VLC mounted operations. In the comprehensive literature survey, different research studies were 

presented in the field of VLC (cKaur et al. 2022; bKaur et al. 2022; dKaur et al. 2022; Kaur et al. 2023) and 

these researches are compared with presented work in terms of output and input parameters as shown in Table 

2. It is discerned that presented system has maximum VLC range covered at 1.6 Tbps capacity using CPDM-

IDSP. In the near future, proposed study can be enhanced by using narrower carrier spectrum based 

modulations, and by incorporating mode division multiplexing.  



16 

 

Table 2 Comparison of presented CPDM-VLC-IDSP system with existing VLC systemss 

 Parameters bKaur et al. 2022 cKaur et al. 2022 dKaur et al. 2022 Presented Work 

Data Rate 10 Gbps 100 Gbps 100 Gbps 100 Gbps 

Channels/Users 16 16 5  16 

Capacity 160 Gbps 1.6 Tbps 500 Gbps 1.6 Tbps 

VLC Range 

Achieved 

22 m 8 m 6 m 14 m 

Modulation QPSK QPSK QPSK QPSK 

Multiplexing WDM-LPDM WDM-LPDM WDM-OCDMA-

LPDM 

WDM-CPDM 

DSP Algorithms BPS, VPE, and 

CMA 

BPS, VPE, and 

CMA 

BPS, VPE, and 

CMA 

GSOP, LMS, 

TDEA, and IVA 

Amplifier EDFA, SOA EDFA EDFA SOA 

BER @VLC range -3.5 at @ 22 m 

using SOA  

-2.42 @ 7 m  -3.42 @ 6 m -4 @ 14 m 

 

6. Conclusion 

In the presented simulation investigation, a yellow light based WDM-VLC system is designed to unleash an 

immense amount of underutilized visible light region. The potential of CPDM and IDSP has been manifested 

in VLC system at 100 Gbps data transfer rate over 14 m link range. A performance comparison of LPDM-

VLC-DSP, CPDM-VLC-DSP and CPDM- VLC-IDSP has been performed at varied distances, THA, IHA, 

and different OCA in terms of log SER, EVM%, Q factor, and log BER. Phase errors, CD eradication, 

nonlinear compensation, equalization, normalization, and signal filtering has been carried out with the 

incorporation of MATLAB based IDSP at the coherent QPSK receiver by employing GSOP, LMS, TDEA, 

and IVA algorithms. Our presented system has different enhancements as compared to the reported VLC 

systems such as (1) CPDM is introduced in literature for 1.6 Tbps VLC systems (2) DSP is replaced with IDSP 

by using enhanced algorithms (3) different VLC parameters are investigated and outcomes revealed about the 

use of lower THA, IHA, and OCA for better results and (4) SOA is used in the place of EDFA due to cost 

effectiveness, compact size, and VLC mounted operations. The presented CPDM-VLC-IDSP system provides 

least log SER (-4.53), EVM% (23.2%) at 14 m, log SER -37.6 and EVM% (8.9%) for 400 THA at 2 m, log 

SER (-40.5) and EVM% (6.45%) for 100 IHA at 2m, and log SER (-50), EVM% (1.1%) for 0.5 cm2 at 2m. 

Results disclosed that -4 BER is observed for CPDM-DSP-IDSP, -1 for CPDM-VLC-DSP and 100% errors 

bits are seen for LPDM-VLC-DSP. The successful data transmission for maximum reach 14 cm is witnessed 

in case of CPDM-VLC-IDSP, 12 cm for CPDM-VLC-DSP, and 8 cm for LPDM-VLC-DSP. In the near future, 

proposed study can be enhanced by using narrower carrier spectrum based modulations, and by incorporating 

mode division multiplexing.      
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Abstract. In the last half-decade, India has seen exponential growth in the Internet and social media. This huge growth 
resulted in better communication among friends and families and freely spread information, content, opinions, and ideas. 
Some users misuse this freedom and make social media platforms intolerable. The magnitude of detrimental content online, 
such as toxic comments or content, is not manageable by humans. This study creates a homogeneous dataset by manually 
labelling comments taken from social platforms and combining them with some publicly available datasets. We have classified 
them into two category labels, toxic and non-toxic. This work presents our unified dataset, including a wide spectrum of 
comments and an approach to classify Hinglish comments using the BERT transformer model. The study also includes 
training baseline models and depicting their performance based on selected evaluation criteria. The BERT model 
outperformed the baseline and other models trained on the unified dataset. This study gives importance to Hinglish Comments 
and provides an implementation for classifying them to make internet platform much more secure and friendly for regional 
language users. 

INTRODUCTION 
 
      The amount of toxic content on the internet has been growing rapidly in recent years, and the issue is now getting 
out of control. Toxic comments in social media have led to violence in the real world and has cause many unforeseen 
circumstances [1]. The review process is not automated in most social media platforms and goes through a human 
reviewer who reviews the content. Still, these reviewers cannot keep up with the sheer amount of content generated 
every hour, affecting their mental stature. This spam content has drastically affected users’ browser experience on the 
social platform and has created an unhealthy environment. Thus it is essential to develop an automatic system to 
identify this spam content to filter the internet environment. 

This study looks at detecting toxic comments or posts written in Hinglish. Prior studies have either worked with the 
English dataset or used toxic comments only from one social media platform, which don’t provide a wider spectrum  of 
data to work with. We found a solution to this problem by creating a unified dataset from major social platforms used 
in India like Facebook, Twitter, YouTube, Instagram and Reddit. We have curated the data from Reddit, YouTube and 
Instagram. We also used the comments from existing datasets and labelled them into two categories: toxic and non-
toxic. Discretely these datasets are not big enough to create a reliant system. We create one large corpus of toxic 
comments in Hinglish by combining these datasets into one. 

While most existing works have focused on English, we propose a model for the Hinglish language, leading to a 
more concise and accurate model. The paper is organized in the following manner. The Related Work section surveys the 
existing Hindi-English datasets and the describe the methods used to train a model on this dataset. The methodology section 
provides the approach and challenges we faced while creating the unified dataset. In the Experimentation section, we 
describe steps in feature extraction, the architecture of the models and parameters used for training the model. Finally, 
the result section analyses the model’s performance and discuss their drawbacks. 
 

RELATED WORK 
 
In this section, we briefly discuss the existing toxic comment datasets, toxic comment classification models and 
different techniques applied to solve the problem of classifying toxic comments. 
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Existing Datasets 
 
Kumar et al. [2] worked with the dataset of Facebook posts and comments which a human-annotated into three major 
categories, namely (OAG),(CAG) and (NAG). There is a mix of around 11600 Hindi, English and Roman Comments 
from Facebook. 
Mathur et al. [3] worked with the dataset consisting of tweets of toxic nature and Hinglish tweets. There are 3.2K 
tweets in the dataset. They have been labelled manually into three labels: abusive, hateful, and general tweets. 
Bohra A et al. [4] worked with the dataset of tweets related to various topics like politics, public protest, riots etc. The 
tweets were labelled by humans into hate or not hate categories. There are a total of 4.5K tweets in this dataset. 
HASOC2019 [5] The dataset offered here shares a task on identifying abusive content in English and Hindi lan- 
gauges and contains around 13665 posts, with a fair share of both languages. There are three sub-tasks in this task. 
Whether or not the tweet wording is hateful, offensive, or both. Whether the text of a tweet is hateful, offensive, or 
obscene. Whether or not a tweet is identity hate towards a specific group or community. 
 

Existing Work and Methods 
 
Arkaitz et al. [6] researched on Hinglish dataset by integrating numerous Convolutional Neural Networks. The 
BiLSTM layer was used above the CNN layer, capturing sequential and low-level textual representation. With the 
addition of CNN layers, the simple contextual BiLSTM classification was improved. The CNN-LSTM model showed 
mediocre performance, although it could be improved. 
Lynn D. et al [7] worked on bidirectional LSTM structure and used it as the foundation model framework. Iteration on 
several models by modifying three aspects using foundation model structure was done. To use transfer learning, the 
initial consideration was taken to train the embedding layer from scratch. 
Sayar et al. [8] worked on transformer-based masked language models to construct semantic embeddings for cleaned 
twitter text. The experiments were conducted using XLM-Roberta. XLM-Roberta has outperformed sim- ilar 
multilingual Transformers. As a result, for the shared work, the chosen XLMR model formed the foundation 
transformer model to fine-tune the weights of the XLMR Transformers. 
Saurabh et al [9] worked on the evaluation and comparison of several strong baseline models, including methods like 
LSTM, Attention networks, Pre-trained LSTMs, Hierarchical ConvNet, CNN-multifilter, Bi-LSTM with xgboost. The 
suggested CapsNet architecture outperformed the other baseline algorithms. The combining focus loss with CapsNet 
resulted in a increase in the ROC-AUC and F1 score. 
 

METHODOLOGY 
 
     In this section, we represent method used for data collection, annotation and classes of dataset and steps related to 
pre- processing of the dataset.The proposed approach of implementing the system to filter out toxic comments is 
shown in Figure 1. 
 

Data Collection 
 
     Creating a unified dataset comes with many challenges. Firstly, the comments need to be fetched from different 
social platforms. Secondly, The different datasets have different class labels and structures. The Table 1 show the 
bifurcation of comments taken from different internet websites to make the unified dataset. 
 

Data Labelling 
 
      The unified dataset consists of two classes. The comments from different social media were labelled and integrated 
into the dataset.We normalised the heterogeneous data and labelled them into two classes to ensure uniformity in our 
dataset. The comments taken from the these diverse platforms, were labelled manually into two categories. For the 
existing dataset, we imported all the comments from them and labelled them manually into two classes. 
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 TABLE 1. Dataset Distribution  
Social Media  Number 

Facebook  9200 
Twitter  2100 

YouTube  900 
Instagram  400 

Reddit  400 

 

 

FIGURE 1. Proposed Approach 
 

Classes 
 
       The 1 represents that comment is toxic, whereas the 0 represents that the comment is non-toxic. The two classes 
which we used were toxic and non-toxic. The comments judged on the basis of the sentiment they created, if any 
abusive or harmful sentiment is produced by the comment, it was labelled toxic otherwise it was regarded as general 
(non-toxic) comment. 
 Data Pre-processing 
 
       The comments extracted from social media platforms contain a lot of noise like links, mentions, hashtags and 
emojis. All characters were converted into lower case. Number and white spaces were also removed since they don’t 
provide much context to the comment [10]. We also removed the rare word (which occurred less than 20 times). This 
resulted in data uniformity and reduced irrelevant noise from the dataset. 

Models 
 
      We trained five models namely Logistic Regression, SVM, CNN, Bi-LSTM and BERT based transformer model. 
The embedding of the texts was done using the word2Vec technique which was feeded to the models. The detailed 
implementation of these models along with their respective architecture is discussed in Experimentation section below. 
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EXPERIMENTATION 
 
     We trained five different models. The Logistic regression formed the baseline models for classification. We then 
experimented with SVM, Convolutional Neural Network, Recurrent Neural Network and BERT. 
 

We trained Logistic Regression model as our baseline model [11].To accommodate large data and converge our 
model, we trained a logistic regression model for a max iteration of 10000. 

 
After implementing our baseline model, we explored the SVM model for our classification task. We used Radial 

Basis Kernel Function and gamma as auto for our SVM model. 
 
For textual classification, words in datasets must be represented in a meaningful manner that a computer can un- 

derstand. The words are given meaning by representing them in a vector. To have quality feature vectors, we used a 
pre-trained model trained on 250K code-mixed tweets [12]. Using a pre-trained model helped in getting better results. In 
this part of the experiment, we used word2vec to re-train the model on our dataset to learn word embeddings. We 
trained the model for ten epochs. We limited the number of features to 200K words for our embedding model. 

 
Taking some inspiration from Spiros V at el [13] we decided to experiment with CNN for text classification. The 

vector obtained from our embedding layer was used to input our CNN model. The architecture of our CNN model 
consisted of Spatial Dropout, 1D Convolutional layer with 100 filter and kernel size of 4; two dense layers and batch 
normalization. For input, we considered a maximum sequence length of 512 with a batch size of 150. 

 
To have the best result on our dataset, we decided to work with state of the art model in the NLP domain such as Bi- 

LSTM and BERT. Bi-LSTM model had architecture similar to our CNN architecture here instead of 1D Convolutional 
Layer; we used a Bi-LSTM layer. This model’s maximum sequence length and batch size are the same as CNN. We 
have used binary cross-entropy for both models as our loss function. The learning rate for both models is 1e-5. 

 
With the use of a pre-trained embedding model, CNN performed well. However, the time consumed in training the 

CNN models was comparatively higher. CNN model can be further improved with much better feature extraction 
approaches and providing a large amount of data to work with. CNN Bi-LSTM provided better results than only CNN 
based model. The computational cost was similar for both of them. 

 
We also used the heavily trained model Hugging Face’s BERT (distilbert-base-multilingual-cased) [14] which is 

trained on a Hinglish dataset. We decided to re-train this model on our dataset with batch size of 150.The proposed 
DistilBERT architecture is same as the common BERT. V. Sanh at el. [14] have majorly focused on reducing the 
number of layers. The BERT based model made use of transformers and formed a relation between textual words. The 
BERT model however, took a large amount of time for training on GPU and CPU, but training on TPU resulted in 
much faster training. We also experimented with keeping the mentions and hashtags from the dataset to provide 
context to the text, but it performed significantly worse. The visualisation of proposed BERT model is depicted in 
Figure 2. 
 

RESULTS 
 
     In this section, we discuss the performance of our trained models on the test set and compare them using the evalu- 
ation criteria we selected to evaluate the different models. Comparison of the models was made based on evaluation 
criteria, namely Recall, precision and F1 Score. The comparison draws some important points and helps evaluate the 
performance of models. 

The SVM and Logistic Regression gave similar results on the model. Time to train these models were comparatively 
quick. Logistic Regression and SVM gave decent accuracy compared to all models, but they gave inadequate Recall 
and F1 Scores. 

The BERT model (distilbert-base-multilingual-cased) [14] performed best with the highest accuracy of 82.5% and 
F1-Score. It forms a context of the entire comment at once in contrast to direction models which helped in achieving 
high accuracy. In Table 2, we present the results for all the approaches we have used. 
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FIGURE 2. Proposed Model Architecture 
 
 

TABLE 2. Comparison of Result 
 

Model Accuracy Recall F1-Score 
Logistic Regression 0.779 0.779 0.682 

SVM 0.778 0.778 0.683 
CNN 0.78 0.9679 0.8692 

CNN Bi-LSTM 0.805 0.9818 0.8899 
BERT(distilbert-base-multilingual-cased) [14] 0.825 0.9594 0.8955 

 
 

CONCLUSION 
 
     This paper proposes that toxicity and aggression in comments be detected automatically. This research presents an 
implementation of models on a unified dataset of comments collected from diverse online platforms. We preprocessed the 
data dealing with emoji characters, hashtags, mentions, and other special characters in this work. 

We demonstrate the efficacy of our suggested model by comparing it to benchmark algorithms and demonstrating 
that it outperforms other baseline models. We depicted that our trained models gave better results than other relevant 
models in classifying Hinglish comments. The model achieves competitive results on combined data and demonstrates 
that it can classify toxic comments with much better precision. We also found that pre-trained embeddings resulted in 
better results. Further work can be done to improve the model architecture and performance - other approaches for 
feature extraction can be done. The use of unsupervised learning can be done to fine-tune our trained model. 

As the comments belonging to toxic categories are diverse, the sentiment caused by toxic comments is different, so the 
labels among them can be classified further, making models provide more information regarding toxic comments. This 
study regards this as futuristic improvement in the system of classifying toxic comments. 
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Abstract—As an extensively used traction component of unmanned aerial vehicles (UAV), outer-rotor-permanent- 
magnet-synchronous-motor with inner-periphery-inset- magnet structure (OR-PMSM-IPIM) has eminent advantages with 
respect to its electromagnetic performance. In order to achieve light weight, high efficiency, efficient speed-torque and 
low turbulence in UAV, a novel method for optimizing design parameters of OR-PMSM-IPIM is proposed in this paper. A 
modified slime mold inspired optimization (SMO) algorithm is designed by introducing its collective behavior and swarm 
intelligence in the environment. In order to avoid collapsing for local optimal spots and enhance diversity in the population, 
the modified framework of SMO is proposed in this work by introducing complex group interaction patterns in the 
traditional SMO algorithm. In order to verify the effectiveness and convergence speed of proposed methodology, few 
comparative experiments are administered. The application of proposed method is tested by developing design-
parameter-optimization (DPO) problem for OR-PMSM-IPIM. The analysis results show that the performance of optimized 
model of OR-PMSM-IPIM has been improved through proposed SMO design optimization.  

 
Index Terms—Collective behavior disturbances (CB), OR-PMSM-IPIM, slime mold inspired optimization (SMO), traction 

device, unmanned aerial vehicle (UAV). 
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I. Introduction 

The attention of researchers is grabbed by the energy conversion field employing unmanned aerial vehicles (UAV) in which 

electric motor dominates its energy conversion system. In order to fuel traction power system of UAV such as in electric aircraft, 

quadcopter and multi-copters etc., the employment of OR-PMSM-IPIM is practiced to enhance its endurance flight time with high 

efficiency.  

Among various structures of PMSM, such as interior type, surface type, multilayer type, interior-exterior type; one of the 

majorly utilized configuration has been OR-PMSM with inner-periphery-inset-magnet structure. This design is endurance-focused 

motor configuration, specifically designed for numerous surveying applications [1-2]. It is also used for aerial photography in 

various fields. This configuration has been chosen as reference configuration for the energy conversion system in order to obtain 

high performance of the motor [3-4]. As can be seen in Fig. 1, as a part of UAV-Quadcopter, OR-PMSM-IPIM structure is shown 

in dissembled form as well as cross-sectional view.  

 

 
Fig. 1 UAV - Quadcopter Energy Conversion system Design outline 

 

The design optimization helps in investigating the viability of accomplishing highly efficient, fully electric motor traction system 

for quadcopter UAV which is capable of performing Vertical Take Off and Landing (VTOL) operation [5].  

Until now, only small UAV exhibits fully electrical system as its propulsion system, whereas large quadcopter UAV have 

dependence on traditional engines. The main reasons are low efficiency of electric motors along with the lack of high energy 

density of batteries. Due to this, the short operational range and short flight time of UAV traction system is obtained. Hence, to 

achieve smooth VTOL operation of UAV, it is necessary that the electric energy conversion device perform distortion-less 

operation. Since the variation in design variables of OR-PMSM showcases its capability of delivering smooth and efficient 

operation. In other words, the search of optimized design parameters of the motor has direct influence over the VTOL operation 

of UAV [6-7]. Therefore, the design optimization of OR-PMSM-IPIM is carried out in this paper by introducing novel optimization 

technique.  

Table I shows the attempts and their respective research gaps related to design optimization of OR-PMSM.  

Table I  
Literature Related to Prior Work of Design Optimization of OR-PMSM 

Authors, Years Application Pros Cons 

M. Mutluer, 2021 

[8] 

Direct drive mixer Cost reduction and efficiency 

improvement is obtained 

Multi-objective optimization 

increases complexity 

E. Mbadiwe et. al., 

2021 [9] 

Automotive industry PM flux is increased to enhance 

torque performance 

No definite method of optimization is 

used 

C. Guerroudj et. 

al., 2021 [10] 

Wind turbine  Doubly salient PM generator is 

optimized 

Large cogging torque 

H. Taha et. al., 

2019 [11] 

Electric bicycle Inner and outer configurations 

are compared  

Method of optimization is absent 

Z. Shi et. al., 2020 

[12] 

Low speed campus patrol 

Electric Vehicle (EV) 

Efficiency and torque density is 

improved 

Limited working area of EV 

K. T. Chau et. al., 

2007 [13] 

In-wheel EV Torque performance is improved Speed is reduced, ripples are more 

M. Ahmad et. al., 

2015 [14]  

Direct drive EV OR-PMSM gives better 

performance than inner rotor 

PMSM 

Low speed operation is considered 

I.Boldea et. al., 

[15] 

Home applications use FEA analysis is embedded 

within the optimization process 

High variation of efficiency at 

different ratings of load due to 

inaccurate modeling of material 

properties 

J. M. Ahn et. al., 

[16] 

UAV high endurance Geometry of PMSM is 

optimized with reduced cogging  

Introduces more stochastic behavior 

in conventional PSO 
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Based on the “survival of the fittest” concept, the bio-inspired optimization methodologies having swarm intelligent algorithms 

are being progressively used in diverse fields. Out of the streak of such tools like modified artificial bee colony [17], particle swarm 

optimization [18], genetic algorithm [19], wind driven optimization [20], brain storm optimization [21], the bio-inspired 

optimization techniques can be governed by environmental as well as evolutionary mediums. The discontinuous and non-linear 

type of optimization problems can be efficiently solved using characteristic interactive behavior of such tools. The bio-inspired 

algorithms are strongly robust since the overall optimization problem is not influenced by variation in individual characteristic 

behavior. The implementation of modified version of slime mold algorithm, in this work, aims to recognize how singular-level 

behaviors may prevail upon complicated faction-level patterns.  

Primarily, the study of collective behavior (CB) has been carried out in animal organizations such as bird flocking, fish schooling 

and insect colonies. As per the studies, the disturbance due to CB is also encountered in micro-organisms. This work argues about 

slime molds for being dominant model schemes to deal with several outstanding problems in CB patterns. Particularly, the clue of 

behaviors of slime mold leading to the linkage of singular-level structures to group-level mechanisms has been followed.  

Prior to this article, many researchers have proposed modifications in the SMO algorithm. Table II exhibits the till-today versions 

of modified SMO algorithm. From the discussed literature, it is quite noticeable that the inclusion of CB and utilization outline are 

not addressed in any of them. Therefore, a novel CB based SMO technique called “CB-SMO” is developed in this paper. This 
proposed method is tested by solving various Benchmark functions. Thereafter, CB-SMO is utilized for its implementation in the 

application to UAV Energy conversion device analysis. At last, the performance of model, having optimized design parameters, is 

compared with that of the model without optimized parameters.  

Organization of the paper is as given: Section I shows the introductory literature survey. Section II shows the technical details 

of proposed CB-SMO technique. Section III presents the design of DPO. Section IV contains all the results and the related 

discussion. It also presents the achievements obtained by implementing the novel CB-SMO method to the developed DPO. Section 

V shows the concluding remarks and future scope of this work. 

PROPOSED COLLECTIVE BEHAVIOR BASED SMO 

The slime molds, of class Myxogastria, are multinucleate unicells, can grow up to 900 squared centimeters during plasmodium 

stage. The morphological life cycle structure of Physarum Polycephalum consisting of 1: germination, 2: flagellation, 3: amoeboid, 

4: fusion of haploid, 5: micro-plasmodium, 6: mature plasmodium, 7: sporangium, 8: dispersal is shown in Fig. 2-(a). The food 

engulfing stage of slime mold during search of source is presented in Fig. 2-(b). 

The CB possesses conceptual origin in the investigation of coherent physical systems that involves the essential exchange of 

individual particles. The relatively state-of-the-art understanding of cell behavior, driven by intercellular operations in slime molds, 

make them, conceivably, powerful model systems for implementation of CB [34]. 

The upcoming subsections describe the observed CB behaviors of Physarum Polycephalum (Slim mold), that are considered to 

develop novel CB-SMO technique. The corresponding display-chart is shown in Fig. 3. 

Table II  
Literature Showing Historical Background of modified SMO 

Authors, Year Strategy 

A.D. Tang et. al. [22], 2021 Introduced chaotic-opposition strategy, spiral search technique and adaptive parameter 

control schemes in the traditional SMO for global optimization [19] 

M. K. Naik et. al. [23], 2021 Infused adaptive opposition based learning concept  

Y. Xiao et. al. [24], 2021 Tent Chaotic map functions and inertial weights are inculcated 

A. Hamed et. al. [25], 2021 The application of traditional SMO to lay best size and location of DSTATCOM and PV to 

improve its voltage and current profile 

J. Jones et. al. [26], 2015 The multi-agent based approach has been introduced to comment on the performance of 

SMO in material computation 

Y. Liu et. al. [27], 2021 Integration of chaotic maps and Nelder-Mead simplex technique and implemented it for 

photovoltaic (PV) parameters selection 

H. Jia et. al. [28], 2021 Merged mutation and restart schemes with SMO for increasing accuracy and aid the feature 

selection  

M. A. Basset et. al. [29], 

2021 

A hybrid version of whale optimization technique with SMO was implemented to solve the 

problem of image segmentation in paramedics 

Z. Cui et. al. [30], 2021 The search space was improved using levy flight distribution with SMO 

H. Gao. Et. al. [31], 2021 Combined with support vector machine technique for predicting stability in postgraduate 

employment  

M. K. Naik et. al. [32], 2021 The concept of three best leaders inspired by Grey Wolf Optimizer has been introduced 

L. Liu et. al. [33], 2021 The hybridization of differential evolution along with SMO has been proposed for 

performance improvement in multilevel image segmentation field 
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A. Synchronization 

The first behavior is Synchronization. Plasmodium slime molds are collective of oscillators. The food discovery and interaction 

between neighboring oscillators govern the frequency of oscillations. 

 

 
Fig. 2 (a) Life cycle of Physarum Polycephalum; (b) Food engulfing by slime mold as problem solving segment  

 

 
Fig. 3 The display-chart of the proposed CB-SMO technique, consisting of four CBs combined with traditional SMO 

 

The synchronization behavior is carried out by slime through cytoplasmic flow. This CB follows simple steps: 

➢ Food Source is recognized (by surface receptors of cell). 

➢ Frequency of the oscillators (nearest to the food attractant) increases. 

➢ The cytoplasmic flow leads to amoeboid migration in the direction of food attractant.  

➢ Neighboring oscillators gets informed (due to existence of physical coupling) about the qualitative aspect of local environment. 
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➢ This encoded information is dispatched to the secluded cell parts, causing Synchronization.  

 

Thus, the new solution 𝒙𝒔𝒚𝒏(𝒊 + 𝟏), at 𝑖𝑡ℎ index, is updated using the randomly selected neighbor, 𝒙𝒓𝒂𝒏(𝒊) (see Equation (1)). 

This process is “recruitment”. Then comes the “communication”.  
The information is shared with the coupled oscillators which select and update its position based on the probability data. This 

probability data is computed from the fitness of the previous solution, 𝒇𝒊𝒕𝒏𝒆𝒔𝒔(𝒙𝒔𝒚𝒏(𝒊)). The probability, 𝒑𝒊𝒔𝒚𝒏, is computed using 

Equation (2). During “communication”, if 𝒓𝒂𝒏 < 𝒑𝒊𝒔𝒚𝒏, the solution is updated using Equation (1) again. The solutions which are 

not improved by synchronization behavior or they exceed pre-determined 𝑙𝑖𝑚𝑖𝑡 (called abandoned oscillators), the solution is 

updated using Equation (3). They are thus determined to search new food source randomly.  

Where 𝒓𝒓𝒂𝒏 is random number from −1 to 1, to ensure randomness 

in the recruitment of neighbor. Here, 𝒓𝒂𝒏 𝜖 [0,1] is random number, 𝒍𝒃 is the lower bound of solution and 𝒖𝒃 is upper bound of 

solution.  

B. Positive-Negative feedback with inhibition 

The second behavior is Positive-Negative feedback with Inhibition. The traditional SMO makes use of weights in order to 

simulate positive-negative feedback produced during foraging. The weights of Slime Mold are computed using Equation (4), 

[where, 𝒃𝒆𝒔𝒕𝑭= best fitness, 𝒘𝒐𝒓𝒔𝒕𝑭= worst fitness during current iteration, 𝒔𝒐(𝒊) = first half of sorted population, 𝒔𝒙(𝒊) = index 

of sorted synchronized fitness of population, 𝑵 = population size].  

So, due to positive-negative feedback, the updated position of oscillators, 𝒙𝒑𝒏(𝒊 + 𝟏), is computed using Equation (5). [ where, 𝒛 =  constant to control exploration and exploitation, 𝒃𝒆𝒔𝒕𝑺(𝒊) = The so far best solution, 𝒙𝒂(𝒊) and 𝒙𝒃(𝒊) = two randomly selected 

oscillators, 𝒙𝒑𝒏(𝒊) = old position of oscillator]. Factors 𝒗𝒃 and 𝒗𝒄 = vectors consisting of random numbers, are specified by 

Equation (6) and Equation (7) respectively. [where, 𝒕 = current iteration, 𝑻 = total iteration,  𝒑 = control parameter, 𝒈𝒃𝒆𝒔𝒕𝑭 = 

global optimal fitness value (see Equation (8))].  

However, in Physarum, Poly-L-malate like polyanions can have interaction with polymerase and other histones of Physarum 

resulting in the “inhibition” of activities of nuclei of Physarum plasmodia. It is observed that the severity of inhibition depends 

upon the distance between the number of cleft atoms [35]. To model this CB, three randomly selected fragments (𝒙𝒊(𝒊), where 

superscript i indicates the ith fragment) are chosen to form inhibiting solution vector.  

Depending upon the inhibiting probability factor, 𝒑𝒊, the position of inhibited oscillator is computed using Equation (9). The 

inhibiting solution vector, 𝒙𝒊𝒏𝒉(𝒊 + 𝟏), is calculated using Equation (10), where 𝒇𝒊 indicates the inhibition factor, set by the 

designer. 

 

𝑥𝑠𝑦𝑛(𝑖 + 1) = 𝑥𝑠𝑦𝑛(𝑖) + 𝑟𝑟𝑎𝑛(𝑥𝑠𝑦𝑛(𝑖) − 𝑥𝑟𝑎𝑛(𝑖))
      (1) 𝑝𝑖𝑠𝑦𝑛 = 𝑓𝑖𝑡𝑛𝑒𝑠𝑠(𝑥𝑠𝑦𝑛(𝑖))∑ 𝑓𝑖𝑡𝑛𝑒𝑠𝑠(𝑥𝑠𝑦𝑛(𝑖))𝑁𝑖=1    (2) 𝑥𝑠𝑦𝑛(𝑖 + 1) = 𝑙𝑏 + 𝑟𝑎𝑛(𝑢𝑏 − 𝑙𝑏)   (3) 

𝑊𝑝𝑛(𝑠𝑥(𝑖)) = {1 + 𝑟𝑎𝑛 log( 𝑏𝑒𝑠𝑡𝐹−𝑠𝑜(𝑖)𝑏𝑒𝑠𝑡𝐹−𝑤𝑜𝑟𝑠𝑡𝐹 + 1) ; 𝑖 ≤ 𝑁/21 − 𝑟𝑎𝑛 log ( 𝑏𝑒𝑠𝑡𝐹−𝑠𝑜(𝑖)𝑏𝑒𝑠𝑡𝐹−𝑤𝑜𝑟𝑠𝑡𝐹 + 1) ; 𝑖 > 𝑁/2}  (4) 

 𝑥𝑝𝑛(𝑖 + 1) ={𝑙𝑏 + 𝑟𝑎𝑛(𝑢𝑏 − 𝑙𝑏)                                  ; 𝑟 < 𝑧𝑏𝑒𝑠𝑡𝑆(𝑖) + 𝑣𝑏(𝑊𝑝𝑛. 𝑥𝑎(𝑖) − 𝑥𝑏(𝑖)); 𝑟 < 𝑝𝑣𝑐 . 𝑥𝑝𝑛(𝑖)                                                ; 𝑟 > 𝑝 }  (5) 

 𝑣𝑏𝜖[− tanh−1 (− 𝑡𝑇 + 1) ,− tanh−1 (− 𝑡𝑇 + 1)] (6) 

 𝑣𝑐𝜖[− (1 − 𝑡𝑇) , (1 − 𝑡𝑇)]    (7) 

 𝑝 = tanh|𝑓𝑖𝑡𝑛𝑒𝑠𝑠(𝑥𝑝𝑛(𝑖)) − 𝑔𝑏𝑒𝑠𝑡𝐹|  (8) 

 𝑥𝑖𝑛ℎ(𝑖 + 1) = { 𝐼𝑖(𝑖)     ; 𝑟𝑎𝑛 ≤ 𝑝𝑖  𝑥𝑝𝑛(𝑖)       ; 𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒  (9) 

 𝐼𝑖(𝑖) = 𝑥1(𝑖) + 𝑓𝑖(𝑥2(𝑖) − 𝑥3(𝑖))   (10) 
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C. Integrity and variability 

The third important collective behavior added here is Integrity and Variability. While oscillating, the venous structure of SM 

retains the “integrity” of keeping the track of its previous optimum food location. However, the same sized fragments (obtained 

from common plasmodium) showcase preferences of food search differently during propagation, due to intra-plasmodium 

“variability”.  

Thus, the oscillators’ journey proceeds towards the global optimum independently, on the basis of reporting done by the other  

fragments. The mathematical modeling of this behavior is expressed in Equation (11). [For integrity, the inertial weight (of 

fragment), 𝑾𝒊𝒗, and its speed, 𝑽𝒊𝒗, are introduced to reach global optimum, 𝒃𝒆𝒔𝒕𝑺(𝒊); 𝒂𝒑 and 𝒂𝒈 are acceleration coefficients; 𝒑𝒐𝒑𝒕= individual optimum location (representing variability in CB of SM)]. The updated and previous position of oscillators due 

to integrity and variability are expressed as 𝑥𝑖𝑣(𝑖 + 1) and 𝑥𝑖𝑣(𝑖) respectively.  

 

D. Redundancy 

The epitome of redundant behavior is also presented by Physarum plasmodia, due to the presence of the syncytial property. The 

redundancy CB undergoes two phases; “serving at prime cell level” and “sharing information at individual level independently”. 
The position of fragments is updated using Equation (12) for first phase and using Equation (13) for second phase respectively.  

[where, 𝒙𝒓𝟏(𝒊 + 𝟏) = updated position of oscillator for serving phase; 𝒙𝒓𝟐(𝒊 + 𝟏) = updated position of oscillator for sharing 

phase; 𝒙𝒓(𝒊) = previous location; 𝒔𝒇 = serving factor (randomly chosen for a particular fragment undergoing redundancy); 𝒎𝒆𝒂𝒏𝑺(𝒊) = mean of current solution vector; 𝒙𝒑(𝒊) = randomly selected partner attractant].  

Once the “serving phase” updates the position, the “sharing phase” ensures the interconnection in the foraging network, ensuring 
the linkage to each food source. However, depending upon the fitness of the partner, “sharing phase” updates the position using + 

or – in Equation (13). 

  

E. Complexity analysis  

The analysis of computation complexity of SMO and CB-SMO is performed using the mathematical notations. Let the input 

cells of Physarum be expressed as 𝑵 for each instance, 𝑫 be the size of dimension and 𝑻 be the upper bound of iterations or total 

number of iterations for the fitness model.  

In traditional SMO, the initialization complexity is 𝑶(𝑫), fitness and sorting complexity is 𝑶(𝑵 + 𝑵𝒍𝒐𝒈 𝑵), weight update 

complexity is 𝑶(𝑵𝑫) and location update complexity is 𝑶(𝑵𝑫). Thus, the overall computational complexity of conventional 

SMO is 𝑶(𝑫 + 𝑻𝑵(𝟏 + 𝐥𝐨𝐠𝑵 + 𝟐𝑫)).  
In CB based SMO with “synchronization” behavior, the location update complexity is 𝑶(𝑵) using Equation (1), conditional 

(Equation (2)) location update complexity is 𝑶(𝑵𝟐), sorting complexity is 𝑶(𝑫) and abandoned oscillators’ location update 
(Equation (3)) has the complexity of 𝑶(𝑵𝒍𝒐𝒈𝑵). Synchronization behavior based SMO has complexity of 𝑶(𝑻(𝑵 + 𝑵𝟐 + 𝑫 +𝑵𝒍𝒐𝒈𝑵)) ≈ 𝑶(𝑵𝟐).  

In CB based SMO with “positive-negative feedback including inhibition” behavior, the location update complexity (Equation 

(9) - (10)) is 𝑶(𝑻𝑵(𝟏 + 𝑫)).  
CB based SMO with “integrity and variability” behavior has location update complexity of 𝑶(𝑻𝑵) (Equation (11)).  

With “redundancy” behavior in CB based SMO, the location of each oscillator is updated using Equation (12) and Equation 

(13) with complexity of 𝑶(𝑻𝑵).  
DEVELOPMENT OF DESIGN OPTIMIZATION PROBLEM 

There are few assumptions considered for modeling of OR-PMSM in this paper; (1) The three phase star connection is identical 

and symmetrical, (2) The magnetic material used in rotor magnets have uniform properties, and (3) The stator winding has 

𝑥𝑖𝑣(𝑖 + 1) = 𝑥𝑖𝑣(𝑖) +𝑊𝑖𝑣𝑉𝑖𝑣 +𝑎𝑝𝑟𝑎𝑛 (𝑝𝑜𝑝𝑡(𝑖) − 𝑥𝑖𝑣(𝑖)) +𝑎𝑔𝑟𝑎𝑛 (𝑏𝑒𝑠𝑡𝑆(𝑖) − 𝑥𝑖𝑣(𝑖)) 
                   (11) 

𝑥𝑖𝑣(𝑖 + 1) = 𝑥𝑖𝑣(𝑖) +𝑊𝑖𝑣𝑉𝑖𝑣 +𝑎𝑝𝑟𝑎𝑛 (𝑝𝑜𝑝𝑡(𝑖) − 𝑥𝑖𝑣(𝑖)) +𝑎𝑔𝑟𝑎𝑛 (𝑏𝑒𝑠𝑡𝑆(𝑖) − 𝑥𝑖𝑣(𝑖)) 
                   (11) 𝑥𝑟1(𝑖 + 1) = 𝑥𝑟(𝑖) 

        + 𝑟𝑎𝑛(𝑏𝑒𝑠𝑡𝑆(𝑖) − 𝑠𝑓(𝑚𝑒𝑎𝑛𝑆(𝑖))         (12) 𝑥𝑟2(𝑖 + 1) = 𝑥𝑟(𝑖) 
        ±𝑟𝑎𝑛(𝑥𝑟1(𝑖) − 𝑥𝑝(𝑖))                            

(13) 
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coincident inductance and resistance in winding. 

F. UAV-Quadcopter dynamics  

The UAV - Quadcopter Energy Conversion system follows four rotating propellers. They have clockwise (exhibited by motor 

1 and motor 3) as well as anti-clockwise (motor 2 and motor 4) rotating directions (Fig. 4).  

 
Fig. 4 Representation of rotational direction of UAV motors 

The three-degree-of-freedom movement of quadcopter occurs in three axes; 𝑥, 𝑦 and 𝑧. It forms three Euler angles, i.e., roll, 

pitch and yaw angle. The roll, pitch and yaw angular acceleration are related to the moment of inertia on the corresponding axis 

and the lifting forces.  

The moment of inertia depends upon center of mass (𝑴) of UAV, distance (𝑹) of middle tip from center of mass, height (𝑯) of 

quadrotor’s central part, radius (𝒓) of OR-PMSM, mass (𝒎) of OR-PMSM and height (𝒉) of OR-PMSM etc. The relationships of 

three angular accelerations of pitch, roll and yaw (𝝓̈, 𝜽̈ and 𝝍̈) are presented as follows (Equation (13)): 

 
Where 𝒍 = length of quadcopter arm; 𝒃 = thrust factor; 𝒅 = drag factor; 𝝎𝟏, 𝝎𝟐, 𝝎𝟑, 𝝎𝟒 = angular velocities of motor 1, 2, 3, 4. 

By keeping constant values of 𝑴, 𝑹, 𝒃 and angular velocities, angular accelerations are re-written as follows (Equation (14); where 𝑘1 and 𝑘3 are constants).  

 

G. DOP Development procedure - Polynomial regression based surrogate modeling 

There appear numerous rotor positions in a single revolution of motor where the rise in cogging torque is observed. For smoother 

VTOL operation, cogging situation is needed to be suppressed. To save the unnecessary time wasted in re-designing of model, the 

surrogate model of cogging torque is designed using Polynomial Regression to develop the desired DOP [36].  

The predicted or target output (here it is cogging torque), 𝑷𝒐, with respect to design parameters, 𝒅𝜶 or 𝒅𝒍 of motor based on 

Response Surface Modeling (RSM) [37] is related as follows (15): 

 
Where 𝜷𝟎 = offset coefficient; 𝜷𝜶 = individual coefficient of 𝜶𝒕𝒉 variable; 𝜷𝜶𝒍 = associative coefficient of 𝜶𝒕𝒉 and 𝒍𝒕𝒉 variable; 𝜷𝜶𝜶 = non-linear coefficient; 𝝐 = error between predicted and actual output.  

Since, magnet thickness, rotor yoke thickness and motor height are factors which majorly contribute towards the production of 

unwanted cogging torque. Also, these parameters have influence over the parameters 𝒎,𝒉 𝑎𝑛𝑑 𝒓 of OR-PMSM. The angular 

accelerations of pitch, roll and yaw (𝝓̈, 𝜽̈ and 𝝍̈) are related to these design parameters, as can be seen from Equation (14). 

For smooth and efficient VTOL operation, the values of angular accelerations of pitch, roll and yaw (𝝓̈, 𝜽̈ and 𝝍̈) should be 

optimum. Hence, these three are chosen as design variables for designing the DOP, (Fig. 5).  

The samples obtained by FEM analysis with variation in 𝜶𝒕𝒉 design variable are listed in Appendix A (Table A.1). The 𝜷 

𝜙̈ = 𝑙(𝑚𝑟24 +𝑚ℎ26 +2𝑚𝑟2+𝑀𝑅24 +𝑀𝐻212 )𝑏(𝜔42 −𝜔22)  𝜃̈ = 𝑙(𝑚𝑟24 +𝑚ℎ26 +2𝑚𝑟2+𝑀𝑅24 +𝑀𝐻212 )𝑏(𝜔32 − 𝜔12)  𝜓̈ = 𝑙(𝑀𝑅22 +4𝑚𝑟2)𝑑(𝜔22 + 𝜔42 − 𝜔12 −𝜔32)   (13) 

𝜙̈ = 𝜃̈ = 𝑓( 1𝑚𝑟24 +𝑚ℎ26 +2𝑚𝑟2+𝑘1 . 𝑘2(𝜙/𝜃))  𝜓̈ = 𝑓( 14𝑚𝑟2+𝑘3 . 𝑘2(𝜓))     (14) 

𝑃𝑜 = 𝛽0 + ∑ 𝛽𝛼𝑑𝛼3𝛼=1 +∑ ∑ 𝛽𝛼𝑙𝑑𝛼𝑑𝑙3𝑙=𝛼+13𝛼=1             +∑ 𝛽𝛼𝛼𝑑𝛼23𝛼=1 + 𝜖     (15) 
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coefficients of surrogate models are computed using Least Square Method (LSM). The surrogate model obtained for cogging 

torque is given by Equation (16):  

 

 
Fig. 5 Description of Design parameter for developing DOP 

 

 
 

The root mean square error (RMSE) value obtained for the formulated DOP equation to obtain minimum cogging torque 𝑻𝒄 is 

0.1322. This RMSE value shows that the formulated surrogate models are accurate in nature and does not contain any undesired 

input variable [38]. This surrogate model has been assigned as objective function to the proposed CB-SMO for obtaining the 

optimal parameters of OR-PMSM for least cogging torque. 

RESULTS AND DISCUSSIONS 

This section presents the performance analysis of the proposed modified SMO technique, “CB-SMO” by incorporating CB 
disturbances one by one. Then, the proposed CB-SMO is utilized in order to solve the formulated DOP.  

H. Performance Analysis of CB-SMO   

The proposed CB-SMO is pictorially represented in Fig. 6. Here, CB1 suggests the addition of “Synchronization” behavior to 
SMO; CB2 suggests the addition of “Positive-Negative Feedback with Inhibition” behavior to SMO, CB3 suggests the addition of 
“Integrity and Invariability” behavior to SMO and CB4 suggests the addition of “Redundancy” behavior to SMO. The comparative 
study of performance shown by different algorithms is shown in Table III for various Benchmark Functions.  

 
Fig. 6 Descriptive view of SMO along with proposed CBs  
 

From this study, it is observed that: 

➢ Adding “only CB1 to SMO” will mostly have negative effect over non-linear problems involving trigonometric functions. 

➢ Addition of “only CB2 to SMO” has increased the efficiency of SMO. 

𝑇𝑐 = 447.166 −  151.1875𝑑1  +  16.1289𝑑2           −13.1771𝑑3  +  4.36𝑑1𝑑2  −  0.3875𝑑1𝑑3              −0.1433𝑑2𝑑3  +  24𝑑12  −  5.6556𝑑22          + 0.2625𝑑32     (16) 
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➢ Addition of CB3 has negative effect while solving problems containing trigonometric functions (exhibits the similar effect as 

that of adding “CB1 to SMO”).  
➢ By adding CB4, the SMO produces better results (~98% lesser than SMO result) or similar results for Rosenbrock, Sum of 

different powers, Quartic and Schwefel functions. While for Penalized1 and Levy N.13 functions, SMO produces better result 

than “SMO with CB4 only”. 
➢ Overall effect of “adding all CBs to the SMO” always shows the positive effect over the performance of SMO.  

 

Table IV represents analysis results for testing the proposed CB-SMO with other traditional and popular MH techniques. The 

results report that CB-SMO produces precise optimal values for all the Benchmark functions. The convergence profiles, exhibited 

by different “CB added to SMO” are presented in Fig. 7. 
 

Table IV. Definitions of Benchmark Functions and comparative analysis results with other classical MH techniques; Aquila Grasshopper 
Optimization (AGO), Aquila Optimizer (AO), Grasshopper Optimization Algorithm (GOA), Artificial Bee Colony (ABC) method, Particle Swarm 

Optimization (PSO) method, Teaching Learning Based Optimization (TLBO) method and Differential Evolution (DE) 

 

Names Description Range 𝑓𝑚𝑖𝑛 CB-SMO AGO AO GOA ABC DE PSO TLBO

u
n
im

o
d
a
l Rosenbrock

𝑓 𝑥 = [100 𝑥𝑖2 −𝑥𝑖+1 2+ 1 − 𝑥𝑖 2]𝑛−1𝑖=1 [-30,30] 0 3.2343e-04 8.222e-04 8.306e-04 1.011e+00 0.401e+00 0.000e+00 0.000e+00 0.000e+00

Sum of 

different 

powers

𝑓 𝑥 = ( 𝑥𝑖+0.5 )2𝑛𝑖=1 [-100,100] 0 7.7404e-09 2.152e0-5 4.556e-06 1.012e-07 0.500e+00 0.000e+00 4.264e-08 1.080e-08

M
u
lt
im

o
d
a
l

Quartic 𝑓 𝑥 = 𝑖𝑥𝑖4𝑛𝑖=0 + 𝑟𝑎𝑛𝑑𝑜𝑚[0,1) [-128,128] 0 4.5931e-05 5.318e-03 2.661e-03 5.812e-03 0.098e+00 3.292e-05 0.004e+00 0.011e+00

Schwefel 𝑓 𝑥 = (−𝑥𝑖  n ( 𝑥𝑖 ))𝑛𝑖=1 [-500,500] -418.982n -1291.5806 -1213.586 -1212.784 -1217.336 -1202.968 -1208.229 -1200.868 -1362.886

Penalized1

𝑓 𝑥 =  𝑛 10  n  𝑦1 +∑ ( 𝑦𝑖  − 1 )2[1+𝑛−1𝑖=110𝑠𝑖𝑛2  𝑦𝑖+1 +∑ 𝑢 𝑥𝑖 ,10,100,4𝑛𝑖=1 ]   ;𝑤ℎ𝑒𝑟𝑒 𝑦𝑖 = 1 +𝑥𝑖+14   , 𝑢 𝑥𝑖 ,𝑎, 𝑘,𝑚 = {  (  𝑥𝑖− 𝑎 )𝑚  ; 𝑓𝑜𝑟 𝑥𝑖 > 𝑎0  ; 𝑓𝑜𝑟  − 𝑎 ≤ 𝑥𝑖 ≤ 𝑎 (  −𝑥𝑖− 𝑎 )𝑚  ; 𝑓𝑜𝑟 𝑥𝑖 ≤ −𝑎 [-50,50] 0 1.4611e-10 1.498e-06 1.505e-05 5.519e-06 1.000e+00 4.711e-03 4.326e-04 3.110e+00

Levy N.13

𝑓 𝑥= 0.1(𝑠𝑖𝑛2 3 𝑥1 +  𝑥𝑖  − 1 2𝑛𝑖=1 1 + 𝑠𝑖𝑛2 3 𝑥𝑖+1+  𝑥𝑛 − 1 2 1+ 𝑠𝑖𝑛2 2 𝑥𝑛 + 𝑢 𝑥𝑖, 5,100,4𝑛𝑖=1
[-50,50] 0 6.6909e-08 1.537e-07 1.353e-06 1.327e-06 1.000e+00 1.349e-02 6.816e-03 0.019e+00
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It reveals that although adding individual CB behaviors to SMO, can produce sluggishness in the convergence of SMO. 

However, the proposed CB-SMO, having incorporated all the CB behaviors, can search the space area thoroughly while going 

through the computational iterations and can converge to the better optimal value than that produced by SMO.   

I. Solution to DOP via proposed CB-SMO 

In this sub-section, the proposed CB-SMO and other techniques solves DOP to obtain least cogging torque (Eq. (16)), the optimal 

design parameters are analyzed and compared. The comparative analysis results, obtained by proposed technique and few 

conventional MH techniques, are presented in Table V. The ‘Rank’ represents the effectiveness of their performances for getting 
the solution of the designed DOP. 

Table V 
Comparative analysis of Optimal Models obtained by proposed CB-SMO and other classical MH techniques 

Algorithm 

OR-PMSM-IPIM 

Rank 
Parameter values (𝒅𝟏, 𝒅𝟐, 𝒅𝟑) 𝑻𝒄 (𝒎𝑵𝒎) 

CB-SMO (3.3,1.5,31.9) 41 1 

AGO (3.6,2,31) 42.107 4 

AO (3.7,1.84,31.34) 42.523 6 

GOA (3.4,1.9,31) 41.959 2 

ABC (3.4,1.8,31) 42.297 5 

PSO (3.2,1.2,30.8) 42.637 7 

TLBO (3.2,1.5,32) 42.051 3 

DE (3.2,1.5,32) 42.836 8 

 

The successful implementation of proposed CB-SMO secures rank 1 in producing the least value of cogging torque 𝑇𝑐, of 

Table III.  Definitions of Benchmark Functions and comparative analysis results with overall CB and individual CB behaviors added with SMO. 
(+) shows positive effect: produces better result, (-) shows negative effect: fails to produce better result, (0) shows null effect: produces similar 

result 

 

Names Description Range 𝑓𝑚𝑖𝑛 CB-SMO
SMO with 

CB1

SMO with 

CB2

SMO with 

CB3

SMO with 

CB4
SMO

u
n
im

o
d
a
l Rosenbrock

𝑓 𝑥 =  [100 𝑥𝑖2−𝑥𝑖+1 2+ 1− 𝑥𝑖 2]𝑛−1𝑖=1 [-30,30] 0 3.2343e-04 

(+)

2.5361e-02 

(+)

3.2576e-03 

(+)

4.020e-02 

(+)

1.8342e-03 

(+)

1.7308e-

01

Sum of 

different 

powers

𝑓 𝑥 = ( 𝑥𝑖+ 0.5 )2𝑛𝑖=1 [-100,100] 0 7.7404e-09 

(+)

7.8283e-07 

(0)

3.0450e-07 

(0)

2.4682e-07 

(0)

2.1504e-07 

(0)

2.3727e-

07

M
u
lt
im

o
d
a
l

Quartic 𝑓 𝑥 = 𝑖𝑥𝑖4𝑛𝑖=0 + 𝑟𝑎𝑛𝑑𝑜𝑚[0,1) [-128,128] 0 4.5931e-05 

(+)

3.7890e-05 

(+)

1.6178e-04 

(0)

2.6782e-04 

(0)

2.7006e-06 

(+)

2.7007e-

04

Schwefel
𝑓 𝑥 = (−𝑥𝑖  n ( 𝑥𝑖 ))𝑛𝑖=1 [-500,500] -

418.982

n

-1291.5806 

(+)

-1299.4384 

(-)

-1256.9486 

(0)

-1217.6031 

(-)

-1256.9485 

(0)

-

1256.948

7

Penalized1

𝑓 𝑥 =  𝑛 10  n  𝑦1+ ( 𝑦𝑖  − 1 )2 1+ 10𝑠𝑖𝑛2  𝑦𝑖+1 + 𝑢 𝑥𝑖 , 10,100,4𝑛𝑖=1𝑛−1𝑖=1   ;𝑤ℎ𝑒𝑟𝑒 𝑦𝑖= 1 + 𝑥𝑖+14   , 𝑢 𝑥𝑖 ,𝑎,𝑘,𝑚 {  (  𝑥𝑖− 𝑎 )𝑚  ; 𝑓𝑜𝑟 𝑥𝑖 > 𝑎0  ; 𝑓𝑜𝑟  − 𝑎 ≤ 𝑥𝑖 ≤ 𝑎 (  −𝑥𝑖− 𝑎 )𝑚  ; 𝑓𝑜𝑟 𝑥𝑖 ≤ −𝑎

[-50,50] 0

1.4611e-10 

(+)

7.153e-08 

(0)

4.1413e-08 

(0)

1.271e-08 

(0)

1.6075e-07 

(-)

4.1297e-

08

Levy N.13

𝑓 𝑥= 0.1(𝑠𝑖𝑛2 3 𝑥1 +  𝑥𝑖  − 1 2𝑛𝑖=1 1 + 𝑠𝑖𝑛2 3 𝑥𝑖+1+  𝑥𝑛  − 1 2 1+ 𝑠𝑖𝑛2 2 𝑥𝑛 + 𝑢 𝑥𝑖 ,5,100,4𝑛𝑖=1
[-50,50] 0

6.6909e-08 

(+)

8.3077e-04 

(-)

2.6601e-05 

(0)

1.9595e-04 

(-)

2.2119e-04 

(-)

1.0168e-

05

  

  

 
Fig. 7 Comparative Representation of Convergence Profiles by introducing CB behavior in SMO 
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 41 𝑚𝑁𝑚. While GOA and TLBO secures ranks < 4 and AGO, ABC, AO, PSO, DE secures ranks from 4 to 8 respectively. Table 

V compares the Initial and Optimal model and their respective torques with respect to the initial and optimized design parameters. 

Also the dimensions of initial and final models are presented in 2-D and 3-D FEM models of Quadcopters in Fig. 8. 
TABLE V  

COMPARATIVE ANALYSIS OF INITIAL AND OPTIMAL MODELS OBTAINED BY PROPOSED CB-SMO  

Model 

OR-PMSM-IPIM 

Remark 
Parameter values (mm) (𝒅𝟏, 𝒅𝟐, 𝒅𝟑) 𝑻𝒄 (𝒎𝑵𝒎) 

INITIAL model (3,2,31) 43 - 

OPTIMAL  

model 

(3.3,1.5,31.9) 41 4.6 %  

reduction 

 

Further, for verification of influence over the performance of UAV, the “optimal” model of OR-PMSM-IPIM is thus designed 

for Quadcopter application, by assigning the rotational directions as discussed in Fig. 4 previously. Thus, comparison of different 

essential aspects of Initial and optimal model are shown in the form of Bar graph in Fig. 9. 
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Initially, the ORPMSM has weight of 2.151 N (0.484 lbs) producing 2.615 Nm/N of torque per weight (t-p-w) ratio. The cogging 

torque is 19.99 mNm per unit weight. The optimized ORPMSM model, when operated at rated speed, possesses 1.885 N (0.423 

lbs) of weight (12.4 % reduction). It produces 18.04 mNm of cogging torque per unit weight (9.8 % reduction). The t-p-w for the 

optimized model is found to be 2.779 Nm/N (6.3 % increase). This enables UAV device to have better propeller efficiency. The 

reduced weight of motor ensures reduction in moment of inertia. This helps in obtaining lesser values of radius of gyration. The 

lesser the value of radius of gyration, lesser is the deflection in pitch, roll and yaw angle. This ensures the ease of overcoming the 

thrust in lifting load along three dimensional axes. It becomes easier to control such advantageous models in UAV drive system. 

CONCLUSION 

Inspired by accuracy results obtained by brainless slime mold optimizer, the OR-PMSM geometry, having unique IPIM 

structure, has been optimized in this article, using a modified version of SMO.  

First, the thorough explanation of all CBs, introduced in conventional SMO, is presented. In the analysis part of the paper, the 

performance of conventional SMO by adding individual CBs is tested for various Benchmark functions. Their convergence profiles 

 
Fig. 9 Comparison of different essential Electromagnetic performance aspects of Initial and optimal model for UAV performance improvement 

  
Fig. 8 Comparative Representation of initial and optimal 2D and 3D FEM model designs in Quadcopters 

Quadcopter 2D FEM model

Quadcopter 3D FEM model

Initial motor dimensions

3 mm

2 mm

31 mm

Quadcopter 2D FEM model

Quadcopter 3D FEM model

Optimal motor dimensions

31.9 mm

3.3 mm

1.5 mm
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are compared and complexity analysis is presented. 

 

It is concluded, from various experiments performed, that the addition of CBs to SMO, not only completes the SMO behavior 

in nature, but also enhances the overall performance of SMO in producing accurate results, for a given objective function. Thus, 

the performance of CB-SMO is compared with few popular MH techniques. It is found that CB-SMO produces convincingly better 

results for unimodal as well as multimodal Benchmark functions.     

Furthermore, for implementation of the proposed CB-SMO to practical field, the DOP of OR-PMSM-IPIM is designed in order 

to optimize its performance. For designing DOP, LSM technique is implemented for obtaining cogging torque, as a function of 

three design parameters, i.e., magnet width, rotor width and motor height.   

Then, this DOP is solved by proposed CB-SMO as well as few classical MH techniques, in order to minimize the cogging torque. 

It is found that CB-SMO outperforms other techniques to supply the least cogging torque by obtaining optimized value of design 

parameters.  

Thereafter, these optimized values of design parameters are utilized to design the overall quadcopter model in order to compare 

the t-p-w ratios of initial and optimal models.  

In UAV application, the energy conversion system should have high propeller efficiency, in order to perform better while 

undergoing VTOL operation [39-41]. The propeller efficiency is affected by angle of propeller and advance ratio, which is the 

ratio of freestream air speed to propeller tip speed of quadcopter.  

Hence, by comparing initial and optimal models, it is found that following achievements are noticeable out of this work: 

➢ In optimal model, there is nearly 12 % reduction in weight. It leads to almost 10 % reduction in cogging torque per unit 

weight. This ensures reduction in noise and enhancement in “smoothness” of VTOL operation. 
➢ The overall t-p-w of the optimal model is enhanced by nearly 6 %, as compared to the initial model. This enables UAV device 

to have better propeller efficiency.  

➢ The reduced weight of motor ensures reduction in moment of inertia. This helps in obtaining lesser values of radius of 

gyration. (The lesser the value of radius of gyration, lesser is the deflection in pitch, roll and yaw angle)  

➢ This ensures the ease of overcoming the thrust in lifting load along three dimensional axes.  

➢ It becomes easier to control such advantageous models in UAV drive system.  
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Appendix A: Samples collected from FEM experiments and impact of selection of prescribed design parameters 

For UAV application, electric motor should be reliable, i.e., its critical efficiency should be higher and the motor should be of lighter weight. 

However, it is contradictory to obtain minimized weight and maximized efficiency of the motor simultaneously. To compensate this adversity, the optimal designing 

of related parameters of OR-PMSM is essential for designers. This is the reason why parameters 𝑑1, 𝑑2 and 𝑑3 (specified in Fig. 5) are selected as design parameters 

for minimizing cogging torque. Impact of selecting above mentioned design parameters are discussed below: 

• The designer should compute the motor design approximately. The electric as well as magnetic loading of motor are related to size and motor’s endurance.  
• From theoretical point of view, the increase in stack length results in the improvement of motor’s efficiency but at the cost of increased mass of the motor.  
• The radial length of magnets in OR-PMSM leads to increase in intensity of magnetic induction in rotor magnetic circuit of motor. Thus, increment in magnetic 

length results in obtaining the condition of magnetic saturation. Therefore, the optimization of radial length of magnets in rotor can rectify magnetic saturation 

condition.  
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• However, it may increase the cost and mass of motor. Also, the increased current density in stator winding leads to enhanced copper loss causing reduced 

efficiency and increment in the temperature of motor.  
 

TABLE A.1 
DESIGN OF EXPERIMENT SAMPLE DATA FOR 𝑇𝑐 (COGGING TORQUE) 

No. 𝒅𝟏(mm) 𝒅𝟐(mm) 𝒅𝟑(mm) 𝑻𝒄(mNm) 

1 3 2 31 43.0 
2 3 0.5 31 23.4 

3 3 0.5 30 22.6 

4 4 0.5 32 31.9 

5 4 0.5 31 30.9 

6 4 0.5 30 29.9 

7 3.5 0.5 32 31.0 

8 3.5 0.5 31 30.0 

9 3.5 0.5 30 29.1 

10 3 1.5 32 46.9 

11 3 1.5 31 45.4 

12 3 1.5 30 44.0 

13 4 1.5 32 42.1 

14 4 1.5 31 40.8 

15 4 1.5 30 39.6 

16 3.5 1.5 32 40.8 

17 3.5 1.5 31 39.5 

18 3.5 1.5 30 38.2 

19 3 2 32 44.4 

20 3 0.5 32 29.9 

21 3 2 30 41.6 

22 4 2 32 65.9 

23 4 2 31 63.9 

24 4 2 30 61.7 

25 3.5 2 32 45.9 

26 3.5 2 31 44.4 

27 3.5 2 30 43.0 

28 3 1 32 39.0 

29 3 1 31 37.7 

30 3 1 30 36.5 

31 4 1 32 58.8 

32 4 1 31 56.9 

33 4 1 30 55.1 

34 3.5 1 32 35.1 

35 3.5 1 31 34.0 

36 3.5 1 30 32.9 
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Comparative Study on Forecasting of Schedule
Generation in Delhi Region for the Resilient Power

Grid Using Machine Learning
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Abstract—The increasing use of Renewable Energy Resources
(RES) in energy generation has led to the transformation of the
conventional electrical grid into a more adaptable and interactive
system, and this has made electrical load prediction a crucial aspect
of smart grid operation. Short-Term Load Forecasting (STLF) is
the ultimate requirement for the essentialities, such as planning,
scheduling, management, and trading of electricity. In the proposed
work, a forecasting engine model is developed to figure out the load
of the upcoming twelve months (2020) in the Delhi metropolis, and
this is accomplished by integrating real and dynamic meteorological
data, calendar data, and load patterns for the successive two
years (2017-2018). It is performed using different ensemble models,
such as XGBoost, Gradient Boosting, AdaBoost, Random Forest
(RF) algorithms, and deep learning models such as Long Short-
Term Memory (LSTM), Recurrent Neural Network (RNN), Gated
Recurrent Unit (GRU) and the Prophet algorithm. The simulation
results of the proposed models are obtained on the Python platform
using Delhi weather, load, and calendar data. Further, the STLF
is analyzed using 14 different models on the basis of 78 scenarios,
and 8 data sets are analyzed in conjunction. The train, validation,
and test accuracy have been considered as validation metrics, both
on hourly and daily load forecasting, to validate the overfitting in
terms of the train, validation, and test loss. A comparative study is
made to show that the predictions of LSTM and GRU outperform
with 100% accuracy.

Index Terms—Deep Learning, Electrical Load Forecasting, Fea-
ture Extraction, Machine Learning, Ensemble Learning, Resilient
Power Grid, Time Series Analysis. Short-Term Load Forecasting

I. INTRODUCTION

A. Motivation and Problem Statement

POwer system resilience depends on demand forecasting.
Accurate load forecasting helps power utilities balance

energy production and consumption, operate efficiently, and
avoid blackouts and losses [1], [2]. Authorities can buy or
sell electricity to other grids or firms in energy markets when
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generation is low or high. Bids are submitted at the Day-
Ahead Market (DAM) or Real-Time Market at exchanges like
the Indian Energy Exchange Limited (IEX). Thus, precise load
forecasting helps utilities choose the best bidding approach and
maximize economic benefits [3]. Short-Term Load Forecasting
(STLF), Medium-Term Load Forecasting (MTLF), and Long-
Term Load Forecasting (LTLF) are all parts of Electrical Load
Forecasting (ELF). STLF is crucial for operational decisions like
maintenance scheduling, energy management, and daily power
system operations [4]. STLF predicts load demand for hours and
days ahead. This helps utilities optimize infrastructure, allocate
resources, and make educated power generation, transmission,
and distribution decisions [1], [2]. Accurate short-term load fore-
casting saves resources and improves power system security [5],
[6]. Recently, machine learning algorithms, statistical models,
and weather data have improved load forecasting accuracy. Power
utilities may now make more trustworthy and informed decisions,
benefiting both utilities and consumers [7].

B. Literature Review

Deep Learning (DL) and Machine Learning (ML) frameworks
connected to STLF experimental work were used to study ELF
research publications [8], [9], [10], [11], [12]. A variety of
DL techniques, such as LSTM, RNN, and GRU, have been
implemented to capture the long-term dependencies and trends
in electricity demand [13]. These techniques are effective for
identifying complex patterns and relationships in data for suitable
load forecasting [14]. RNN is a variety of neural networks that
are particularly well-suited for modelling sequential data, such
as time-series data. The Long Short-Term Memory (LSTM) net-
work for modeling sequential time-series data is a popular RNN
variant for short-term load forecasting. It has three gates: an input
gate to determine the correct information to be stored in the cell
state, a forget gate to discard information, and an output gate to
generate information from the cell state. STLF is performed using
real-time data and the trained LSTM network. GRU is another
type of RNN technique that is designed to remember long-term
dependencies in time-series data, making it ideal for forecasting
electricity loads. Although GRUs are similar to LSTM networks,
they have fewer parameters and gating mechanisms to make
them computationally less expensive, faster to train, and easier to
understand and interpret. To train a GRU network for short-term
load forecasting, archived data on electricity demand is used as
the input, and the corresponding electricity load for the next time
period is used as the output. Using backpropagation across time,
the network is trained to minimize the discrepancy between the
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projected and real loads. A case study on ELF used more than
20 ML frameworks. Only SVM and ANN have outperformed
other ML algorithms. [15]. The case study has involved dynamic
variables like weather data, solar irradiation measure, population,
electricity price/kWh, and the Gross National Income (GNI)
per capita of Cyprus. [17] has successfully experimented with
statistical time series models and ensemble ML models for day-
load prediction. In the proposed work, the STLF was analyzed
using classic ML models, DL models, DL ensemble models,
seq-2-seq models, and Dynamic Mode Decomposition (DMD)
[16]. The study by [18] has inferred that the applied ANNs and
ensemble ANN methods reduce estimation errors as compared
to other forecasting methodologies. Further, DL algorithms have
proven their effectiveness in big data processing, leading to
improved prediction accuracy [19]. Employing forecasting error
correction techniques, DL models such as DNN, CNN, RNN,
and LSTM have shown high accuracy [20] while the hybrid
CNN-LSTM model has been utilized for feature extraction and
sequence learning [21]. The performance of DNN was found
to be better than the LSTM models to forecast medium- and
long-term power consumption patterns [22], [23] has proposed
an RNN model using the Input Attention Mechanism (IAM) and
Hidden Connection Mechanism (HCM) for the STLF.

Many hybrid models such as LSTM-RNN [24], new en-
semble model, SELNet [25], stacked denoising auto-encoders
[26], integrated CNN and LSTM [27], multi-layer bidirectional
RNN, utilizing both LSTM and GRU [28], and the Bi-LSTM-
Auto-Encoder model [29] have been proposed for high-precision
prediction of STLF. Recent trends of integration of different
models have been reported for feature selection and forecasting
respectively by [30] (Auto Correlation Function (ACF) and the
Least Square Support Vector Machine (LSSVM)), [31] (ACF and
LSTM and GRU based models), [32] (RF and GRU), [33] (Resid-
ual Convolutional Neural Network (R-CNN) and multilayered
LSTM), and [35](CNN and BiGRU). Also, the dimensionality
reduction has been achieved using Principal Component Analysis
(PCA) [34], [35]. The experimental approach with different mod-
els including exploratory analysis, statistical time-series models,
classical machine learning, and DL models has shown better
performance using transfer learning and meta-learning techniques
[36].

C. Contribution of work

This study uses the Delhi load dataset to test 2020 forecast
models. The pandemic lockdown has drastically changed work-
place operations and work, and in conjunction, this study will
also test the load scheduling prediction’s efficacy. To have a
contemporary insight, papers published from the year 2015 to the
first quarter of 2023 have been reviewed. Exploratory analysis,
statistical time-series models, classical machine learning, and DL
models have been used and tested to determine their efficacy.
This research improves power grid resilience and dependability
by creating robust load forecasting models. This study improves
short-term load forecasting (STLF) with DL and ML algorithms.
The Prophet algorithm improves load predictions in this paper.
The study now fine-tunes DL and ML hyperparameters and
integrates the Prophet approach to improve load prediction. To
maximize utility load and generation balance, power generation
and demand must be matched. These approaches capture intricate

patterns, seasonality, and other features to properly predict load
and optimize power generation and demand.

• This research investigates the effectiveness of the per-
formance of ML and DL methods for short-term load
forecasting (STLF) in a metropolitan area that experiences
fluctuating weather conditions, with extreme heat in the
summer (ranging from 400 to 480 C) and extreme cold in
the winter (ranging from 100 to 500 C). Adding to the woes,
the load pattern in this area is unstable due to its fast-paced
urban development.

• To improve precision and dependability, load forecasting
systems integrate ML and DL models and assess optimized
models. Forecasting models are compared in different set-
tings and datasets.

• The research entails assessing the performance of various
forecasting models through a comparative analysis of di-
verse scenarios and datasets.

D. Structure of Paper

The paper is organized as follows: Section I provides an
introduction, while Section II presents the proposed methodology
for forecasting after a literature review. Sections III, IV, and
V discuss STLF approaches such as exploratory analysis, time
series analysis, ML, and DL models. Section VI discusses the
findings, while Section VII concludes.

II. PROPOSED METHODOLOGY

STLF applying the machine learning technique involving his-
torical data on electricity demand is used to predict the expected
electricity load in the near future (typically from a few hours
to a few days ahead). This method predicts power generation
and distribution needs to help utility firms manage their energy
supply cost-effectively. Due to these considerations, the datasets
for 2017–2018 and 2020 were pooled. COVID-19 has set a
completely different paradigm for lifestyle and working nature.
At times, such an unprecedented situation towards electrical load
forecasting needs to be considered. The Indian Electrical Grid
operates at a frequency of 50 Hz, and if the grid’s frequency
is above this level, power plants must reduce generation for the
next block, which lasts 15 minutes, making each block consist
of 15 minutes duration. In a day, 96 blocks ((15 minutes*96
blocks)/60=24 hours) are used in the Indian scenario. In this way,
the power plant can use the Indian Energy Exchange Limited to
trade any excess energy produced. The Delhi Electricity Board
is the source of the electrical load data used in this research
study. Due to Delhi’s unpredictable weather, this data source
was chosen. Data source opinion is also influenced by Delhi’s
dense population, mineral-rich and industrial regions, attractive
infrastructure, commercial industries, and government services.
Thus, electricity consumption varies widely. The dataset includes
2017–2020, including the pandemic year. This dataset fluctuates
due to numerous variables.

The adoption of ML algorithms for short-term load forecasting
is central to this research. These algorithms, capable of analyzing
vast volumes of historical data, can discern patterns and trends
far beyond the scope of human capabilities. In this research,
the focus is on utilizing Linear Regression (LR), K-nearest
neighbors (KNN), and Support Vector Machine (SVM) models.
Each of these algorithms has its own strengths and is especially
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adept at processing electrical load data and delivering methodical
outcomes and transversions. An LR model load-time connection
simplifies result interpretation. Neighbor-based KNN captures
complex load data patterns. Finally, the SVM’s high-dimensional
feature space is appropriate for load forecasting generalization.

By exploiting the unique advantages of these three ML models,
the aim is to enhance the accuracy and efficiency of short-term
load forecasting. Besides ML-based algorithms, STLF algorithms
also rely on input data such as weather data, historical electricity
usage, and real-time data from sensors and meters. By combining
these different sources of data with machine learning algo-
rithms, utility companies can make accurate predictions about
future electricity demand and manage their energy supply cost-
effectively. The procedures opted for STLF are summarized as
shown in Fig. 1.

A. Data set Description

The electrical load data for the years 2017, 2018, and 2020
is used in this research study. In addition to this, weather data
(maximum temperature in Celsius, the minimum temperature in
Celsius, and the relative humidity at two different time points)
and calendar data (weekends, holidays, and weekdays) were
taken into account. The primary rationale behind selecting the
data from the Delhi Electricity Board was due to the highly
unpredictable weather in the area. The time-series data is trans-
formed into a suitable number of features for creating machine
models. A total of eight distinct electrical load/demand data sets
are constructed using different features, such as hourly, daily,
weather, and calendar data.

Electrical load/demand data consists of two basic components:
a timestamp in hours and a distribution of electrical load in
megawatts. The maximum temperature in Celsius, the minimum
temperature in Celsius, and the relative humidity at two dif-
ferent time points comprise the weather data. Calendar data is
represented in the following manner using the label encoding
technique: Weekdays (Monday to Friday) are labeled as ‘0’,
whereas weekends (Saturday/Sunday) are labeled as ‘1’, and
public holidays are labeled as ‘2’.

These 8 unique combinations of datasets were examined to
determine the most effective and suitable features. The years
2017, 2018, and 2020. The dataset was shuffled so that the
dependency of the data on the previous day is 100% related
to the next day because power consumption is dependent on
the weekday (working or non-working), weather conditions, and
especially the rush/peak hour, i.e., office and school duration. For
that, the dataset has been shuffled, and the DL models are trained
for the log of 24, i.e., considering the past 24 hours in the RNN,
LSTM, and GRU models. Converting hourly data to daily data
requires data conversion. The data sets available for analysis are
training and testing. 2017 and 2018 data are used for training.
However, 2020 data is utilized during testing. Data testing is
difficult because of the insufficiency faced in training the data.
Training data are from 2017 and 2018, but test data are from
2020 when the lockdown was proclaimed due to the COVID-19
pandemic. In 2020, electricity use will have changed drastically.
Working from home is mandatory as schools, businesses, and
corporate offices are closed. Thus, this research employs time
series models and ensemble machine learning models.

B. Exploratory Data Analysis

The periodicity analysis helps to understand the power demand
pattern [36]. To analyze trends, an exploratory analysis was con-
ducted, and five different types of trend analyses were performed,
including daily, monthly, holiday, weekday, and weekend load
trend analyses, as shown in Fig. 2. The results showed that the
highest electricity consumption occurred in July, while January
had the lowest consumption. The analysis also revealed that
weather conditions had a significant impact on electricity usage,
with higher consumption during the summer months and lower
consumption during the winter. Moreover, the dataset indicated
that weekdays had higher electricity consumption compared to
weekends.

1) Time Series Analysis: The aim of this study is to pre-
dict future electrical load demand in megawatts based on past
observations of electrical load usage taken at fixed intervals.
For this, four univariate time series models, namely Auto-
regressive (AR), Moving Average (MA), Auto-Regressive In-
tegrated Moving Average (ARMA), and SARIMAX (Seasonal
Auto-Regressive Integrated Moving Average with Exogenous
Factors) have been trained on the hourly and anywise load data
sets as shown in Table I. In this table, p denotes the number
of auto-regressive terms and q denotes the number of moving
average terms. The aforementioned criteria represent the number
of past forecast errors that are used to correct the forecast
for the current time step; d denotes the number of times the
data has been different. Differencing is a technique used to
make non-stationary time series data stationary (i.e., data with a
constant mean and constant variance). A time series is said to be
stationary when the statistical properties (e.g., mean, variance)
of the series do not depend on time. An augmented Dickey-

TABLE I
ARMA AND SARIMAX

Name of the Model p d q s
Hourly prediction with electrical load data 5 1 1 12

Day-wise prediction with electrical load data 1 0 3 12

Fuller test is also performed to determine the stationarity of the
data which functions well under fluctuations in the time series.
ARMA has manual ways and inbuilt algorithms to obtain the
optimized values of p, d, and q. In this case, the values of p,
d, and q are determined using the auto-arima inbuilt function.
Stationarity, autocorrelation, and seasonality of time series data
determine these parameters. The Auto-Arima function selects
d using the KPSS unit root test and p and q using the AIC
information criterion. Auto-arima’s p, d, and q may not be
optimal. Many industries, including energy, employ statistical
models because they are easy to execute and require less pro-
cessing power. Traditional statistical models cannot predict harsh
weather, unexpected consumption patterns, or sudden energy
demand changes. Univariate statistical models forecast electrical
loads using one parameter, like previous energy usage, weather,
or population. However, in reality, there are many factors that
affect energy consumption, including demographics, economic
conditions, consumer behavior, and technological advancements.
Thus, one parameter cannot accurately predict the electrical
load. Machine learning models may overcome these constraints,
and they can use various factors and previous data to predict

This article has been accepted for publication in IEEE Transactions on Industry Applications. This is the author's version which has not been fully edited and 

content may change prior to final publication. Citation information: DOI 10.1109/TIA.2023.3316646

© 2023 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission.

See https://www.ieee.org/publications/rights/index.html for more information.
Authorized licensed use limited to: DELHI TECHNICAL UNIV. Downloaded on October 03,2023 at 09:53:56 UTC from IEEE Xplore.  Restrictions apply. 



4

Fig. 1. Proposed Methods used for STLF.

accurately. They can adapt to changing conditions and spot
intricate patterns that statistical models. Machine learning models
can improve their accuracy with more data and feedback, making
them perfect for estimating electricity loads under uncertain and
dynamic conditions.

III. MACHINE LEARNING MODELS

Electrical networks and resources require load-demand predic-
tion research. One can find the optimal machine learning model
by training it on diverse datasets. The performance of each model
is measured using MAE, MSE, RMSE, and R-Square. These
metrics offer distinct perspectives on the model performance:
MAE: the mean absolute difference between expected and actual
values. It estimates model mistakes. Lower error numbers are
desirable. MSE: the mean squared difference between expected
and actual values; It is more sensitive to outliers than MAE
since it squares differences and considers huge errors more
severely. Lower is preferable. RMSE: the square root of MSE
measures the residual standard deviation (prediction errors). R-
Square (coefficient of determination): the independent variable(s)
explain 0–1 of the dependent variable’s variation. It measures
the model’s data fit. The more variance explained, the better.
The user has the choice to select the best predictive model by
comparing these metrics among models keeping in mind that
model selection generally involves balancing complexity and
performance. SVM and Random Forest yield superior results
but are computationally expensive and more difficult to interpret
than Multiple Linear Regression and KNN. The regression model
validation metrics are shown in Table II.

TABLE II
REGRESSION MODEL VALIDATION METRICS

Name of
Model

Loss
Function R2

(%)
Data set

MAE MSE RMSE
LR 665.83 694152.05 833.15 56.78 HL+W+C

KNN 415.24 286639.813 535.38 76.23 DL + W + C
SVM 429.49 303490.63 550.89 74.53 DL and W

HL-Hourly Load;DL- Day Load; W-Weather; C-Calendar

IV. ENSEMBLE MODELS

The utilization of ensemble techniques with a combination
of base learners and a voting approach is a powerful approach
for making predictions. It is pertinent to note that the ’Ran-
dom Forest’ algorithm works with homogeneous base learners,
specifically as a decision tree algorithm. On the other hand,
the remaining ensemble techniques (XGBoost, Gradient Tree
Boosting, and AdaBoost) employ heterogeneous base learners
allowing for diversity in the models and potentially enhancing
the overall performance and robustness of the ensemble. Table
III presents the validation metrics for the ensemble models.
The validation metrics included in the table provide valuable
insights into the accuracy, precision, recall, F1 score, or any
other relevant evaluation measures for each ensemble model.
These validation metrics serve as important indicators of how
well the ensemble models are performing, and they allow
for a quantitative assessment of the predictive capabilities and
effectiveness of the different ensemble techniques employed.
Ensemble models integrate base learners (individual models) to
increase prediction accuracy. The various Ensemble methods are
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Fig. 2. Exploratory Data Analysis: (i) Daily Load Plot; (ii) Monthly Load Plot; (iii) Holiday Load Plot; (iv) Weekday Load Plot; (v) Weekend Load Plot.

described as follows:
(i) Random Forest: This bagging-based ensemble learning
technique uses decision trees as base learners. Bootstrap samples
and random feature selection at each node create a ”forest” of
varied trees.
(ii) XGBoost: Xtreme Gradient Boosting uses boosting-based
ensemble learning with decision trees as the most frequent base
learners. Boosting corrects faults by fitting successive models.
(iii) Gradient Tree Boosting (GBM): Like XGBoost, GBM uses
decision trees as base learners. GBM optimizes a loss function
by correcting previous tree errors with each new tree.
(iv) AdaBoost (Adaptive Boosting): Another boosting-based
ensemble learning technique prioritizes misclassified training
samples from previous models. Base learners with AdaBoost
frequently use decision stumps (one-level decision trees).

V. PROPHET ALGORITHM

Facebook’s Prophet algorithm forecasts, and it provides pre-
cise time series forecasting without manual adjustment. Time
series data patterns are captured and predicted using trend
modeling, seasonality modeling, and holiday impacts. Trend
Modeling: A versatile and customizable function models the
time series data’s overall trend. It supports linear, non-linear,
and abrupt trend change points. Trend modeling uses a data-
adaptive piecewise linear or logistic function. Prophet models
yearly, weekly, and daily seasons. It models seasonal impacts
automatically for reliable forecasts. Fourier series expansion
approximates data periodicity to model seasonality.
Holiday Effects: The algorithm accounts for holidays and other
events that can affect time series. Prophet offers built-in holiday
datasets or bespoke holiday lists. Holiday effects allow the
algorithm to account for time series behavior during holidays.
The Prophet can handle time series outliers and missing values.
”Piecewise linear approximation” fits several linear models to
various data segments to handle outliers. The data is imputed
using available information. The Prophet estimates trends and
seasonality to impute missing values.

Forecasting: Historical data trains the model to predict the fu-
ture. Users choose the prediction horizon. The program estimates
trends, seasonality, and holiday effects to forecast values.
The Prophet decomposes its model into trends, seasonality,
holidays, and noise. The Prophet forecasting formula relies on
the following: Trend Component: Models time series growth
or decline. Prophet uses a piecewise linear trend model. Trend
formula:

g(t) = (k+k1∗(t−tchangepoint))∗t+(m+m1∗(t−tchangepoint)) (1)

Here, g(t) represents the trend value at time t. k and k1 are
coefficients that determine the overall trend rate and its rate of
change. m and m1 are coefficients that control the intercept and
its rate of change. tchangepoint is the time of the trend changepoint,
where the trend direction changes.
Seasonality Component: Seasonality shows time-series cycles.
The prophet forecasts yearly and weekly seasonality. The sea-
sonality formula is:

s(t) =

J∑
j=1

(aj ∗cos((2πj ∗ t)/P ))+(bj ∗sin((2πj ∗ t)/P )) (2)

Here, s(t) represents the seasonality value at time t. J is the
number of Fourier terms used to model the seasonality. aj andbj
are the coefficients for the jth Fourier term. P represents the
period of the seasonality.
Holiday Component: The Prophet considers holidays and other
events that may affect the time series. The holiday formula is:

h(t) =
∑

[i = 1toI](ci ∗ isholiday(t, holidayi)) (3)

Here, h(t) represents the holiday effect at time t. I is the number
of holidays included in the model. ci is the coefficient that
determines the impact of the ith holiday. isholiday(t, holidayi) is
an indicator function that returns 1, if time t corresponds to the
ithholiday, otherwise 0.
Noise Component: Noise is the time series’ inexplicable vari-
ation. Gaussian is assumed here and the Noise formula is
e(t) N(0, σ). Here, e(t) represents the noise component at time
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t. N(0, σ) denotes a Gaussian distribution with mean 0 and
standard deviation σ.
Overall, the formula for Prophet forecasting can be expressed as:

y(t) = g(t) + s(t) + h(t) + e(t) (4)

Where y(t) represents the forecast value at time t. Each of the
components is explained above. In context, the prophet algorithm
is used for the STLF, which takes account of various factors and
gives adequate impetus to balance the electric generation and
demand put forth by the utilities. A right proposition is always
maintained between the two with the intervention of the prophet
algorithm, and Tables II and III are testimonials to the claim
made.

VI. DEEP LEARNING MODELS

The proposed DL techniques and the related block diagram are
presented in Fig. 3. The following subsections discuss the pro-
cedure to obtain the STLF using the DL models. Table III shows
these models’ performance in terms of MAE, MSE, RMSE, and
R-squared. XGBoost, GBM, and AdaBoost use decision trees,
especially for tabular data, even if one can use heterogeneous
base learners. This is required to homogenize their basic learners.
However, each model has its own strengths, weaknesses, and
algorithmic quirks, making them effective ensemble learners.
The proposed DL techniques and the related block diagram
are presented in Fig. 3. The following subsections discuss the
procedure to obtain the STLF using the DL models.

A. Pre-processing

The pre-processing of time-series data involves a sequence
of three steps, namely: (i) normalization using the Min-Max
technique: (ii) extraction of the weekday, and (iii) obtaining 24-
hour lag data. These three steps are carried out to transform
the data before it is fed into the deep learning model. Min-max
normalization technique is used in data pre-processing to rescale
the data values of a feature into a specific range. The purpose of
this technique is to normalize the data so that it has a consistent
scale and the values are within a particular range, typically be-
tween 0 and 1. This prevents data bias and erroneous predictions
from large data values. Min-max normalization simplifies feature
comparison and scale-sensitive machine learning methods.

Electrical load patterns can vary depending on the day of
the week due to factors such as differences in commercial
and residential energy usage, work schedules, and other social
and economic factors. By extracting the weekday from the
time series data, it becomes possible to analyze the data and
identify patterns that may be unique to specific weekdays.
This can be helpful in making predictions and forecasting
energy usage, as well as in developing more accurate energy
management strategies (kindly refer to Fig. 6 and Fig. 5 for
better understanding and information interpretation). A 24-hour
lag refers to the energy usage data from the previous day,
which can be used to analyze the variation pattern of energy
usage from day to day. This information can be used to develop
more accurate energy management strategies, optimize energy
usage, and predict energy demand in advance. Additionally, the
24-hour lag data can be used in conjunction with other data
features to train machine learning models that can learn to make
accurate predictions of energy usage, allowing for more efficient

Fig. 3. DL Models used for STLF.

and effective energy management.
The dataset is pre-processed by performing the following steps:

1) Normalization:: The Load and weekday columns are nor-
malized by performing the standard normalization which is
shown below.

XNorm =
Xi −Xmin

Xmax −Xmin
(5)

As seen in the Pattern of Dataset section, the dataset is in the
expected pattern, so the day name has been extracted, and the
same is integrated into the dataset so that the model is aware of
the seasonality present in the dataset explicitly.

2) Lag: Since the dataset is available in hourly format, the
dataset is formatted in such a way that the model analyzes the
past 24 hours’ Load value to predict the expected Load in the
Delhi Region.

LoadXn+1 = Model([Xn, Xn−1, Xn−2, Xn−3, ....Xn−19]) (6)

3) Exploratory Data Analysis: A visual plot is drawn for each
day of the week, i.e. from Sunday to Saturday, to show the load
consumption analysis for that day. The usage of electricity rises
gradually from 5.00 AM to 3.00 PM across all seven days of the
week, starting on Sunday and ending on Saturday. After reaching
its peak at 3.00 PM, electricity consumption starts to decline
gradually from 7 PM until 12 PM. The plots for only the first
and last days of the week are shown in Fig. 6.

B. Deep Learning Model Configuration

This section discusses the setup and outcomes of experiments
involving deep learning models such as LSTM, GRU, and RNN.
The dataset distribution for 1-hour load forecasting and day
load forecasting is processed with a 24-hour lag. The training,
validation, and test sets are divided into an 80:10:10 ratio.
The following ‘HyperParameter’ values are used to control the
three deep learning models: (1. ‘Optimizer: Adam’, 2. ‘Loss:
Mean Squared Error’, 3. ‘Batch Size: 32’ and ‘Epochs: 100’).
Two metrics, ‘loss and accuracy’, have been considered for the
validation of the model. To verify the overfitting, the dataset
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TABLE III
ENSEMBLE MODEL AND PROPHET ALGORITHM VALIDATION METRICS

Model MSE RMSE EV
Score

R2

Score
Data
Set

XG Boost 184579.72 429.63 88.86 84.50 DL+W+C
Gradient

T Boosting 183584.47 428.47 89.09 84.59 DL+W+C

Ada Boost 202500.90 450.00 86.88 86.88 DL+W+C
Random
Forest 187942.76 433.52 336.54 84.22 DL+W+C

Prophet 4331909.51 2081.32 0.7088
DL-Day Load; W-Weather; C-Calendar

Fig. 4. Day Wise Load Consumption Analysis

is split into train, validation, and test. Similar performance on
both the training and test sets is observed signaging a favorable
outcome for the appropriate functioning of the model.

1) Hourly Load Forecasting: The dataset on hourly load is
presented in Fig. 5, and it comes in three different forms:
Load (Hourly) alone, Load (Hourly) with weather data, and
Load (Hourly) with calendar information. These are utilized for
forecasting, and for best performance in terms of training loss and
accuracy, and testing loss and accuracy; three models, namely
LSTM, GRU, and RNN, are trained for each of the three datasets.

2) Daily Load Forecasting: The dataset on daily load is
presented in Fig. 4, and it comes in three different forms: Load
(Daily) alone, Load (Daily) with weather data, and Load (Daily)
with calendar information. They are utilized for forecasting, and
using the results acquired, the best performance is plausible in
terms of training loss vs. accuracy and testing loss vs. accuracy.
To achieve this extent, three models, namely LSTM, GRU, and
RNN, are trained for each of the three aforesaid datasets.

VII. RESULT ANALYSIS

The efficacy of each type of model to forecast hourly load is
assessed using performance metrics using the bar graph shown
in Fig. 5. The train and test accuracy obtained is 100% for
the ‘hourly load with calendar data’ for the LSTM and GRU
models. The LSTM and GRU show the best accuracy of 100%
for the ‘hourly load data’. For the ‘hourly load with weather
data’, LSTM results in 99% accuracy. Overall, the LSTM model
is performing well on all three types of data sets. Only with
the load data, it is possible to schedule a 24-hour load. The
LSTM model is doing well with all three types of data sets. The
findings indicate that scheduling a 24-hour electrical load using
only load data is possible. Additionally, the study reveals that
calendar data has a greater impact on hourly load forecasting
compared to weather data.

Further, the performance metrics for the Daily Data Prediction
are shown in Fig. 6. It is inferred from this bar graph that the
train and test accuracy obtained is 99% for the ‘daily load data’
and ‘daily load with the calendar data’ using LSTM, RNN, and
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Fig. 5. Model Performance Metrics for the Hourly Data Prediction

Fig. 6. Model Performance Metrics for the Daily Data Prediction
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GRU models. The ‘daily load with weather data’ GRU model has
resulted in 97% accuracy. Only with the load data, it is possible to
schedule a 7-day load (from Sunday to Saturday). The findings
indicate that scheduling a 7-day electrical load using only the
load data is possible. Additionally, the study reveals that calendar
data has a greater impact on daily load forecasting compared to
weather data.

VIII. CONCLUSION

The STLF for the Delhi region has been conducted suc-
cessfully with different prediction models of machine learning,
ensemble learning, and deep learning. Considering all these
fluctuations, the focus of this study was to validate the model’s
stability in an unprecedented situation like the COVID-19 pan-
demic. The Delhi electricity load data for the years 2017, 2018,
and 2020 was considered for forecasting. Other influential data,
like weather and calendar, that are directly proportional to elec-
trical load consumption, were also considered. We have carried
out the experimentation in five different techniques namely: (i)
Exploratory Analysis, (i) Univariate time series analysis (with 4
models), 3) Machine learning models (considering 24 scenarios:
8 data sets vs. 3 Models), 4) Ensemble machine learning models
(considering 32 scenarios: 8 data sets vs. 4 Models), and 5)
Deep learning models (considering 18 scenarios: 6 data sets vs. 3
Models). Among 14 different models, both the LSTM and GRU
models have given hourly and daily load predictions with 100%
accuracy. Both of these models have exhibited exceptional per-
formance in predicting sequences in time series data considering
calendar data as an influencer over weather data. It is concluded
from the result analysis that the offered approaches have the
potential to anticipate the 24-hour load demand and day-by-day
load demand for a region with large fluctuations in weather and
load patterns during normal as well as pandemic periods. By
applying these forecasting methodologies to MTLF and LTLF,
utilities and distribution companies can better anticipate future
load requirements and plan their operations accordingly. This
proactive approach is effective in managing power distribution
efficiently, ensuring timely provision of electricity, and mit-
igating the risk of peak overload situations. Additionally, it
enables utilities to optimize resource allocation, identify potential
bottlenecks, and make informed decisions about infrastructure
upgrades and investments.
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Abstract. This research paper explores the vulnerabilities of the lightweight
block cipher SPECK 32/64 through the application of differential analy-
sis and deep learning techniques. The primary objectives of the study are
to investigate the cipher’s weaknesses and to compare the effectiveness
of ResNet as used by Aron Gohr at Crypto2019 and DenseNet . The
methodology involves conducting an analysis of differential characteris-
tics to identify potential weaknesses in the cipher’s structure. Experi-
mental results and analysis demonstrate the efficacy of both approaches
in compromising the security of SPECK 32/64.

Keywords: Differential Cryptanalysis, Deep Learning, Speck, ResNet,
DenseNet

1 Introduction

Cryptography is the technique of converting data into an incomprehensible form
known as cipher text. It is done by using mathematical principles and algorithms.
This crucial sector ensures the security and privacy of modern digital communi-
cations and data storage. Throughout history, critical information ranging from
military communications[1] to commercial transactions[2] have been protected
via cryptographic processes.

Over the centuries, cryptography has been an art practised by many who have
invented techniques to meet some of the information security requirements. The
previous two decades have seen the field evolve from an art to a science[3].

Data secrecy,integrity and authenticity are the main goals of cryptography.
Confidentiality ensures that only authorised personnel may access the informa-
tion. Integrity ensures that the data is unchanged throughout transmission or
storage. Authentication makes sure that only reliable sources are sharing infor-
mation

With the aid of encryption algorithms[4], cryptography secures data and com-
munication. This is achieved by converting plaintext into ciphertext, a form
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that cannot be deciphered. On the other side, Cryptanalysis is the science of
analysing cryptographic systems to find vulnerabilities. These weaknesses can
be exploited to obtain the original plaintext or encryption keys. Lightweight
block ciphers serve a critical role in cryptography in situations where computa-
tional resources are constrained. These ciphers’ low computational and memory
overhead makes them ideal for secure, effective encryption[5].

The study of decrypting cryptographic methods, or cryptanalysis, is a crucial
area for maintaining the security of encryption systems. It involves investigating
the mathematical features and design choices to find the flaws in the cipher . Un-
derstanding these flaws allows cryptanalysts to create more successful attacks.
This helps in increasing the security of the cryptographic systems.

Numerous fields, including cryptanalysis[6], have seen the emergence of machine
learning and deep learning as highly effective tools. These methods make use
of the models’ computational capabilities. They can automatically identify pat-
terns, detect features, and generate predictions.Machine learning techniques can
be used in the context of cryptanalysis as well[7]. It can be used to analyse
and categorise cryptographic data, such as ciphertexts, plaintexts, or encryption
keys.

Deep learning, a branch of machine learning, has achieved outstanding results
in a number of fields. Ranging from speech recognition[8], computer vision[9] to
natural language processing[10]. Deep neural networks are able to learn complex
data representations and identify deep correlations.
In this paper, we investigate the use of deep learning methods, more specifi-
cally DenseNet and ResNet. They are used for differential cryptanalysis on the
lightweight block cipher SPECK 32/64. We intend to compare the effectiveness
of ResNet and DenseNet. It ultimately helps us in understanding of the security
of the SPECK 32/64 cipher by utilising the expressive potential of deep neural
networks.

2 SPECK 32/64 Overview

SPECK is a lightweight block cipher developed by the National Security Agency
(NSA). It was a part of the Lightweight Cryptography Project of the NSA. Here,
the term "lightweight" refers to cryptographic algorithms that are designed for
efficient operation and low resource consumption.

This qualifies them for usage in environments with limited resources such
as Internet of Things devices[11], wireless sensor networks[12], and embedded
systems[13].

The SPECK family consists of a variety of block and key sizes. The block is
made up of 2 words, and is of the form 2n. Here, n is the size of the word which
may be 16, 24, 32, 48 or 64 bits. The key size(k) is mn bits. The key contains 2,3
or 4 words depending on the variant. Hence, the SPECK family is of the form
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SPECK 2n/mn and has ten variants. We use SPECK 32/64 in our work, which
denotes 2 words of 16-bits each and 4 keys of 16-bits each as well.

The SPECK family cipher is made up of a Feistel network structure[14]. In
this network, the input block is split into two equally sized halves. Encryption
rounds are then performed on these halves using a subkey. A different subkey
is derived for each round. The number of rounds differ in each variant of the
family.

The round function of SPECK 32/64 uses a range of bitwise operations for
its cryptographic operations. It includes rotation, XOR, and modular addition,
to induce confusion and diffusion features, assuring the security of the cipher.

2.1 Round Function

Speck’s round function is very simple.It is an ARX structure, which means it is
made out of the fundamental functions of modular addition (mod 2k), bitwise
rotation, and bitwise addition. They are denoted by ⊞, ≫ and ⊕ respectively.
SPECK n/m represents Speck with n bit block size and m bit key size. It
produces the next round state (Li+1,Ri+1) with an input k -bit subkey K and
the current cipher state consisting of two k -bit words (Li,Ri). The algorithm is
as follows:

Li+1 = ((Li ≫ α)⊞Ri)⊕K

Ri+1 = (Ri ≪ β)⊕ Lii+1

The values of α and β are constant: (α = 7, β = 2) for Speck32/64 and (α =
8, β = 3) for other members of the Speck family. The cipher text output is
generated by applying the round function on the plain text input for 22 rounds
in the case of Speck 32/64. However, we refer to round reduced speck in this
paper. The key used in each round is generated from a master key by applying
a key schedule. The key schedule depends on the member of the Speck family,
we refer to Beaulieu et al[15] in this paper for the key scheduling.

3 ResNet and DenseNet Architectures

3.1 ResNet

ResNet or Residual Network is a powerful deep learning architecture first pub-
lished by Kaiming[16]. Resnet is intended to address the issue of disappearing
gradients[17] in very deep neural networks. It does so, by incorporating resid-
ual connections[18] or skip connections, which enable the building of deeper and
more precise models.

ResNet is composed of many residual blocks or towers that are layered on top
of each other and contain a sequence of convolutions and a skip connection. The
skip connection is added to a block’s output and then passed on to the following
block. This helps in reducing the vanishing gradient problem and allows for
better model training. Figure 2 depicts the working of a skip connection.
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Fig. 1: General round of Speck

ResNet Structure The ResNet structure used in this work is the one used by
Gohr in 2019[19]. It consists of a residual tower of depth ten, having a two layer
convolutional network. The convolutional network has 32 filters.

First, Convolution is applied followed by a Batch normalization[20] for faster
and stable training . It is followed by a Rectified Linear Unit layer[21] which
introduces Non-linearity to the model. Then a skip/jump connection at the end
adds the output of the final rectifier layer of the block to the convolutional block’s
input and forwards the result to the next block.

The initial layer is a bit-sliced 1 Dimensional Convolution with 32 output chan-
nels, which is followed by Batch normalization. Finally, a Rectified Linear Unit
is applied to the preceding layer’s output. The final result is a 32x16 matrix that
is fed into the depth-10 Residual Tower.

Finally, the data is flattened and transmitted to the prediction layer. This fi-
nal layer consists of two densely linked hidden layers of 64 units each, followed
by batch normalization, a Rectified Linear unit, and sigmoid activation for a
single output head.

3.2 DenseNet

DenseNet is made up of Dense blocks and transition layers. DenseNet, which
stands for "Densely Connected Networks" is a deep learning architecture de-
signed by Gao Huang et al. originally published in their paper[22] in 2017.

DenseNet, like ResNet, aims to solve the vanishing gradient problem by max-
imising feature reuse. DenseNet introduces dense connections between layers and
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Fig. 2: Skip Connection

blocks as opposed to traditional neural networks, which connect layers sequen-
tially. Unlike ResNet, which utilises an additive approach of adding previous
layer output to subsequent layers, DenseNet uses all past outputs as input for
future layers. As a result, each layer is directly linked to all the following layers.

Fig. 3: Dense Connection

DenseNet Structure The first layer, like the one in the Resnet model, is a
bit-sliced 1 Dimensional Convolution with 32 output channels.It is followed by
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Batch normalisation, and lastly a Rectified Linear Unit is applied to the output
of the preceding layer. The resulting 32x16 matrix is passed into the Dense Net-
work.

DenseNet is made up of Dense blocks and transition blocks.The dense block
has a depth-8 and is made up of two layers of 1D-convolution, Batch normali-
sation, and a Rectified linear unit layer. The convolution layer is made up of 64
filters and a kernel with a size of 3.Finally, the output is concatenated with the
layer’s input and handed on to the next layer.This occurs eight times since the
depth is eight.

To restrict the amount of feature maps and minimise spatial dimensions, tran-
sition layers are inserted between dense blocks. The transition layer is made up
of 1D convolution with 32 filters, batch normalisation, a ReLu layer, and 1D
average pooling. The transition layer’s output is subsequently passed on to the
following dense block.

The dense block and transition layers are now merged with a depth of 2. This
indicates alternating dense block and transition layer, followed by a final dense
block. The final result is an overall structure of three dense blocks and two tran-
sition layers.

Finally, the data is flattened and transmitted to the prediction layer. This predic-
tion layer consists of two dense hidden layers of 64 units each, followed by batch
normalisation, Rectified linear unit, and sigmoid activation, similar to ResNet.

3.3 Input Data

Input data: Input consists of a pair of cipher texts (C0, C1). They are transformed
into a 4x16 matrix with each row consisting of a word of the ciphertext. This way
the data consists of four 16-bit words and therefore the input layer has 64 units.
This input data is then passed into the ResNet and DenseNet architecture.

4 Experimental Setup and Methodology

4.1 Data Generation

The data generation methodology used is similar to the one used by Aron Gohr
in 2019. A random number generator is used to create evenly distributed keys
Ki and plain text pairings Pi with the input difference ∆ = 0x0040/0000, along
with a vector of binary-valued real/random labels Yi. If Yi is set(=1), the plain
text pair Pi is encrypted for k rounds to create training or validation data for
k-round Speck, and if not, the second plain text in the pair is changed to a newly
created random plain text. This way we have cipher texts belonging to 2 classes:
Chosen Input difference ( Y = 1 ) and random input difference ( Y = 0 ). As a
result we have 106 samples for our dataset for training and validation.
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4.2 Training and Testing Procedure:

The data set of 106 samples is used for training in batches of 5000 and run for
20 epochs as opposed to 200 epochs by Gohr .
Mean Square Error (MSE)[23] loss is used with L2 weights regularization using
the Adam algorithm[24] for optimization. This is a down scaled version of Gohr’s
experiment in which he used 107 samples for training for 200 epochs.

Testing data also contains a set of 106 samples with 2 classes. One of the cho-
sen input difference and the other of random input difference. Table 1. provides
the list of hyper-paramaters used in training with their values.

Hyper-parameters values

Sample Size 106

Batch Size 5000
Epochs 20

Encryption Rounds 5,6,7,8
Optimizer Adam

Loss function MSE loss
Cyclic Learning Rate 0.002-0.0001

Table 1: Hyper-parameters for training of model

5 Results and Analysis:

In this section, we present the findings of our experiments on the differential
cryptanalysis of the round reduced ( rounds 5,6,7,8 ) SPECK 32/64 lightweight
block cipher using the ResNet and DenseNet architectures. R5, R6, R7 & R8
refers to the ResNet architecture for rounds 5, 6, 7 and 8 respectively, and simi-
larly D5, D6, D7 & D8 refers to the DenseNet architecture. Table 2 depicts the
training and validation accuracy for both the models.

Rounds R (ResNet) D (DenseNet)
Training Validation Training Validation

5 0.9332 0.6779 0.9309 0.7005
6 0.7952 0.5874 0.7917 0.5923
7 0.6096 0.5267 0.6053 0.5313
8 0.5012 0.4996 0.4998 0.5002

Table 2: Training and Validation accuracy for ResNet and DenseNet models
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The DenseNet model achieved slightly better validation accuracy than the
ResNet model for rounds 5, 6 and 7. For round 8, both the models failed to
give a prominent result since the models could not learn an accurate pattern.
Figure 4 below shows the comparison of accuracy for both the models.

(a) 5 Rounds (b) 6 Rounds

(c) 7 Rounds (d) 8 Rounds

Fig. 4: Validation Accuracy comparison

6 Conclusions

In this paper, we compared the ResNet and DenseNet architectures for differ-
ential cryptanalysis of the SPECK 32/64 lightweight block cipher. Our analysis
attempted to evaluate their accuracy in deciphering the cipher’s complicated
differential behaviour.
According to our findings, the DenseNet architecture outperforms the ResNet
architecture marginally. DenseNet achieved slightly higher predictions of cipher-
text differences in the context of differential cryptanalysis. However, neither
model produced a satisfactory result for an 8-round (or higher rounds) encryp-
tion cipher.
As of now, this work does not include a key retrieval approach. At last, our
findings highlight the importance of architecture selection in differential crypt-
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analysis. The observed accuracy improvements of DenseNet support its use in
scenarios requiring lightweight block cipher analysis.
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Abstract. Computational fluid dynamics simulation is a necessary step that saves a huge amount of money and time for 

researchers. It validates the proposed design by showing the behavior of flow, temperature, wall fluxes, and pressure inside 

the design. Different solar dyer designs were validated using this technique. A domestic hybrid solar dryer was designed 

and simulated for Bennett University, Greater Noida, India. The dryer was designed to work sustainably under indirect and 

mixed-mode operation. In this piece of work, the domestic hybrid solar dryer was simulated under indirect mode operation 

in unloaded conditions. The domestic hybrid dryer was simulated to track working fluid (air) temperature and absorbed 

solar flux inside the solar dryer at six different mass flow rates in the range of 0.08125 kg/s to 1.5625 kg/s cases. The mass 

flow rate of 1.2 kg/s was found to be suitable for the domestic hybrid solar dryer. During all the simulated cases of mass 

flow rates, the total radiation solar flux at the copper absorber box was 884 W/m2. This confirms the optimum mass flow 

rate of designed parameter of domestic hybrid solar dryer. The temperature inside the drying cabinet was found to be 348 

K which was appropriate to dry four different crops. 

INTRODUCTION 

 

Food drying is an essential technique of food storage. While using this technique, food crops with low shelf life can 

be stored longer. The food is dried using conventional and solar drying [1–3]. The conventional drying technology 

converts electricity into heat energy, further utilized for the food drying operation [4]. This conversion, however, is 

neither efficient not it is economical. The production of conventional electrical power is mainly from fossil fuels that 

result in the emission of greenhouse gases (GHG) in the environment [5–7]. Therefore, solar drying is preferred over 

conventional drying. Domestic users majorly use the open sun drying method but, this method is highly inefficient 

but also, it has several disadvantages such as deterioration of food by birds, insects, animals, rain, fungus, etc. [8, 9]. 

These issues can be resolved by drying the food in a controlled environment [1, 10, 11]. 

The controlled environment is provided by dedicated devices named solar dryers. The solar dryers are mainly of 

three types: direct, indirect, and mixed-mode dryers [12]. Several dryers were designed and fabricated for industrial 

purposes and domestic purposes [13]. But good quality dried product and high efficient dryer will be a complete 

package for the domestic users. Numerical design and simulation are essential steps for researchers to validate design. 
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This saves time and money for the researcher, which can be wasted during fabrication and testing of a non-feasible 

and inefficient design [1, 14, 15].  

Several researchers prefer the CFD simulation of the dryer to simulate various parameters inside the solar dryers. 

Singh et al. [16]  implemented CFD simulation over an indirect forced convection solar dryer to obtain thermal and 

dynamic performance at different mass flow rate. The simulated data was validated using experimental results. 

Mellalou et al. [17] constructed an uneven-span modified greenhouse dryer and interpreted the temperature 

distribution inside the dryer using CFD simulation. The validation of the simulation was performed using experimental 

results. Jain et al. [1] simulated a domestic multi-shelf solar dryer using ANSYS FLUENT software. Temperature 

distribution, the absorbed solar flux, and pressure distribution were reported. Sonthawi et al. [18] designed and 

simulated a solar biomass hybrid dryer. Temperature and airflow distributions were simulated using ANSYS-

FLUENT CFD simulation software. Demissie et al. [19] designed an indirect solar food dryer and simulated the drying 

chamber's temperature distribution and three-dimensional flow field.  

In the present work, the design of the proposed domestic hybrid solar dryer is validated by simulating the static 

temperature inside the dryer and total radiation heat flux at the solar collector. Furthermore, the static temperature 

inside the solar dryer design is simulated at different mass flow rates (0.08125 kg/s to1.5625 kg/s), it helps to fix the 

system's mass flow rate to achieve appropriate drying temperature for drying food crops. 

 

METHODOLOGY 

System Information 

A domestic hybrid solar dryer is designed for food drying at Bennett University (28.4506° N, 77.5842° E). The 

proposed domestic hybrid solar dryer comprises of a solar collector, copper absorber box, drying cabinet, three 

rectangular perforated wire mesh trays, photovoltaic (PV) module, and exhaust fan. The information about dimensions 

and materials of different components is provided in Table 1. Glass is placed at the top of solar collector and drying 

cabinet, as shown in Figure 1. The designed domestic hybrid solar dryer can work as an indirect and mixed-mode 

dryer as per the crop type. During indirect mode working, the glass top of the drying cabinet may be covered by using 

a suitable insulating material. This insulation will obstruct the approach of direct solar radiation inside the drying 

chamber. 

 

 

FIGURE 1. Cross-sectional side view of designed domestic hybrid solar dryer. 

 

Drying cabinet 

Solar Collector 

Copper absorber box 

Photovoltaic module 

Wiremesh tray  
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During indirect forced mode operation, the solar radiation will fall over to the glass, and further, it will be 

transmitted and absorbed by the copper absorber box (placed inside the solar collector) via conduction, convection, 

and radiation heat transfer modes. The working fluid, i.e., ambient air, enters inside the solar collector from the inlet, 

and it will flow over the absorber box surface.  The ambient air absorbs the thermal energy from the absorber box due 

to convection heat transfer and it travels upwards towards the inlet of the drying chamber. When this hot air comes 

into the contact of the food crop, it takes its moisture away and flows outside through the outlet port due to the force 

provided by the exhaust fan. This whole process will be continued until the food crop gets dried. 

 

TABLE 1. Information about materials used and dimensions of different components of domestic hybrid solar dryer 

 

Components of domestic 

hybrid solar dryer 

Material 

used 

Dimensions (mm) 

Solar collector Acrylic sheet 

(bottom and 

boundary), 

glass top 

1100  × 620  × 40 

Absorber box Copper sheet 1000 × 500 × 20 

Drying cabinet Acrylic sheet, 

glass top 

620 × 620 × 701  

Wire mesh trays Stainless steel 610 × 580  

Exhaust fan at outlet Composite 

plastic resins 

80  × 80  

Opaque PV module Aluminum 

frame, silicon 

wafers, and 

glass 

25  × 20  

 

 

Simulation approach 

CFD simulation on designed domestic hybrid solar dryer was performed using ANSYS FLUENT software. For 

the simulation, various boundary conditions were followed, and the results were calculated by solving the governing 

equations using the ANSYS FLUENT software. 

Boundary conditions 

The following boundary conditions were considered for numerical simulation of domestic hybrid solar dryer under 

indirect mode operation: 

• The Initial temperature of the working fluid (air) was 300 K.  

• Problem was considered as 3D and steady-state. 

• The simulation was performed for different mass flow rates i.e. 0.08125 kg/s, 0.3 kg/s, 0.625 kg/s, 0.9375 

kg/s, 1.2 kg/s and 1.5625 kg/s. 
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• For all circumstances, the Reynolds number stood less than 5×105; therefore, flow exhibited a laminar 

pattern in the solar dryer. 

• Dryer wall was considered motionless furnished with insulation at the outer wall.  

• All surfaces in the design were assumed smooth, and flow working fluid was taken frictionless. 

• All system parts were taken for the meshing procedure to obtain good results from the CFD analysis.  

• Solar load model was chosen to evaluate solar insolation's effects entering into the computational domain. 

• Number of iterations for the simulation was set at 3000. Higher iterations were set during steady state 

solution to achieve higher accuracy.  

• Temperature contour and absorbed solar heat flux contours were plotted using ANSYS-FLUENT. 

Governing Equations 

To perform numerical simulation of the proposed domestic hybrid solar dryer design, suitable equations were 

selected and were further resolved using ANSYS-FLUENT. CFD simulation is necessary for any standard model to 

simulate different parameters of the working fluid properties, viz. velocity, temperature, and pressure. It is important 

to solve various conservation equations (Equations 1-4) governing the flow behavior. These equations can be given 

as [1, 18]: 

• Mass conservation equation: 

 
∂ρ

∂t
+ ∇. (ρv) = 0      (1) 

• Momentum conservation equation: 

 
∂

∂t
(ρv) + ∇. (ρvv) = −∇p + ρg + F (2) 

• Energy Conservation equation: 

  

 
∂

∂t
(ρE) + ∇. [v(ρE + p)] = 0 (3) 

• Heat transfer radiation:  

 
dI(r,s)

ds
+ (𝛼𝑠 + σs)I(r, s) = 𝛼𝑠n2 σT4

π
+

σs

π
∫ I(r, s)ϕ(s, s′)dΩ′

4π

0
 (4) 

 

RESULTS AND DISCUSSION 

The meshed view of the domestic hybrid solar dryer design has been displayed in Figure 2. The meshed elements 

were generated using quadratic mode. The grid independence test was conducted to get appropriate number of mesh 

elements that give optimum results. After grid independence test, 1, 46, 322 elements were considered for generation 

of results. The design parameters for domestic hybrid solar dryer analysis are mentioned in Table 2. 
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FIGURE 2. Meshed view of designed domestic hybrid solar dryer in ANSYS FLUENT 19.1. 
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TABLE 2. Design parameters for numerical simulation of domestic hybrid solar dryer. 

 

Parameters Value 

Solar Insolation According to solar load model 

Latitude and longitude  28.4506° N, 77.5842° E 

Date and Time 24th February, 12: 00 PM 

Density of working fluid (Air) 1.225 kg/m3 

Walls Insulated 

Heated wall  Carbon coated copper sheet 

Absorptivity of heated wall 0.94 

Transmissivity of glass sheet 0.99 

Thickness of glass sheet 8 mm 

Inlet Velocity Inlet 

Outlet Pressure outlet 

Tilt angle 28° 

Density of air 1.164 kg/m3 

Thermal conductivity of air 0.02588 W/m-K 

Density of glass 2500 kg/m3 

Specific heat capacity of glass 750 J/kg- K 

Thermal conductivity of glass 1.05 W/m-K 

Convective heat transfer coefficient 

of copper sheet 

13.34 W/m2-K 

Thickness of copper sheet 1 mm 
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Temperature contours at different mass flow rates have been shown in Figure 3 (a-f). When the mass flow rates 

are lower (0.08125 kg/sec to 0.625 kg/sec), solar radiation will fall to the glass top of the solar collector system. 

Further, thermal radiation will be transmitted to the copper absorber metal box. The global and diffused solar radiation 

readings for the simulation as interpolated by ANSYS FLUENT were 875 W/m2 and 207 W/m2. Under conduction, 

convection, and radiation, the air flowing from the inlet absorbs the thermal energy from the absorber box and 

circulates inside the drying cabinet. Due to the lower air mass flow rate, there will be high temperatures inside the 

drying cabinet. This can be observed clearly in Figure 4(a-c). As the mass flow rate of working fluid increases, the 

temperature reduction can be noted inside the drying cabinet. From Figure 4(d-f), it is observed that the temperature 

has been reduced due to an increase in mass flow rate. As per legends of the contours shown in Figure 3 (a-f), it can 

be observed that as the mass flow rate increases, the temperature in the drying cabinet decreases, which leads to 

decrease in temperature of outlet air 14. At mass flow rate of 1.2 kg/sec, the temperature inside the drying cabinet is 

about 348 K which can be observed from Figure 4 (e). There is a slight change (less than 1 K) in temperature after 

increasing the mass flow rate to 1.5625 kg/sec. Therefore, the mass flow rate of 1.2 kg/sec can be taken as optimum 

for drying food crops inside the domestic hybrid solar dryer under indirect mode operation.  
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a) Mass flow rate= 0.08125 kg/s 

 
b) Mass flow rate = 0.3 kg/s 

 
c) Mass flow rate = 0.625 kg/s  

d) Mass flow rate = 0.9375 
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e) Mass flow rate = 1.2 kg/s  

f) Mass flow rate = 1.5625 kg/s 

FIGURE 3. Static temperature variation inside domestic hybrid solar dryer in indirect mode operation under unload condition. 

 

 

Figure 4 (a-f) shows the total surface heat flux in the domestic hybrid solar dryer under indirect mode operation. 

The total surface heat flux is slightly similar, as evident from the contours, at different mass flow rates, in the range 

of 884W/m2 for all mass flow rates (0.08125 kg/s to 1.5625 kg/s). The reason behind these contours is that the input 

solar flux, geometry and boundary conditions are the same for all cases of simulated mass flow rates. The absorber 

box of the collector absorbs the maximum solar flux as compared with other components of the dryer, which validates 

the system's design [20]. 
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a) Mass flow rate= 0.08125 kg/s 

 
b) Mass flow rate = 0.3 kg/s 

 
c) Mass flow rate = 0.625 kg/s 

 
d) Mass flow rate = 0.9375 
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e) Mass flow rate = 1.2 kg/s     

 
f) Mass flow rate = 1.5625 kg/s 

 

FIGURE 4. Total surface heat flux inside domestic hybrid solar dryer in indirect mode operation under unload condition 

 

The temperature contour shown in Figure 3 (e) displays the temperature of air inside the drying cabinet as 348 K. 

Table 3 provides information about crops which can be dried inside the designed solar dryer as per the drying 

temperature of the crops [21]. 

 

TABLE 3. Crops suitable for drying in designed solar dryer  

Crops  Maximum drying temperature 

Carrots 75°C 

Green beans  75°C 

Potatoes 75°C 

Sweet potatoes 75°C 

 

CONCLUSION 

The domestic hybrid solar dryer has been simulated under indirect drying mode in ANSYS FLUENT for clear sky 

conditions. The following conclusions can be derived from the above discussion: 

• The adequate mass flow rate of air inside the proposed simulated dryer is 1.2 kg/s. 

• The temperature inside the drying cabinet rises to 348 K under the mass flow rate of 1.2 kg/s. 

• The solar collector absorbs the maximum total surface heat flux as compared to other components of the 

domestic hybrid solar dryer which is in the range of 884 W/m2 for all the simulated mass flow rate cases. 

• Under these climatic conditions, the dryer is suitable to dry carrots, green beans, potatoes, and sweet 

potatoes. 
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NOMENCLATURE 

v fluid velocity (in m/s) 

𝑠𝑛 the direction vector of the sun 

r position vector 

s’ scattering direction vector 

n refractive index 

GREEK LETTERS 

𝜌𝑠 fluid density (in kg/m3) 

𝜏 transmissivity 

𝛼𝑠 absorptivity 

𝜎𝑠 scattering coefficient 

σ Stefan-Boltzmann constant (in W/m2K4) 

𝜙 phase function 

𝛺′ solid angle (in Steradian) 
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Abstract— DC-DC converters are used in the variety of 

industrial processes, one of which is the battery charging for 

electric vehicles (EVs). Since, these converters are more prone 

to switch faults and to guarantee reliable operation fault 

tolerant converters are used. The paper presents the design of a 

2.2 kW fault-tolerant interleaved buck converter. Additionally, 

it suggests an algorithm that can identify any switch defect 

within one switching cycle and adjust the gains to distribute the 

entire current equally among the healthy legs to provide 

constant current. In order to have the least amount of ripple in 

the output voltage and output current, it also updates the phase 

shift of healthy legs using phase selector. A PI control is 

implemented along with fault tolerant control which not only 

avoids sharp overshoots and undershoots but also input 

disturbances and load variation by adjusting the duty of each 

leg. The proposed scheme has been analyzed and simulated in 

MATLAB SIMULINK. 

Keywords— Constant current charging, DC-DC power 

converters, electric vehicle, fault-tolerant control, interleaved 

converters. 

I. INTRODUCTION 

With the increasing energy demand of the world, climate 
change and rapid depletion of the conventional resources and 
increasing hazardous effects of the pollution in urban areas, 
there is a global movement going on to bring cleaner and 
greener resources. Photovoltaic (PV) systems and wind 
energy systems contribute towards greener tomorrow, but 
they require energy storage element in order to mitigate the 
intermittent nature of solar PV and wind [1]- [2]. Because of 
this, the development of secondary batteries, particularly lead 
acid and Li-ion batteries are rapidly accelerating at the 
moment. Li-ion batteries have many benefits, including their 
high operating voltage, high-power density, lack of memory 
effect and ease of usage with electric vehicle (EV) power 
systems. In order to adapt these changes and for user 
convenience, quick charging of these batteries is necessary. 
With higher charging current, charging time to fully charge 
the battery reduces. Therefore, a chain of efficient charging 
systems is required that charges the battery within minimum 
time. In addition to the above-mentioned benefits, Li-ion 
batteries are widely used in EVs due to their high recycling 
and renewable qualities when compared to other types of 
batteries [3]. 

A power source and a DC-DC converter are the two main  

AC- DC 

Converter

DC-DC 

Converter~

AC SOURCE BATTERY

Cdc

 

Fig1. Components of a Charger 

components of a standard charging system. Fig. 1 represents 
the components of the charging system. Considering EV 
charging, it is usually done at the following power levels 
known as level 1, level 2, and level 3 charging. The level 1 
being the slowest one charges upto the power of 1.9 kW. 
Level 2 charges upto the power level of 19.2 kW while level 
3 can charge upto the power of 90 kW [4]. 

The dc-dc converters play an important role as it is not 
only just regulate the output voltage but provide high output 
current in order to charge the battery as soon as possible. One 
of the converters, that provide high output current with great 
efficiency is the interleaved buck converter (IBC). With 
greater efficiency and higher output current it also offers 
reduction in component size, reduced ripple voltage and 
reduced output current ripple. Despite having all such 
advantages, we cannot connect a converter directly to a 
battery. A proper control is required to charge the battery. 
Generally, the modes are classified as constant-current (CC) 
mode, constant-voltage (CV) mode, constant-current 
constant-voltage (CC-CV) mode and constant trickle 
charging (CTC) mode [3]. Fig. 2 represents the different 
regions where battery is charged in constant-current mode 
and in constant-voltage mode. 

The IBC provides a constant output current and charges 
the battery in CC mode. [5] employs a technique in which the 
output current values for each phase are averaged using the 
average current method, and the resulting value is then 
utilized as the control reference to command each phase 
separately. Consequently, the phases with lower output 
currents will increase their duty cycle in order to raise their 
output current in accordance with the averaged value, and 
vice versa, to guarantee equal amount of current. The key 
advantage of the average current approach is sharing 
precision, but it has a poor fault tolerance capability because 
even one damaged phase will cause the system to fail. The 
following paper works towards making the system reliable 
and fault tolerant by altering the gains of the controller with 
the aid of fault detection system. 
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Fig 2. CC-CV modes during battery charging. 

A lot of research has been going on in the field of fault 
diagnosis and fault tolerant control scheme and it is reported 
in the literature that about 30-35% of faults occurred in the 
power converters are because of the semiconductor switch 
faults. The most common switch faults are open circuit faults 
(OCF) and short circuit faults (SCF). The most critical switch 
fault is SCF, which results in extreme high current that can 
turn the complete power converter off. Although the OCF is 
not as severe as the SCF, but the effect of this fault cannot be 
ignored. If it is not diagnosed quickly enough, additional 
switches and circuit components can become over stressed 
and fail [6]. Therefore, detection of fault is as important as 
making the converter tolerant from these faults. In [7], gives 
an extensive overview about different fault diagnostic 
algorithm. It classifies the algorithm into two categories 
naming model-based algorithms and signal processing (SP) 
based algorithms. The SP based algorithms are further 
classified into time and frequency domain analysis. Also, it 
compares various SP based algorithm (time and frequency 
domain wise) and gives an insight about the parameters such 
as diagnosis criteria, maximum diagnosis time, diagnosis 
speed and the most important parameter cost. In [8], uses a 
reconfigurable approach to make the system fault tolerant. 
Switch voltage is considered as the parameter for the 
detection of the fault and it is done within one switching 
cycle. The article in [9] presents a technique of derivative of 
inductor current based switch fault detection. It compares 
measured and predicted value of inductor currents and 
identifies fault in case of change in the behavior of the 
inductor current. In [10], a stacked interleaved buck converter 
with a series capacitor and an auxiliary bidirectional 
boost/buck branch is used to experimentally confirm the 
converter's ability to tolerate several fault modes. In [11], 
OCF identified in the converter by monitoring the input 
voltage, current and power. Also, a 3-phase interleaved 
converter is made to work as 2- phase interleaved converter 
but with reduced power ratings in order not to affect the 
continuity of the system. 
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Fig 3. Three phase interleaved buck converter. 

II. STATE SPACE AVERAGE MODELLING OF 

INTERLEAVED BUCK CONVERTER 

The modelling of three phase interleaved buck converter 
is presented without the consideration of circuit parasitic. The 
converter is analyzed over a switching cycle and each leg of 
the converter is operated by providing a phase shift of 120º. 
Fig 4 shows that the converter operates in 6 different modes 
which are discussed below: 

Mode 1 Mode 6Mode 5Mode 4Mode 3Mode 2

Switching Period

 

Fig 4. Operating modes of the three-phase interleaved converter 

Mode 1: Switch S1 – ON; S2, S3 – OFF; and diode D1 – OFF; 
D2, D3 – ON: 

1
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Mode 2, Mode 4 and Mode 6: Switches S1, S2, S3 – OFF; and 
diodes D1, D2, D3 – ON:  
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Mode 3: Switch S2 – ON; S1, S3 – OFF; and diode D2 – OFF; 
D1, D3 – ON: 
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Mode 5: Switch S3 – ON; S1, S2 – OFF; and diode D3 – OFF; 
D1, D2 – ON: 

1

1

L c
di V

dt L
=

−
     (13) 

2

2

L c
di V

dt L
=

−
     (14) 

3

3 3

L c in
di V V

dt L L
=

−
+      (15) 

31 2 LL L
ii idv vc c

dt C C C RC
+= + −     (16) 

The state space equation for the above system can be written 
as follows:  

x Ax Bu
•

= +      (17) 

y Cx Du= +      (18) 

where: ��  = derivative of state vector, 
u = input vector, 
y = output vector, 
A = system matrix, 
B = input matrix, 
C = output matrix, 
D = feed forward matrix. 

The above equations, (1) to (16) for different modes can be 
written in form of matrix and then system matrix and output 
matrix can be calculated as follows: 

1 1 2 2 3 3 4 4 5 5 6 6
A A d A d A d A d A d A d= + + + + +  (19) 

1 1 2 2 3 3 4 4 5 5 6 6
B B d B d B d B d B d B d= + + + + +  (20) 

using 1
1 2 3 4 5 6

d d d d d d+ + + + + =   (21) 

where 
1 3 5

Dd d d= == ; 
1

32 4 6
Dd d d= = −= ; D being 

the duty cycle of the converter. For the above system: 
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The transfer function of the three-phase interleaved buck 
converter can be calculated as by taking the Laplace inverse 
transform of (18). 

III. FAULT TOLERANT OPERATION OF INTERLEAVED BUCK 

CONVERTER 

A. Operation under Normal Condition 

Under normal circumstances, it is anticipated that all of 
the phases have same parameters. Ideally, all the phases 

should share equal amount of current but because of the non-
idealities in the system, some phase may have greater current 
than the other branch. To guarantee equitable distribution of 
current throughout the phases, the primary converter is 
managed to operate using a closed-loop system. The closed 
loop system uses a PI controller followed by a pulse 
modulation generator to regulate the inductor currents and 
produce duty cycle. Each phase gets the exact same duty 
cycle generated by the closed loop current system but are 
phase-shifted with each other by 120º. The converter's output 
current is the total of its three phase currents. The output 
current's ripple frequency is n times the converter's switching 
frequency. Also, because of the interleaving the ripples are 
reduced approximately by n times. A sliding mode duty ratio 
control along with current balancing technique is proposed in 
[12] that provides same current through the phases of the 
converter. The concept presented in [5] uses average current 
method for equal distribution of current in each phase. All 
these techniques ensure constant current through the 
converter that is required to charge the battery in CC mode. 
Fig. 5 shows the waveform for D < 0.33 under healthy 
conditions. 
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Fig 5. (a) Duty cycle for each leg (b) inductor current for each leg (c) output 
current of converter. 

B. Operation under Faulty Condition 

The following section deals with the operational process 
of interleaved buck converter under open circuit fault 
condition. The aim of the converter is to provide constant 
current and not to affect the output power of converter even 
after experiencing a fault. Therefore, to get the desired 
characteristics, it is assumed that the converter does not 
operate at the rated power. Fig. 6 shows the overview of the 
system and how the fault detection system helps in changing 
gain and adjusting the phase of the legs after the detection of 
the fault. 

Consider the scenario where any of the system's legs 
experience an open circuit fault, say leg 3. The fault is 
detected within one switching cycle and the relevant leg’s 
fault signal is raised by the fault-detection algorithm. The 
gains of the controller are adjusted in such a way that the 
remaining healthy legs (leg 1 and leg 2) share equal current, 
and the output current is maintained constant. In addition to 
that, the phase shifter block adjusts the phases of the duty 
cycles for the remaining healthy phases. The phases are now 
phase shifted by 180º ensuring minimum ripple in the output 
current so that it does not affect the battery’s life. 
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Fig. 6. Overview of the system 

IV.  FAULT TOLERANT CONTROL OF CONVERTER 

Over a period of time, many techniques have been 
developed and reported in literature that deals with a specific 
fault in the system. The faults in EV chargers ranges from 
switch level fault, leg level fault, module level fault, 
measurement level fault, network level fault and system level 
fault [13]. The proposed is a SP based algorithm that deals 
with the switch level faults. Generally, there are two 
prominent switch level faults naming Open Circuit Fault and 
Short Circuit Fault. Although the performance and efficiency 
of the power converters are reduced, open-circuit failures are 
unlikely to result in a catastrophic failure of power converter. 
Short Circuit failures can lead to shut down of the converter 
and even it can burn the whole system if not detected and 
treated. Therefore, it is crucial for these converters to have 
tolerable functionalities. The process of making a converter 
fault-tolerant involves several steps. The first step being fault 
diagnosis. It can be done by finding the defect in the switch 
and activating the alarm signal. The second step is to isolate 
the defective phase and then different controlling techniques 
can be applied to avoid degrading the converter's power 
ratings.  

Picture a situation where leg 1 develops an open circuit 
fault. Current Sensors are used to sense the leg’s current and 
then these are passed through Analog to Digital Converter 
(ADC). n number of current sensors are used. Each sensor 
contributes towards detecting a fault in the respective leg. 
These are then added to and transmitted via a magnitude 
comparator after passing through a phase shifter. For each 
leg, the same procedure can be carried out again. In the event 
of an open circuit failure (phase current falling below the 
threshold current value), each leg's magnitude immediately 
becomes zero. A fuse is provided to sever the connection in 
the event of a short circuit fault. The alarm signal for the 
respective leg gets high. The gains are adjusted as these are 
controlled using the alarm signals of the legs. The phase 
shifter block updates the phases for the remaining two healthy 
legs with 0º and 180º in order not to increase the ripple 
content in the output current.  
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Shift and add 
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Fig. 7: Flow chart of fault tolerant control scheme. 

TABLE I: PHASE SHIFT UNDER FAULTY CONDITIONS 

Fault in Leg 
Phase of 

Leg 1 

Phase of 

Leg 2 

Phase of 

Leg 3 

No Fault 0⁰ 120⁰ 240⁰ 

Fault in Leg 1 - 180⁰ 0⁰ 

Fault in Leg 2 180⁰ - 0⁰ 

Fault in Leg 3 0⁰ 180⁰ - 

Table I summarizes the phase shift that needs to be updated 
in case of fault while Fig 8 gives an insight how the phase 
shift controller is designed using the table with the help of 
digital circuits. The PWM generator generates respective 
duty cycle for each leg. The phase shifter block controls the 
phase shift of each leg with the help of fault detection signals. 
For leg 1, fault alarm signal of leg 2 controls the 2:1 Mux, for 
leg 2 , fault alarm signal of leg1 and leg 3 act as control signal 
to the mux whereas for leg 3 fault alarm signal of leg 1 and 
leg 2 act as controlling signal. They provide the respective 
phase shift in case of fault occurrence and avoid rise of ripple 
in the output current. Considering the remaining cases, if the 
second leg or third leg experiences a problem, the overall 
process might be used, and the results will be similar to that 
of one considered here. The suggested research uses a signal-
based approach to locate the fault and, like any other standard 
SP technique, is susceptible to erroneous system triggering in 
highly dynamic environments. Therefore, a tradeoff is to be 
made between the fault detection time and the reliable 
operation of the algorithm. 
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Fig 8. Block diagram of phase shift selector. 

V. SIMULATION RESULTS 

The recommended fault-tolerant control mechanism has 
been modelled using MATLAB/SIMULINK. Table II lists the 
parameters that were utilized to simulate the system. The 
inductor current waveform for each of the legs for D< 0.33 
(non-overlapping) is shown in Fig. 9. Moreover, the PI control 
is used to achieve equitable current distribution across legs. 
Fig. 10. manifests an open-circuit switch fault, which is 
simulated in the converter's first phase at time t = 0.3s. The 
gains of the PI controller are changed in less than one 
switching cycle, or less than 20 µs, upon the occurrence of the 
fault, while the current through the faulty leg becomes zero. It 
also shows the effectiveness of the digitally implemented PI 
control.  

TABLE II: SYSTEM PARAMETERS 

Parameter Name Value 

Power Ratings 2.2 kW 

Per Phase Inductance 650 µH 

Swithcing Frequency 50 kHz 

Input Capacitance 80 µF 

Output Capacitance 50 µF 

Input Voltage 360-440 V 

 Nominal Voltage of Battery 72 V 

Ah ratings of Battery 40 Ahr 

 Proportional Gain (Kp) of Controller 0.01 

 Integral Gain (Ki) of Controller 70 
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Fig. 9. Inductor current of each leg before and after fault. 
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Fig. 11. Input current is, (a) before fault, and (b) after fault. 

Fig. 11 depicts the impact of the fault on the input current. 
Input current appears to be operating as a single channel 
converter at a frequency of 3 times switching frequency prior 
to fault but operates at 2 times switching frequency following 
fault. Moreover, the current is increased to 15A each phase in 
order to maintain system continuity. 
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Fig. 12. Inductor currents (a) before fault, and (b) after fault. 
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Fig. 13. (a) battery’s SoC, (b) battery current, (c) battery voltage. 
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In order to demonstrate the usefulness of the phase selector 
block, Fig. 12 makes sure that inductor currents are phase 
shifted by 120º before the fault and are out of phase i.e. 180º 
phase shifted with one another after the fault. The current 
shoots up to almost 15A per phase to maintain same output 
current. The circuit is digitally built to guarantee the least 
amount of output current and output voltage ripple for a longer 
battery life. Fig. 13 depicts the battery being charged at a 
steady 27A current. The current is kept constant even when 
one converter leg is turned off, with just a slight decrease in 
battery current for a few milliseconds. It will take roughly 2 
hours to fully charge the battery as it has a capacity of 40 Ah.  

VI. CONCLUSION 

One of the most frequent defects in dc-dc converters is a 
switch fault. Fast detection of these defects enables circuit 
components to be safeguarded, greatly enhancing converter 
dependability and reliability. The primary focuses of this 
study are fault detection, tolerant control, and phase current 
control of interleaved dc-dc converters. Because the control is 
implemented digitally, the system's cost is not increased. In 
order to offer constant current for battery charging 
applications, including those for EVs and other places where 
a battery needs to be charged, it integrates closed loop PI 
control and fault detection capabilities. A phase shift of 360/n 
is supplied among healthy legs using a phase selector to have 
the least current ripples. Each leg of the converter is controlled 
by a PI controller, which shares identical phase shifted current 
with each leg. The results show that it is resilient to input 
fluctuations, and it may quickly identify faults so that it may 
act to fix them. Moreover, the findings are transferable to 
other non-isolated interleaved converters. 
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Abstract—The introduction of Apple’s iPhone in 2007 marked
the beginning of a new era for mobile devices and applications.
In 2012, more Android smartphones were sold than iPhones, and
since then, Android smartphones have become increasingly pop-
ular. Android’s ubiquity has attracted the attention of attackers
and attacks against the platform are on the rise. Numerous mal-
ware applications target mobile devices and compromise sensitive
and private information stored on them. Hence, stronger security
solutions need to be developed to detect such threats. In the
literature, there is a variety of static Android malware detection
techniques based on the analysis of manifest file components
such as permissions. To the best of our knowledge, none of
these attempts have aimed to determine the most distinguishing
permission pair based on the association of permissions that could
result in greater accuracy. In this study, we propose a risky
permission-based malware detection system that uses association
between permissions to create a set of important permissions and
then uses supervised learning techniques to effectively classify
malicious and benign applications. The experimental results
demonstrate that the SVM gave the best accuracy of 97.2% .

Index Terms—Android Malware, Android Security, Malware
Detection, Risky Permissions, Correlation

I. INTRODUCTION

Between 2021-2022, desktop internet usage dropped from
41.52% to 37.8% , while mobile internet usage increased from
56.05% to 60.66% [1]. Smartphones are becoming increas-
ingly popular over desktops for a variety of reasons. They are
smaller and easier to carry which makes them more portable.
Moreover, these phones can be used as cameras, music players,
GPS devices, etc., in addition to traditional calling and SMS
services. Social media also adds to the growing popularity.

When the Apple iPhone came out in 2007, it marked the
beginning of a new era for mobile devices. After Google
launched Android in 2008, more Android devices were sold
than iPhones by 2012 [1]. Today, Android is the most popular
mobile OS with more than 2.5 billion active users [2].

Android markets offer a variety of Android apps, but
Google’s market is the largest repository [3]. There are cur-
rently over 3 million apps available on the PlayStore [4].
More than 3.55 million apps have been downloaded over
10 billion times in the third quarter of 2022 [5]. In recent
years, attacks against mobile devices based on Android have
increased because Android’s ubiquity has attracted the atten-
tion of attackers as well. Unlike Apple’s App Store, Google
Play Store does not personally validate released software.
A dynamically simulated environment, Bouncer, is used to
manage and protect the official market against malicious
attacks. It protects against malware attacks but does not inspect
supplied software. Also, Android’s open-source model makes
it possible to install apps from third-party markets, leading to
the proliferation of regional and global app stores.

The developers of malware apps exploit platform weak-
nesses, collect sensitive user data, extort monetary benefits
from telecommunication providers, or set up botnets to control
smartphones. Hence, arises the need to develop an efficient
Android malware detection model. A malware detection sys-
tem for Android can be classified into three categories: static
detection, dynamic detection, and hybrid detection. Static
detection analyzes suspicious codes without actually executing
Android applications. Dynamic detection analyzes Android
programs by executing their code. The result can be attacks
that static analysis cannot detect, but dynamic detection takes a
lot of time and processing resources. Hybrid techniques work
with a combination of static and dynamic features. This paper
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proposes a novel model for detecting Android malware using
Risky Permissions and Feature Ranking.

A. Motivation

Several works have been proposed in the literature for An-
droid Malware Detection such as [6], [7], etc. However, none
of them used association metrics to identify risky permission
patterns. Since permissions patterns are very similar in both
normal and malware apps, hence, this work aims to identify
risky permission patterns using the Cosine method and the
Kulczynski measure. Further, our objective is to develop a
novel algorithm to effectively detect Android malware using
the risky permissions set obtained from the above-mentioned
approaches by using supervised learning techniques such as
Decision Trees, SVM, Naive Bayes, and Random Forest.

B. Contribution

The CORRDroid framework presented in this paper is a new
approach to classifying Android malware samples. The main
contributions of this work are summarized below:

‚ We identified a precise set of permissions with association
techniques of Cosine and Kulczynski measure to find
their correlation.

‚ We evaluated the set of permissions on seven classifiers
to effectively determine Android malware.

‚ A total of 12,070 benign and an equal number of malware
samples were used for experiments and we could achieve
the detection accuracy of 97.2% with the proposed model.

C. Organisation

The rest of the paper is organized as follows. We review the
work related to Android malware detection in Section II. We
discuss the proposed methodology in Section III. Section IV
summarizes the results obtained from the proposed approach
and we conclude the work in Section V.

II. RELATED WORK
In this section, we have reviewed several studies for Android

Malware Detection. We have categorized the related works
into three types: Analysis based, Permissions based Android
Malware Detection, and Android Malware Detection through
different combinations.

A. Analysis Based Works

Some of the research works have analyzed permissions
of normal apps without detecting the malware samples. In
previous studies such as [7] and [8], researchers examined
permissions as a means of detecting potentially malicious
activity within normal applications. For instance, Grace et
al. [7] investigated the potential risks associated with in-
app advertisement libraries by scrutinizing permissions and
API calls, while Kirin [8] developed a model for establishing
security rules to detect risky applications based on permission
combinations. Similarly, Holavanalli et al. [9] examined cross-
app flow permissions to detect collusion between apps, while
Grace et al. [10] identified permission leaks that exposed
sensitive user data to other apps.

B. Permissions based Android Malware Detection

Alswaina et al.[11] created a reverse engineering framework
wherein application permissions are selected, and then fed
into machine learning algorithms. Li et al.[12] developed three
levels of pruning by mining the permission data and then used
SVM to classify different families of malware. The authors in
[14] analyzed the permissions to classify malicious and benign
apps using machine learning. The gain ratio was employed
for feature reduction, and J48, Random Committee, Multilayer
Perceptron, Sequential Minimal Optimization, etc. were used
to evaluate the selected features. In this paper [18], authors
applied two algorithms for permissions selection: information
gain and chi-square, and the Bayesian method was used for
classification.

The authors in [24] proposed a method in which a Random
Forest classifier was utilized and an optimal subset of permis-
sions was identified through the learned model. In the paper
[27], a technique called Multilevel Permission Extraction
was introduced which detected permission interactions that
effectively distinguished between benign and malicious apps.
Sokolova et al.[22] proposed a methodology for characterizing
the normal behavior of applications. The co-required permis-
sions were modeled as a graph and category patterns were
obtained by the performance of an application in its category.
Arora et al.[23] implemented an innovative detection model
named PermPair which constructed and compared the graphs
for normal and malware samples by extracting permission
pairs. An efficient edge algorithm was also proposed which
helped to eliminate unnecessary edges.

In this paper [15], the authors presented a new technique
for automatically identifying permission patterns, which are
groups of permissions that developers commonly use together,
using SOM and K-means clustering. Kato et al. [16] proposed
an Android malware detection technique based on the Com-
position Ratio (CR) of permission pairs. The CR was defined
as the ratio of a permission pair to all pairs in an app. The
authors constructed databases about the CR to obtain features
without using the frequencies. Finally, eight similarity scores
were calculated.

C. Android Malware Detection through different combinations

Some of the works aim to detect Android malware with
dynamic traffic features such as [30-33], however, since we
aim to detect Android malware with permissions, hence,
we limit our discussion to the works that have analyzed
permissions with other features. Park et al.[13] proposed
a method consisting of three levels of analysis to classify
applications into three categories namely, benign, suspicious,
and malicious based on APIs and Permissions. The authors
of [19] implemented an automated malware detection system,
MalPat. In this approach, real-world Android app data was
used for mining hidden patterns of malware and extracting
sensitive APIs used in Android malware. Zhu et al.[21] em-
ployed ensemble forest rotation for constructing the model to
detect malicious apps using permissions, sensitive APIs, and
permission rates as key features.
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The authors of [17] presented a framework called Droid-
MalwareDetector, which utilized CNN. This framework was
designed to automate feature extraction and the selection and
utilized intents, API calls, and commonly used permissions
to perform comprehensive malware analysis. This paper [25]
proposed a new methodology named PIndroid which is a
novel Permissions and Intents-based framework with Ensem-
ble methods for identifying Android malware apps. Khariwal
et al.[26] proposed a method that found the best set of per-
missions and intents combined that could give better accuracy
using Information Gain. The authors in [28] developed a
hybrid Android malware detector based on ranked permissions
and network traffic features. The permissions had been ranked
based on their frequency in normal and malware datasets along
with the additional implementation of support thresholds to
further remove the redundant permissions from the rankings.
The authors in [20] presented two techniques for malware
analysis, static and dynamic analysis. The static approach was
based on permissions and the other approach was based on
source code.

To the best of our knowledge, no past work has found a
correlation between the permissions with the Cosine method
and the Kulczynski measure. We have applied these techniques
to find the correlation between permissions and further applied
machine learning models for malware detection. We explain
the proposed model in the next section.

III. PROPOSED METHODOLOGY

In this section, we discuss the proposed methodology. Fig-
ure 1 shows the four phases involved in the methodology. We
explain each of the four phases in the following subsections.

Fig. 1. Proposed Model

A. Data Collection
We collected Android applications from the AndroZoo

dataset [29] which is a large repository of metadata related
to Android applications, with the goal of facilitating Android-
related research work. It currently includes over three million
unique apk files, all of which have been scanned by dozens
of Anti-Virus applications to determine which of them is
identified as malware. Each application has over 20 categories
of metadata, including Virus Total reports. We have compiled
12,000 malicious apps and 12,000 benign APKs.

B. Construction of Feature Set
Usually, the features of an application such as the permis-

sions requested by an application are defined in the Android-
Manifest.xml file. To extract these features, we used Apktool

which extracts the manifest file from the apk file. By default,
an Android application begins with no permissions. When
the app has to utilize any of the device’s protected functions
(sending network requests, accessing the camera, sending SMS
messages, etc.), it must obtain the user’s permission. Table I
shows some examples of permissions requested by Android
applications.

TABLE I
VARIOUS TYPES OF PERMISSIONS REQUESTED BY APPLICATIONS

Permission Name Description
ACCESS WIFI STATE Allows applications to access information about WiFi networks

ADD VOICEMAIL Allows an application to add voicemails into the system
ANSWER PHONE CALLS Allows the app to answer an incoming phone call
BLUETOOTH CONNECT Required to be able to connect to paired Bluetooth devices

CAMERA Required to be able to access the camera device
READ EXTERNAL STORAGE Allows an application to read from external storage

ACCESS BACKGROUND LOCATION Allows an app to access location in the background

C. Data Preprocessing

1) Feature Reduction: Based on the data obtained from
the previous step, there are 231 permissions and, therefore,
53130 permission pairs in total. However, certain permission
pairs are not capable of making a better distinction between
benign and malicious apps. Hence, in this phase, we have
identified the most distinguishing permission pairs based on
correlation scores. We aim to find the correlation or association
between permissions. The association measures are used to
analyze the relationship between different permissions. The
correlation score between two permissions shows how much
the permissions are associated with each other i.e. if an appli-
cation contains permission X how much it is likely to contain
permission Y and vice versa. To calculate the correlation value,
we have used two association measures namely, Kulczynski
and Cosine.

‚ Kulczynski- It is the arithmetic mean of the confidence
of a permission pair. The confidence of one permission
concerning another is defined as the probability of the
occurrence of one permission given second permission
occurring in the data. The range of kulczynski measure
is from 0 to 1, the farther the value is from 0.5 the closer
the relationship between two permissions.

‚ Cosine - Cosine is a harmonized version of a simple
correlation coefficient as a square root is taken for the
product of probabilities in the denominator. The range of
cosine is between 0 to 1, the higher the value the closer
the positive relationship between two permissions. The
farther the value is from 0.5 the closer the relationship.

For every permission pair, their correlation score is calcu-
lated, both for malware and benign datasets. The permission
pairs are then sorted based on the absolute value of their
correlation score. For example, let’s consider 3 applications,
say A1, A2, A3, and four permissions P1, P2, P3, and P4,
as summarized in Table II. In the matrix so obtained, value 1
corresponds to the fact that the permission Pi is requested by
application Aj and 0 represents its absence.
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TABLE II
SNAPSHOT OF THE DATASET REPRESENTATION

App/Permission Permission 1 Permission 2 Permission 3 Permission 4
App 1 1 0 1 1
App 2 1 1 0 1
App 3 0 1 0 1

The absolute difference column in Table III shows how
much distinguishing the permission pair is. If the permission
pair is highly correlated or not correlated at all in both normal
and malware apps then it doesn’t distinguish between the
two types of applications and hence can be discarded. If the
permission pair is highly correlated in one of the 2 classes of
applications, then it helps in distinguishing between the apps
and hence should be considered. The above example shows
that pairs P1-P3 and P2-P3 can effectively distinguish between
normal and malware applications.

TABLE III
PERMISSION PAIRS AND THEIR CORRELATION

Permission Correlation Score
Pair Normal Apps Malware Apps Abs. Difference

P1 - P2 1 0.8 0.2
P1 - P3 0.2 0.9 0.7
P1 - P4 0.7 0.6 0.1
P2 - P3 0 0.9 0.9
P2 - P4 1 0.4 0.6
P3 - P4 0.9 0.5 0.4

a

2) Dataset Preparation: The pairs obtained from the pre-
vious step are sorted according to their correlation score
difference. The permission pairs with the highest correlation
difference are the most distinguishing and hence are selected
according to a set threshold. These distinguishing permis-
sion pairs are used in this phase to preprocess the data.
Two separate datasets have been prepared, corresponding to
malware and normal applications respectively. Each column
in the dataset corresponds to a permission pair while the
rows correspond to the application. For every permission pair
corresponding to an application, values are assigned based on
the absence and presence of permissions. If both permissions
corresponding to the pair are present in the application, then
value 1 is assigned to the cell in the matrix. If both the
permissions are absent, then value 0 is assigned. If either of the
permissions is present, then value 2 is assigned. For example,
in reference to the example quoted in the previous step, the
threshold value is set as 0.5 and hence all the pairs having
differences greater than and equal to 0.5 are selected. Table
IV shows the dataset obtained using the selected permission
pairs.

D. Classification and Evaluation

For the detection of malicious applications, we have used
supervised machine learning techniques such as Naı̈ve Bayes,
Decision Trees, and SVM. During this phase, two steps are
involved, namely training and testing the machine learning
models using the preprocessed dataset obtained from the

TABLE IV
DATASET OBTAINED AFTER PERFORMING PREPROCESSING

Application Permission Pair
(Benign) P1 - P3 P2 - P3 P3 - P4

A1 1 2 2
A2 2 2 1
A3 0 2 1

previous phase. Initially, we performed splitting on the dataset
according to the 70-30 rule, and then preprocessing was
performed on the training data. The machine learning models
are trained using this data and the performance of the models
is evaluated using the testing data after preprocessing them.

IV. RESULTS AND DISCUSSION

In this section, we review the results obtained from our
proposed model. We performed all the experiments on a
Windows system with 8 GB RAM and an i5 processor. We
downloaded the apps for the dataset from Androzoo and ex-
tracted permissions using apktool and a Python script to create
a CSV of permissions for benign and malware applications
respectively.

A. Analysis of Permission Pairs

In order to perform an analysis we considered a total of
24,140 Android applications, of which 12,070 were malware,
and 12,070 were benign applications. A total of 8000 apks
from each category are used to train our model and around
4000 apks from both categories are used to test the model. 129
permissions have been extracted from these apks for analysis.
The correlation between different permissions in benign and
malware applications has been determined using Kulczynski
and Cosine coefficients.

Tables V and VI present permission pairs that are highly
correlated in malware and normal applications, using kul-
czynski coefficient, respectively. Tables VII and VIII present
permission pairs that are highly correlated in malware and
normal applications using cosine coefficients, respectively.
The following tables illustrate that some permission pairs are
highly correlated in both types of applications while some are
correlated in one of the two classes.

TABLE V
HIGHLY CORRELATED PERMISSION PAIRS IN NORMAL APPLICATIONS

(KULCZYNSKI)

First Permission Name Second Permission Name Correlation Score
BADGE COUNT WRITE BADGE COUNT READ 1.0

WRITE READ 0.99348
UPDATE BADGE UPDATE COUNT 0.98923

UPDATE SHORTCUT UPDATE COUNT 0.98259
BROADCAST BADGE UPDATE SHORTCUT 0.98101

WRITE UPDATE SHORTCUT 0.97950
INTERNET ACCESS NETWORK STATE 0.97716

BROADCAST PACKAGE CHANGED BROADCAST PACKAGE REPLACED 0.97560
READ UPDATE SHORTCUT 0.97444
WRITE BROADCAST BADGE 0.97317

UPDATE BADGE UPDATE SHORTCUT 0.97285
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TABLE VI
HIGHLY CORRELATED PERMISSION PAIRS IN MALWARE APPLICATIONS

(KULCZYNSKI)

First Permission Name Second Permission Name Correlation Score
BADGE COUNT WRITE BADGE COUNT READ 1.0

BROADCAST PACKAGE CHANGED BROADCAST PACKAGE REPLACED 0.99936
BROADCAST PACKAGE ADDED BROADCAST PACKAGE INSTALL 0.99932

INTERNET ACCESS NETWORK STATE 0.99663
WRITE EXTERNAL STORAGE INTERNET 0.99442

WRITE READ 0.99442
WRITE EXTERNAL STORAGE ACCESS NETWORK STATE 0.99293

ACCESS WIFI STATE ACCESS NETWORK STATE 0.99084
ACCESS WIFI STATE INTERNET 0.98870

WRITE EXTERNAL STORAGE ACCESS WIFI STATE 0.98714
READ PHONE STATE ACCESS NETWORK STATE 0.98329

TABLE VII
HIGHLY CORRELATED PERMISSION PAIRS IN NORMAL APPLICATIONS

(COSINE)

First Permission Name Second Permission Name Correlation Score
BADGE COUNT WRITE BADGE COUNT READ 1.0

WRITE READ 0.99346
UPDATE BADGE UPDATE COUNT 0.98919

UPDATE SHORTCUT UPDATE COUNT 0.98244
BROADCAST BADGE UPDATE SHORTCUT 0.98093

WRITE UPDATE SHORTCUT 0.97946
INTERNET ACCESS NETWORK STATE 0.97693

BROADCAST PACKAGE CHANGED BROADCAST PACKAGE REPLACED 0.97530
READ UPDATE SHORTCUT 0.97435
WRITE BROADCAST BADGE 0.97316

UPDATE BADGE UPDATE SHORTCUT 0.97251

TABLE VIII
HIGHLY CORRELATED PERMISSION PAIRS IN MALWARE APPLICATIONS

(COSINE)

First Permission Name Second Permission Name Correlation Score
BADGE COUNT WRITE BADGE COUNT READ 1.0

BROADCAST PACKAGE CHANGED BROADCAST PACKAGE REPLACED 0.99936
BROADCAST PACKAGE ADDED BROADCAST PACKAGE INSTALL 0.99932

INTERNET ACCESS NETWORK STATE 0.99663
WRITE READ 0.99442

WRITE EXTERNAL STORAGE INTERNET 0.99442
WRITE EXTERNAL STORAGE ACCESS NETWORK STATE 0.99293

ACCESS WIFI STATE ACCESS NETWORK STATE 0.99081
ACCESS WIFI STATE INTERNET 0.98864

WRITE EXTERNAL STORAGE ACCESS WIFI STATE 0.98712
READ PHONE STATE ACCESS NETWORK STATE 0.98319

As can be seen from the above tables, many pairs are present
as well as highly correlated in malicious as well as benign
applications. As we cannot distinguish between benign and
malicious applications using these pairs, they are not useful. In
order to identify distinguishing permission pairs, we calculated
the difference in correlation scores of benign applications and
malware applications for different permission pairs. Table IX
and Table X present the permission pairs with the highest
correlation difference, these pairs are the most distinguishing
and can be used to differentiate between normal and malware
applications.

TABLE IX
MOST DISTINGUISHING PERMISSION PAIRS (KULCZYNSKI)

First Permission Name Second Permission Name Correlation Score
USE CREDENTIALS SET DEBUG APP 0.65473

CALL PHONE MOUNT UNMOUNT FILESYSTEMS 0.57151
ACCESS FINE LOCATION MOUNT UNMOUNT FILESYSTEMS 0.56524

MOUNT UNMOUNT FILESYSTEMS ACCESS COARSE LOCATION 0.56040
ACCESS LOCATION EXTRA COMMANDS CHANGE WIFI STATE 0.55005

GET TASKS ACCESS COARSE LOCATION 0.54712
MOUNT UNMOUNT FILESYSTEMS ACCESS LOCATION EXTRA COMMANDS 0.54481

ACCESS LOCATION EXTRA COMMANDS CHANGE NETWORK STATE 0.53367
ACCESS FINE LOCATION GET TASKS 0.52613

GET TASKS ACCESS LOCATION EXTRA COMMANDS 0.52463
GET TASKS WRITE SETTINGS 0.52067

TABLE X
MOST DISTINGUISHING PERMISSION PAIRS (COSINE)

First Permission Name Second Permission Name Correlation Score
USE CREDENTIALS SET DEBUG APP 0.68032

ACCESS FINE LOCATION MOUNT UNMOUNT FILESYSTEMS 0.67361
MOUNT UNMOUNT FILESYSTEMS ACCESS COARSE LOCATION 0.66665
MOUNT UNMOUNT FILESYSTEMS INTERNET 0.63522
MOUNT UNMOUNT FILESYSTEMS ACCESS NETWORK STATE 0.63374

WRITE EXTERNAL STORAGE MOUNT UNMOUNT FILESYSTEMS 0.62147
VIBRATE MOUNT UNMOUNT FILESYSTEMS 0.61912

MOUNT UNMOUNT FILESYSTEMS READ PHONE STATE 0.61708
MOUNT UNMOUNT FILESYSTEMS WAKE LOCK 0.61263
MOUNT UNMOUNT FILESYSTEMS CAMERA 0.60960

READ EXTERNAL STORAGE MOUNT UNMOUNT FILESYSTEMS 0.60924

B. Filtration of Permission Pairs

We have considered the permission pairs with the highest
difference in correlation scores in benign and malware apps.
We used different thresholds to filter out the permission pairs
and then use them as features to train the model. We first find
the most distinguishing permission pairs by setting a threshold
and only selecting the permission pairs whose correlation score
difference is greater than the threshold. As we increase the
threshold, the number of filtered permission pairs decreases.
After preprocessing the filtered permission pairs, we train
our machine learning models with the data and find out the
accuracy of our proposed algorithm.

C. Detection Results

Tables XI and XII summarize the results obtained using
different machine-learning models and different thresholds. In
the case of Kulczynski coefficient, we get the best results
from SVM polynomial classifier which gives 97.2% accuracy
with 677 permission pairs. Decision Trees give the maximum
accuracy with 677 permission pairs. Naı̈ve Bayes gives the best
results (91.1% accuracy) with 850 permission pairs. Similarly,
using the cosine coefficient, we get the best results from SVM
polynomial classifier which gives 96.8 % accuracy with 688
permission pairs. Decision Trees give the maximum accuracy
with 576 permission pairs. Naı̈ve Bayes gives the best results
(91.9%) with 872 permission pairs. On adding or removing
more pairs the accuracy of our algorithm starts decreasing and
hence our algorithm gives the best result accuracy of 97.2%
with 677 significant permission pairs.

TABLE XI
RESULTS (KULCZYNSKI)

Models/Thresholds (0.30) (0.32) (0.34) (0.36) (0.38) (0.40)
No of pairs 850 677 543 445 349 257

Naive Bayes (bernoulli) 90.1 89.9 89.6 89.3 89.6 89.5
Naive Bayes (Gaussian) 91.1 90.8 90.5 89.9 90.1 89.8
Decision Tree (entropy) 95.8 95.7 94.9 95.1 94.5 94.3

Decision Tree (gini) 96.0 96.1 95.5 95.3 95.6 95.1
Random Forest 95.9 96.0 95.6 96.0 95.6 95.4
SVC (linear) 96.3 96.5 96.4 96.2 96.2 96.1
SVC (poly) 97.1 97.2 96.8 97.0 96.8 96.6
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TABLE XII
RESULTS (COSINE)

Models/Thresholds (0.26) (0.28) (0.30) (0.32) (0.34) (0.36)
No of pairs 872 688 576 475 395 304

Naive Bayes (bernoulli) 91.3 90.8 90.7 90.4 90.5 90.1
Naive Bayes (Gaussian) 91.9 91.8 91.5 91.7 91.2 90.9
Decision Tree (entropy) 95.4 95.5 95.6 95.3 95.5 95.4

Decision Tree (gini) 95.4 95.6 95.9 95.5 95.5 95.4
Random Forest 95.8 95.6 95.8 95.7 95.7 95.4
SVC (linear) 96.3 96.3 96.3 96.0 96.1 96.0
SVC (poly) 96.5 96.8 96.7 96.2 96.5 96.4

V. CONCLUSION AND FUTURE WORK

In this work, we proposed a novel Android malware de-
tection solution named CORRDroid that extracts permissions
from the applications and ranks the permission pairs based
on their correlation score difference in benign and malware
applications using Kulczynski and Cosine coefficients. The
proposed system classifies the applications using top per-
mission pairs which are highly distinguishing. The results
proved that the proposed methodology gives better results in
comparison to the approach when all the permissions are used
for the classification of applications. In our future work, we
will incorporate other attributes as well like intents, hardware
features, and other manifest file components.
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Abstract—Seismic inversion is an approach to obtain the physical
properties of the Earth layers from the seismic data, which aids in
reservoir characterization. In seismic inversion, spatially variable
physical parameters, such as impedance (Z), wave velocities (Vp,
Vs), and density, can be determined from the seismic data. Among
these, impedance is an important parameter used for lithology
interpretation. However, the inversion problem is nonlinear and ill-
posed due to unknown seismic wavelet, observed data band limita-
tion, and noise. This requires complex wave equation analysis, prior
assumptions, human expert effort, and time to analyze the seismic
data. To address these issues, deep learning methods were deployed
to solve the seismic inversion problem. In this article, we develop
a deep learning framework with an attention module for seismic
impedance inversion. The relevant features from the seismic data
are emphasized with the integration of the attention module into
the network. First, we train the attention-based deep convolutional
neural network (ADCNN) by supervised learning with predefined
acoustic impedance (AI) labels. Next, we train the ADCNN in an
unsupervised way with the physics of the forward problem. In
the proposed method, the predicted AI is used to calculate the
seismic data (calculated seismic), and error is minimized between
the input seismic data and calculated seismic data. Unsupervised
learning has an advantage when the labeled data are inadequate.
The proposed network is trained with Marmousi 2 dataset, and
the predicted experimental results show that the proposed method
outperforms in comparison to the existing state-of-the-art method.

Index Terms—Attention module, impedance inversion, neural
networks, seismic data.

I. INTRODUCTION

THE seismic reflection method is an effective method used
to get the Earth subsurface layers information. In seismic
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reflection method, a pulse with short duration (seismic wavelet)
is sent from the Earth’s surface. The pulse penetrates inside
the subsurface layers of the Earth to a certain depth. However,
due to the impedance contrast between the adjacent layers, the
waves are reflected from layer boundaries, and the reflected
waves are recorded at the Earth’s surface. The recorded seismic
data contains information about the seismic source, reflection
coefficients and noise. The reflection coefficients have infor-
mation about the Earth layers, because it is derived from the
layer impedance. To obtain the reflection coefficients from the
seismic data, the data undergoes several processing steps, such
as deconvolution, denoising, and NMO correction [1]. After
these processing steps, the seismic data retains only reflection
coefficients.

The processed seismic data have amplitude and time informa-
tion which gives only structural interpretation. Therefore, to ob-
tain stratigraphic interpretation and reservoir characterization,
we need to inverse the seismic data/reflection coefficient that
gives the physical parameters of the layers. It is known as inverse
modeling (seismic inversion). The seismic inversion retrieves the
physical properties of the Earth layers from the seismic reflection
data. In seismic inversion process, spatially variable physical
parameters, such as layer impedance (Z), P-wave (Vp), S-Wave
(Vs) velocity and density, porosity, sand/shale formation, and
gas saturation, are estimated from the seismic data. These pa-
rameters have physical and geological meaning about the Earth
subsurface layers, which helps in reservoir characterization [2],
[3]. Seismic impedance inversion, AVO inversion, and full
waveform inversion are the commonly used seismic inversion
methods, which helps to obtain the Earth subsurface properties.
Among all these methods, seismic impedance inversion method
is extensively used in the seismic industry and is an important
goal in reflection seismology. Seismic impedance inversion is
a powerful method for the Earth subsurface layers analysis,
reservoir characterization, and fluid prediction. The impedance
is a rock property, which gives information about lithology,
porosity, and other factors [4]. However, the impedance in-
version problem is usually ill-posed, nonlinear, and nonunique
because of unknown seismic wavelet, noises, and band limited
nature of observed seismic data [5]. All these issues are to be
taken into consideration while solving an inverse problem.

Since 1960s, researchers have put forward many seismic
impedance inversion methods, which are categorized based
on poststack and prestack seismic data [6]. In the poststack
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https://orcid.org/0000-0001-7324-2949
https://orcid.org/0000-0003-4358-0546
https://orcid.org/0000-0002-8909-5063
https://orcid.org/0000-0001-7481-7791
https://orcid.org/0000-0002-5525-0467
mailto:vineelachandra_dodda@srmap.edu.in
mailto:imkarthi@gmail.com
mailto:lakshmi_kuruguntla@srmap.edu.in
mailto:amandpura@gmail.com
mailto:amandpura@gmail.com
mailto:mrinal@utexas.edu


DODDA et al.: DEEP CONVOLUTIONAL NEURAL NETWORK WITH ATTENTION MODULE FOR SEISMIC IMPEDANCE INVERSION 8077

inversion method, the acoustic impedance is estimated from the
seismic data by integrating well data and the basic stratigraphic
interpretation. However the prestack inversion methods trans-
form the seismic angle/offset into P-impedance, S-impedance,
and layer’s density by integration of well data and horizon
information. Further, the poststack inversion methods are di-
vided into two types: deterministic and stochastic inversion
methods [7]. The deterministic inversion methods are based on
optimization methods, which can provide a good fitting model.
These optimization methods aim to minimize the error between
synthetic and observed seismic data. These methods produce
smooth models but the uncertainties about the predicted values
are not assessed [8]. Most commonly used deterministic inver-
sion methods are band limited recursive inversion [9], colored in-
version [10], and sparse spike inversion methods [11]. However,
the stochastic seismic inversion methods retrieve the best-fit
inverse model from the seismic data based on the probability
density function of the data, which helps to assess the uncertain-
ties [12]. Most commonly used prestack inversion methods are
simultaneous inversion [13], elastic impedance inversion [14],
and AVO inversion methods [15], [16], [17].

Nevertheless, the conventional methods used in seismic
inversion have some limitations, such as complex wave equation
analysis, longer simulation times, and more human expert effort
to analyze the seismic data. Moreover, the conventional methods
incur convergence issues and high computational cost. Hence,
to solve those limitations, researchers have come up with ideas
to use artificial intelligence techniques in various geophysics
problems, such as fault interpretation [18], seismic data denois-
ing [19], seismic horizon estimation [20], seismic inversion [21],
and so on [22], [23]. Deep learning (DL) is the subpart of
machine learning that has prominence and applicability in wide
areas of science and engineering [22], [24]. The DL has lots of
scope to explore the seismic data for various applications, such
as denoising, seismic inversion, and interpretation. In contrast to
conventional seismic inversion methods, DL methods does not
necessarily require the forward operator or wavelet matrix ex-
plicitly [25]. In [22], the Earth surface elastic model is estimated
(seismic inversion) from seismic data using convolutional neural
network. The robustness of the network to predict P-impedance
of seismograms is tested and has shown good accuracy for
seismic data generated with source wavelet phase outside
the training data. However, the CNN was unable to predict
P-impedance for the seismic data generated with various wavelet
frequencies. Further in [26], temporal convolutional network
(TCN) was proposed to estimate seismic impedance from the
seismic data. TCN network is a combination of both RNN and
CNN, which overcomes the limitation of overfitting in CNN and
gradient vanishing in RNN [27], [28]. Moreover, long-term and
short-term dependencies are captured by the network without the
need of large number of learnable parameters. Later in [29], fully
convolutional residual network (FCRN) with transfer learning
approach was used for seismic impedance inversion. Although,
FCRN has shown good accuracy and robustness against noise
and phase difference of the seismic data, but the results
were not accurate when tested with seismic data of different
geological features. Hence, the authors proposed transfer

learning approach, i.e., the parameters of FCRN trained on
Marmousi 2 data were used as initialization for a new FCRN.
In the next step, FCRN is trained with traces from overthrust
model and tested the performance of FCRN. However, the major
obstacle is in the availability of labeled data. Hence, researchers
worked on alternative approaches to predict impedance with
the limited usage of labeled seismic data. Therefore in [30],
physics constrained seismic impedance inversion method was
proposed based on DL where 2-D bilateral filtering constraint
was proposed to improve the spatial continuity of the inversion
results. In addition, it also reduces the nonuniqueness of the
inversion problem. Later in [31], cycle-consistent generative
adversarial network (CCGAN) was used for seismic impedance
inversion. The CCGAN extracts information contained in the
unlabeled data and in addition adversarial learning helps in
better prediction rate. Moreover, a neural network visualization
method was adopted to visualize the features learned from the
trained model and compared with conventional open-loop CNN
model. However, CC-GAN suffers from training instability
like most of the GAN models. Hence in [32], Wasserstain
cycle-consistent GAN-based network was proposed. Here, the
authors improved the CCGAN with integration of Wasserstein
loss with gradient penalty as the loss function. The network
was tested on the 3-D seismic advanced modeling data.

However, in the field of geophysics, geological information
is in nature multiscale in seismic data. The extracted feature by
the CNN kernel plays different roles for different tasks. Different
feature maps (FPs) obtained from various kernels acquire a va-
riety of different features, which together contribute to accurate
results. Attention focuses on processing these informations to
achieve better accuracy under limited resources. Hence, we pro-
pose to integrate the attention module with the CNN and improve
the accuracy of network model for the estimation of acoustic
impedance. A block attention module was integrated into the
network to extract features from the two dimensions; channel
and spatial axes. The channel attention module emphasizes
“what” features need to be extracted from the input data whereas
spatial attention module says from “where” the feature has to
be extracted in the input data. Therefore, the attention module
helps for efficient information flow in the network thus leading to
better representation power. We applied the attention module for
two cases: supervised and unsupervised. In supervised case, we
used true labels of AI and estimated the optimum parameters
to predict impedance. In unsupervised case, the input to the
network is seismic data, wavelet and low-frequency model of
seismic data. Here, we do not use true AI labels. The unsuper-
vised learning (UL) method finds applications where there is no
labeled data. We demonstrate the effectiveness of the proposed
method in each of these cases. In our work, we considered the
P-impedance inversion in all the cases. The contributions of this
article are as follows.

1) We introduced an attention mechanism to improve the
CNN performance, i.e., convolutional block attention
module (CBAM) and allow the neural network to focus
on certain regions of an image that are most relevant to
the task. The combination of both the channel and spatial
attention blocks allows CBAM to selectively focus on the
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most important channels and spatial locations within an
FP, allowing the CNN to effectively capture both local
and global contextual information.

2) Our study involved an analysis of two different approaches
for learning network parameters: supervised and UL meth-
ods. In cases, where labeled data are available, supervised
learning can be employed. This approach can also be
utilized in transfer learning, where a pretrained model
(obtained through supervised learning) is initialized be-
fore training the network in an unsupervised way. On the
other hand, UL is employed when labels are not present.
Consequently, this article encompasses both supervised
and UL methodologies.

3) We used a novel activation function scaled exponential
linear unit (SELU) during the training process. The ad-
vantages of the SELU activation function are improved
performance, self-normalization, stability, and efficiency.
Moreover, we used Bayesian optimization (BO) tuner
to optimize the hyperparameters, which resulted in time
saving when compared to manual tuning.

The rest of this article is organized as follows. In Section II, we
discuss the methodology, which contains mathematical model
formulation in Section II-A and we present the proposed method
in Section II-B. In Section III, we illustrate and analyze the
results of existing and proposed method. Finally, Section IV
concludes this article.

II. METHODOLOGY

A. Mathematical Model for Impedance Inversion

In this section, we formulate the mathematical model of the
impedance inversion problem [1]. According to convolutional
model, the seismic trace is modeled as

S = W ∗ r + noise (1)

where S ε Rn is the seismic trace, W ε Rn×n is the seismic
wavelet, and r ε Rn is the normal incidence reflection coef-
ficient, which can be represented in terms of impedance z as

r =
z(t+ 1)− z(t)

z(t+ 1) + z(t)
(2)

where z = vρ in which v is the velocity, ρ is the density, and t is
the layer number. The extraction of reflection coefficients from
the seismic trace is viewed as an inverse problem, given the
seismic trace and wavelet information. In general, the inverse
problems are nonunique and ill posed whereas in the seismic
data, this is due to the band limited nature of the wavelet.
Therefore, the recorded seismic traces S is band limited (low
and high frequencies are filtered by the wavelet). Hence, we add
constraints, such as sparse reflectivity series, known wavelet, and
a low-frequency model, to obtain a unique solution for inverse
problem. Let si denote the ith seismic trace of length M. The
group of N seismic traces {s1, s2, s3, . . . , sN} is expressed as

S = [s1 s2 . . . sN ].

Let zi be the corresponding acoustic impedance traces

Z = [z1 z2 . . . zN ].

Here, we considered the system to be noise-free. The (1) is
reduced to

S = W ∗ r. (3)

B. Proposed Method

In this section, we first describe the attention module. Sec-
ond, we discuss the proposed method with supervised learning
approach for seismic impedance inversion and third, we describe
the UL approach for seismic impedance inversion.

1) Attention Module: In this module, visual system of hu-
mans was taken as inspiration where we use an attention mecha-
nism, i.e., series of glimpses to focus on main scenes rather than
processing the whole scene for better visualization. Similarly,
we added the attention block in the CNN architecture to better
capture the features from the input data. The extracted FP is given
as an input to the attention module, which further helps to obtain
features from both channelwise and spatial attention based on
CNN architecture [33]. The FP obtained from hidden layer
say L ∈ RC×H×W is given as input to the attention module,
then it outputs channel attention map Ac ∈ RC×1×1 and spatial
attention map As ∈ R1×H×W . The attention process is given as
follows:

L′ = Ac(L)⊗ L

L′′ = AS(L
′)⊗ L′. (4)

The channel attention values are copied to the spatial dimen-
sion and vice-versa in (4). L′′ is the final output from the spatial
attention module. In channel attention module, FPs are created
based on interchannel relationship between the features. The
spatial dimension of the input FP is squeezed using both average
pooled and max pooling to improve the representation power of
networks. The obtained average pooled and max pooled features
are Lavg

c and Lmax
c , respectively. These features are passed to a

network which has one hidden layer of size set to Rc/k×1×1,
where k is the reduction ratio. The output feature vectors are
merged using elementwise summation given as

Ac(L) = σ(Z1(Z0(L
c
avg)) + Z1(Z0(L

c
max))) (5)

where σ is the sigmoid function, Z0 and Z1 are the weights and
SELU activation function is used after Z0. In spatial attention
module, FPs are obtained using interspatial relationship between
the features which focuses on “where” is the informative part.
Here, the max pooling and average pooling are applied to the
channel axis and the obtained feature descriptors are concate-
nated. The spatial attention mapAs(L) ∈ RH×W is created after
passing the concatenated descriptors through a convolution layer

As(L) = σ(f3×3([Ls
avg;L

s
max])) (6)

where f3×3 is a convolution operation with size 3 × 3 and σ
is an activation function “sigmoid.” These channel and spatial
attention modules can be arranged in series or parallel. In our
case, sequential arrangement has shown better accuracy than the
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Fig. 1. Network architecture of ADCNN for supervised learning.

Fig. 2. Architecture of attention module.

Fig. 3. Network architecture of ADCNN for UL.

parallel arrangement. The output of the complete attention mod-
ule is given as input to the next layer. The detailed architecture
of the attention module is as shown in Fig. 2.

2) Supervised Learning: CNNs are widely used in various
research fields and achieved good results due to their feature

extraction capability [34]. We used poststack seismic data to
estimate AI. The proposed network architecture for supervised
case is as shown in Fig. 1. We used three convolution layers
(layer1, layer2, and layer3), hence the network was named as
deep convolutional neural network. These layers convolve the
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Fig. 4. True impedance and its low-frequency model.

Fig. 5. Seismic data.

input vector with a defined kernel given in layer configuration.
The size of layer1 is 60 × 1 in which 60 is the number of output
FPs with a stride of 1. The stride is a parameter in network filter
that determines the movement of filter. The size of kernel is
chosen in accordance with the central frequency of the source
wavelet to capture maximum features.

The attention module is placed in a sequential order after
layer1 in the network, as shown in Fig. 1. The output of attention
module is passed to next convolution layer (layer2). The size of
layer2 is 30× 1 in which 30 is the number of output FPs. Layer3
is the same size as layer1 and layer2 and has one output channel
with stride 1. After convolution layer, we add nonlinearity to
the network with activation function. Various activation func-
tions, such as tanh, sigmoid, ReLU, ELU, and SeLU, exist in
the literature. We used SeLU because it helps the network to
converge faster with a good fit compared to existing activation

Fig. 6. Estimated impedance by supervised learning.

Fig. 7. Estimated impedance by UL.

functions. In addition, it helps to prevent vanishing gradient
problem, which usually occurs with sigmoid function. During
the training process, the output of the network is compared with
the true impedance log and the loss is calculated using mean
squared error (MSE) as the cost function

MSE =
1

N

N∑

i=1

||(zi − ẑi)||22 (7)

where zi is the true AI data and ẑi is the predicted AI data.
3) Unsupervised Learning: In case of UL, where the true AI

data are not available (such as field data), we use UL approach to
estimate AI from input seismic data. The network architecture
of the UL approach is shown in Fig. 3. The difference lies in the
terms of cost function when compared to supervised learning.
Here, we minimize the error between input seismic data and
calculated seismic data. The output generated from the network
(predicted impedance) is used to generate seismic trace (forward
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Algorithm 1: An Algorithm for Attention Module.
Require: input data

Step 1: Input the feature map. Compute max pooling and
avg pooling on spatial dimension to obtain the
descriptors Lc

avg and Lc
max.

Step 2: Lc
avg and Lc

max are given as input to the shared
multi layer perceptron to obtain Ac(L).

Step 3: Element wise summation needs to be done as
shown in (5). Then Multiply input feature with
the obtained Ac(L) and initialize as an input to
spatial attention module.

Step 4: To obtain spatial attention map, do avg-pooling
and max pooling along the channel axis.

Step 5: Concatenate the feature descriptors Ls
avg , Ls

max

generated and apply convolution operation to
obtain spatial attention map Ac(L).

Step 6: multiply input with As(L) to obtain final refined
feature map.

modeling) given in (1). The low-frequency model is added to
the network output, calculate the reflectivity and convolve with
source wavelet to obtain calculated seismic trace (scal)

r =
AI[i+ 1]− AI[i]
AI[i+ 1] + AI[i]

(8)

scal = r ∗ w. (9)

The calculated seismic trace is compared with input seismic
trace (S) to minimize the loss using the MSE as a cost function

MSE =
1

N

N∑

i=1

||(si − sical)||22 (10)

where si is the input seismic trace and sical is the calculated
seismic trace. The optimum weights and biases are obtained by
minimizing the cost function mentioned in (7) and (8) using
backpropagation algorithms. Various optimization algorithms,
such as stochastic gradient descent, adaptive gradient algo-
rithm, root-mean-square propagation, adaptive moment esti-
mation (ADAM) [35], have been studied in literature. In our
work, ADAM is used as an optimization algorithm for back
propagation. Let θ = {W k, bk}, the Adam optimizer update
equation for θt is given by

θt+1 = θt − η√
(k̂(t)) + ε

l̂(t) (11)

where k̂(t) and l̂(t) are first and second moments evaluated from
kt/1− β2 and lt/1− β1 after bias corrections. The terms of
exponentially moving averages (lt and kt) are obtained by using
the formula lt = β1lt−1 + (1− β1)gt and kt = β2kt−1 + (1−
β2)g

2
t , respectively. The exponential decay rates are β1 and β2

for the first and second moments with values 0.9 and 0.999,
respectively [19]. Here, gt is the gradient calculated with regard
to time and learning rate (η) is chosen as 0.001.

Algorithm 2: An Algorithm for Seismic Impedance Inver-
sion Using ACNN by Supervised and Unsupervised Learn-
ing.

Require: seismic data(S), True AI (zi), Initialized weights
and biases(W, b), number of epochs (Nepochs), batch size
(Nbatch)

Supervised learning
Step 1: Initialize the parameters such as W, b, batch size
in the network. Randomly sample the data for training.

Step 2: for Nepochs steps do
Step 3: Input the seismic data S to the network in Fig. 1

and predict the AI (ẑi)
Step 4: update the weights(W) and biases (b) using (7)
Step 5: end for

Unsupervised learning
Step 1: Initialize the parameters such as W, b, batch size
in the network. Randomly sample the data for training.

Step 2: for Nepochs steps do
Step 3: Input the seismic data S to the network in Fig. 3

and predict the AI (ẑi)
Step 4: Calculate reflection coefficients from pre-dicted

AI and convolve with wavelet to obtain seismic
trace(calculated_seismic)

Step 5: update the weights and biases by minimizing the
cost function in (10) using ADAM.

Step 6: end for
Output: Optimized parameters.

III. NUMERICAL RESULTS

The results of seismic impedance inversion are demon-
strated in this section, and the proposed method is compared
with the existing methods. The results are validated on Mar-
mousi 2 model, which is briefly explained in the following.
The efficiency of the proposed method is analyzed and com-
pared with the state-of-the-art existing method [25]. To mea-
sure the accuracy of the proposed method, MSE, Pearson’s
correlation coefficient (PCC), and coefficient of determina-
tion are computed between the estimated and true impedance
traces.

A. Marmousi 2

The Marmousi 2 dataset is an extension of classical Mar-
mousi model created by Allied Geophysical Laboratories [36].
The classical Marmousi model consists of single reservoir,
which was widely used for AVO analysis and to validate the
imaging algorithms. The classical Marmousi model was ex-
tended to Marmousi 2, it is based on the Northern Quenguela
Trough in the Quanza Basin of Angola. The Marmousi 2
model covers upto 3.5 km in depth and 17 km across. The
model consists of 199 horizons and in addition water layer
was extended to 450 m thus leading to complex stratigraphic
details.
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Fig. 8. Comparison of predicted and true impedance for the existed method (supervised): (a) at 200, (b) at 500, (c) at 562 m.

Fig. 9. Comparison of predicted and true impedance for the proposed method (supervised): (a) at 200, (b) at 500, (c) at 562 m.

B. Training the Network

The acoustic impedance logs for Marmousi 2 are obtained by
multiplying their p-velocity and density logs shown in Fig. 4.
For each impedance log, we calculate the corresponding seismic
trace using (1), as shown in Fig. 5. Both the impedance logs and
seismic traces are normalized before training the network. We
selected 60% of data for training the network and 40% of data
are used for testing. In our work, first we train the network in a
supervised way with true AI labels. We trained the network with
2000 epochs and a batch size of 32. An epoch means training
the network with the complete training data once. After training
(supervised), the network is tested with test data to estimate the
acoustic impedance, which is shown in Fig. 6.

We randomly extracted the true and predicted impedance
traces and a comparison plot is made, as shown in Figs. 8
and 9, for the existing and proposed method, respectively. For
instance, consider the trace at depth 200 m, we can see a good
correlation in Fig. 9(a) compared to Fig. 8(a). The importance
of attention module is visualized through FPs, which are plotted
in Fig. 10. We selected every 8th FP among the configured 60
FPs where Fig. 10(a) shows input FP to the attention module,
i.e., channel attention module. Fig. 10(b) and (c) denotes the
output of channel attention module and spatial attention module,
respectively. From Fig. 10(c), we observe that the prominent
features are extracted from the output of attention module.
This clearly indicates the prominence of attention module. In

TABLE I
COMPARISON OF VARIOUS METRICS WITH THE EXISTING CNN METHOD FOR

MARMOUSI 2 DATA (SUPERVISED)

particular, we notice that output features from the attention block
show the layer boundaries very clearly.

Further, we trained the network in an unsupervised way, i.e.,
without the need for true AI, as shown in Fig. 3. The hyperpa-
rameters are chosen as in the case for supervised learning. The
trained network is tested with test data and the estimated AI
is as shown in Fig. 7. For comparison, we have taken random
impedance traces at various depths which are shown in Figs. 11
and 12. The training loss curve is shown in Fig. 13. From
these plots, we can observe the superiority of the proposed
method compared to the existing method. When compared to
the supervised learning, UL (correlation of 0.9764) has less
correlation since in supervised we use true AI labels where as
in unsupervised, we do not have an idea of true AI labels.

Table I shows various performance metrics used to evaluate
the proposed method when compared to existing methods on
Marmousi 2 dataset. The brief description about these metrics
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Fig. 10. FPs (randomly taken eight FPs from 60 FPs) for the attention module. (a) Input FPs to the channel attention module. (b) Output of the channel attention
module. (c) Output of the spatial attention module.

Fig. 11. Comparison of predicted and true impedance for the existed method (unsupervised): (a) at 151, (b) at 200, (c) at 562 m.
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Fig. 12. Comparison of predicted and true impedance for the proposed method (unsupervised): (a) at 151, (b) at 200, (c) at 562 m.

Fig. 13. Training loss. (a) Supervised learning. (b) UL.

are given in the following. Assume that the estimated mea-
surement {ẑi}Ni=1 and its corresponding ground-truth {zi}Ni=1

is available for supervised learning.
Mean squared error: The average squared difference between

the estimated values and actual values gives the MSE of the data
points

MSE =
1

N

N∑

i=1

||(zi − ẑi)||22. (12)

Coefficient of determination (r2): r2 provides measure of how
well observed outcomes are obtained from the model based on
the proportion of total variation of outcomes given by the model

r2 = 1−
∑N

i=1 ||(ẑi − zi)||22∑N
i=1 ||(zi − zi)||22

(13)

where z is the average of {zi}Ni=1

Pearson correlation coefficient: PCC is a statistic used to
measure the correlation between two variables (data). It gives

information about the magnitude and direction of correlation

r2 =

∑
(zi − zi)(ẑi − mean(ẑi))√∑
(zi − zi)(ẑi − mean(ẑi))

. (14)

The results are produced by performing simulations on an
Intel Xeon Silver 4216 CPU @2.10 GHz (two processors) with
256 GB RAM, 64-bit operating system. The software used is
Spyder environment from Anaconda Navigator. The training
loss is calculated for both supervised and unsupervised ap-
proaches shown in Fig. 13. It took around 2 min. to run the
python code and obtain the results for supervised case where
as for unsupervised case it took 5 min to get the results. The
reason behind this is as UL has to perform forward modeling to
generate calculated seismic data. As a result, computation time is
increased compared to the supervised case. The hyperparameter
tuning is done through BO tuner. The obtained parameters
(shown in Table II) are used in the training process where number
of layers is chosen as 3 and ADAM as optimizer with a learning
rate of 0.001 to minimize the cost function. In addition, we per-
formed noise resistance tests for the proposed method. We added
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TABLE II
OPTIMAL HYPERPARAMETERS

Fig. 14. Noisy seismic data and estimated P-impedance.

gaussian noise to the seismic data and analyzed the accuracy of
inversion (supervised learning). The proposed method works
efficiently even if the input seismic data are noisy with PCC of
0.963. The noisy seismic data and estimated impedance graphs
are shown in Fig. 14.

However, the proposed method has some limitations, which
is common with DL methods. The training data are very im-
portant in data-driven methods. In general, in these methods,
the training and testing data with similar characteristics shows
better performance. With the use of different distributed and
large amount of data in the training process, we can obtain the
generalized model, which works well on any test data but at the
cost of computational resources. Hence, in the future we would
like to use the concept of federated learning to better optimize
the computational resources.

IV. CONCLUSION

In this work, we presented a novel approach to address the
impedance inversion problem. Our method involves incorpo-
rating the attention module CBAM into the neural network
architecture, enabling the retrieval of salient features from the
input data. We explore two different data analysis approaches:
supervised and unsupervised. Supervised learning is utilized
when labeled data are available, while UL is employed in the
absence of labels where physics of the inverse problem is used.
In addition, we leverage the SeLU activation function for its
demonstrated stability and efficiency. To automatically optimize
the hyperparameters and reduce network training time, we utilize

BO. We used poststack seismic data to demonstrate the results.
The results show significant improvements compared to existing
methods, as evidenced by metrics, such as MSE, PCC, and
coefficient of determination in estimating AI.
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Abstract—A deepfake is a computer-generated fake image 
or video that combines images to create a new image or video 
that depicts an event, comment, or activity that did not actually 
occur. This has become a real problem nowadays to decide the 
originality of a video. For the same reason we are trying to 
create a machine learning model using transfer learning which 
will help us to distinguish between different videos to decide 
which video is real and which one is fake. For that we are using 
four different models and comparing their results. The overall 
best model is InceptionResNetV2 considering its training time 
and accuracy. In our results the InceptionResNetV2 performs 
best and gives an accuracy of 97.1 percent.

Keywords—ResNet50V2, InceptionResNetV2, NASNet, 
Deepfake, InceptionV3, Transfer Learning

I. INTRODUCTION

In actuality, 14968 phoney videos were published online 
or on social media, and nearly 96% of them featured 
celebrities doing obscene actions [3]. The production of 
fraudulent videos is also rising quickly. Not only images but
even video recordings are corrupted, demanded, and/or 
published publicly.

Fig. 1. The concept of transfer learning

DeepFakes are so convincingly fake that it is impossible 
to spot them with the unaided eye, and an average, 
uninformed individual would think they were real. The 
dataset utilised in this study, which consisted of fake photos 
and videos was taken from Kaggle [7]. View illustrations of 
genuine and to get the idea of deepfakes. In the dataset there 
are fictitious photos and videos [7]. The collection includes 
both false and non-fake photos and videos both of which can 
be recognised as such by the naked eye. Such false and 
actual picture identification can be aided by a properly 
trained deep learning model.

From fig.1 we can say reusing a model that has already 
been trained on a different issue is known as transfer 
learning. With transfer learning, a machine may use its 
understanding of one activity to better generalise about 
another [1]. In the context of image classification, the usage 

of pretrained models is a manifestation of transfer learning. 
A pretrained model is one that has already been trained on a 
sizable benchmark dataset and is able to solve issues that are 
comparable to those that have just been discovered [2]. It is 
customary to employ models that have been tested and are 
widely accessible (e.g. InceptionResnetV2, Resnet50V2,
Nasnet).

II. LITERATURE REVIEW 
The term “Deepfake''' refers to modified photos or any 

other digital delegations that have created an unreal portion 
of it. It is a mix of the terms “deep learning” and "fake". AI 
is used in Deepfake [3]. DeepFakes may be created by 
anybody with access to computers. A DeepFake is a forgery 
made by carefully examining the target person's photos or 
videos and then replicating that person's actions by changing 
some of them or all of them [4].

TABLE I. THE COMPARATIVE STUDY AND LITERATURE SUMMARY OF
DEEPFAKE DETECTION. 

Author Approach Dataset Accuracy (%)

Sinnott, R.O 
et al. , [21]

Mobile net and 
Xception

FaceForencics++ 91

Jung, T et 
al. , [22]

DeepVision Static deepfakes 
eye
blinking images 
dataset

87

Lewis, J.K 
et al. , [23]

Multimodal 
network

Facebook 
deepfake
challenge dataset

61

Zhuang, 
Y.X et al. ,
[24]

Dense Net and 
fake feature 
network

CelebA 90

Wen, Y et 
al. , [25]

Dense Net annotated CT-
GAN

80

Ismail, A et 
al. , [26]

XGBoost CelebDF and
FaceForencics++

90

III. METHODOLOGY 
For the process of data preprocessing we need images but 

our dataset is having videos so we created images from the 
frames of the videos. After each second, we select one frame. 
Now from these frames only the facial part for which we 
used the dlib library which returns the coordinates of the 
facial part recognized from the image. Upon getting 
coordinates we used OpenCV to crop out the image in size of 
128x128. 

Now we will be working on these images. After getting 
images we used pretrained models like InceptionResNet, 
NASNetMobile, InceptionV3 and ResNet50V2 to create our 
desired models for the image classification. After complete
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Fig. 2. Block diagram of Methodology 

training of our model we tested these models using testing 
videos. To test the model first we extract the images of the 
facial part using dlib and opencv and then we use our model 
on those images. After getting the result of all images we can 
predict whether the video was fake or real. 

A. ResNet50V2
One MaxPool layer, one Average Pool layer, and 48 

Convolution layers make up the ResNet50 model.We have 
carefully investigated the ResNet50 design, which is a 
widely used ResNet model.A minor adjustment was made 
for ResNet50 and upper; the shortcut connections now skip 
three layers instead of only two [11].

Fig. 3. Skip connection

In fig. 3  These layers are specifically allowed to 
approximate a residual function. . The 
original function thus becomes .

To a few hoard layers, we apply residual learning. In this 
paper, a construction block is thought of as [11]: 

                        i})+a .                        (1) 

The function  exemplifies the residual 
mapping that has to be learnt. For the illustration in Fig. with 
two layers,  where stands for ReLU and the 
biases are left out to make the notation simpler. 

The dimensions of a and G in Eqn must be equal to 
eqn.(1). If this is not the case (for example, when altering the 
input/output channels), the dimensions can be matched by 
executing a linear projection Ws by the skip connections: 

                        i}) +                   (2) 

In equation (2) a square matrix Ws is an additional option 
[11]. However, we shall demonstrate through experiments 
that the identity mapping is affordable and sufficient for 
dealing with the degradation problem, therefore Ws is only 
utilised when matching dimensions. 

Fig. 4. Confusion matrix of ResNet50V2 

After running the Resnet50V2 model, to conclude, we 
can say from the confusion matrix in fig. 4 that the ratio of 
correct prediction of real and fake is 680:630 and the ratio of 
wrong prediction of actual real and fake is 72:16. 

B. InceptionResNetV2 
A convolutional neural network called Inception-ResNet-

v2 was used to train almost a million  photos from the 
ImageNet collection [5]. Its 164-layer deep network The 
network therefore includes suitable feature representations 
for a diversification of image types. [13].  

Its construction makes use of both the Residual link and 
the Inception formation. Convolutional filters of 
miscellaneous shapes are merged with residual connections 
in the Inception-Resnet block.. Utilising residual connections
decreases and avoids deterioration problems caused by 
deep structures[16].

Taking video as input

Image Extracted and resized 
(data preprocessing)

Model training using 
ResNet50V2/InceptionResNet
V2/NasNet/InceptionV3

Classification of videos using 
generated models

2
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Fig. 5. Schema for InceptionResNetV2

Fig. 6. Confusion matrix of InceptionResNetV2 

We are using InceptiveResNetV2 for creating a model 
structure and added the layers which then finally pointed out 
to two final results as 0 for fake and 1 for real.On completion 
we can say from confusion matrix in fig. 6, that the ratio of 
correct prediction of real and fake is 660:620 and the ratio of 
wrong prediction of actual real and fake is 79:35.  

C. NASNet
The Google brain team developed the Mobile Neural 

Architecture Search Network (NASNet), which employs the 
two primary functions. 1)Normal cells 2)Reduction cells are 
seen in images 7, 8 [27].

Fig. 7. Nasnet Normal cell 

In order to attain a higher mAP, Nasnet first performs its 
operations on a small dataset before transferring its block to 
a large dataset. For better Nasnet performance, a customised 
drop path called Scheduled droppath for efficient 
regularisation is employed. In the original Nasnet 
Architecture, which is seen in Figures 7, 8,.[27] normal and 
reduction cells are employed and the number of cells is not 
predetermined. 

Fig. 8. Confusion matrix of NasNet

3
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While reduction cells provide the feature map that has 
been reduced by a factor of two in terms of height and 
breadth, normal cells dictate the size of the feature map [27].
After the NasNet model’s execution. Finally, we may state
from confusion matrix in fig.8 , that the ratio of correct 
predictions of real and fake is 700:12 and the ratio of wrong 
predictions of actual real and fake is 690:0.

Fig. 9. Nasnet Reduced Cell 

D. InceptionV3
The inception v3 model in Fig.11, which has 42 layers 

overall and a reduced error rate than its predecessors, was 
launched in 2015.[14]. The Inception V1 model has merely 
been improved and evolved within the  Inception V3 model. 
Several network optimization methods were employed by the 
Inception V3 model to increase model adaptability. It has a 
deeper network and is more effective than the Inception V2 
and V1 models, nonetheless, its pace is unrelenting.. 
Computing costs are lower [14]. It employs supporting
classifiers as regularizers..It has also learned efficient feature 
representations over a wide range of images.
After completion of running the InceptionV3 model we may 
state from the confusion matrix in fig. 10 ,   that the ratio of 
correct prediction of real and fake is 680:590 and the ratio of 
wrong prediction of actual real and fake is 110:25.

Fig. 10. Confusion matrix of InceptionV3 

Fig. 11. Inception V3 architecture 
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IV. RESULT AND OBSERVATION 
This paper is focused on comparing the different models 

to get the prediction whether the video is real or not and the 
time taken per epoch in case of each model. 

TABLE II. RESULT COMPARISON

Model
name

Time taken per
epoch (ms)

Accuracy in model 
training
(percent)

ResNet50V2 160 0.99982

InceptionResNet
V2

140 0.97124

NASNet 750 0.9725

InceptionV3 90 0.99982

Fig. 12. Accuracy Graph 

From table 2 and figure 12, the accuracy reported by 
InceptionResNetV2, InceptionV3, ResNet50V2, and 
NASNet is 97.12%, 99.23%, 99.82%, and 97.25%, 
respectively. According to Table 2, the training of the 
aforementioned models took 140ms, 90ms, 160ms, and 
750ms each epoch, respectively. As a result, 
InceptionResNetV2 provides the greatest accuracy and 
requires less training time. 

V. CONCLUSION

The primary Deepfake Images Detection methods have 
been reported in this project. In order to develop ever-more-
sophisticated DeepFake detection algorithms capable of 
operating in every situation, we employed four different 
types of ResNet Model and a number of new datasets. Deep 
learning-based methods have produced the best outcomes in 
this field. All of the techniques described in this project may 
be viewed as starting points from which forensic researchers 
might begin to develop increasingly reliable and complex 
answers. As we can see from our observations, 
InceptionResNetV2 is working in the most effective way 
than others. It is faster for model training than 
NASNetMobile, InceptionResNet and it is having accuracy 
which is not giving the problem of overfitting like that in 
ResNet50 and InceptionV3.  

In the future, research may be done with a larger dataset. 
Using better system settings with higher resolution (1024 X 
1024) content, to build a robust and accurate system that can 
identify DeepFakes in videos or photographs. 
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Abstract- Denoising helps improve image quality and recover 

important information from noisy pictures. This work introduces 

a novel denoising method. GGIF, WLS, and 2D Bilateral Filtering 

are used in a hybrid filter. The hybrid filter shown eliminates noise 

while preserving the picture's characteristics, edges, and textures. 

Denoising begins with GGIF, which preserves edges and reduces 

artefacts. Then, WLS reduces amplified noise and smooths the 

image adaptively according to the local gradient. Last, 2D bilateral 

filtering reduces noise while keeping structural integrity and edge 

information. The hybrid filter is tested using simulated and real-

world noisy images. The trials reveal that the recommended 

strategy outperforms current denoising approaches in noise 

reduction, edge retention, and visual quality. The hybrid filter 

may solve image processing, computer vision, and remote sensing 

problems. It uses GGIF, WLS, and 2D Bilateral Filtering to 

denoise well and improved perceptual fog density. 

Keywords- Perceptual fog density, Image processing, MATLAB, 

Weighted least squares, Guided Image Filtering 

I. INTRODUCTION 

The technique of denoising a picture is a key step in the 

preprocessing phase of a wide variety of applications, including 

computer vision, medical imaging, remote sensing, and digital 

photography [1-3]. Denoising is a method that may be used to 

eliminate noise from an image while still maintaining 

significant characteristics of the picture, such as its edges, 

textures, and minute details [4]. This is the primary objective of 

the denoising process. The research that has been done on 

denoising has led to the creation of a very large number of 

distinct techniques, each of which has both benefits and 

drawbacks [5]. Recently, there has been a lot of interest in the 

development of hybrid filters, which combine a number of 

different approaches into a single process [6]. These filters are 

designed with the intention of achieving a greater level of 

performance by making the most of the advantages provided by 

each distinct strategy [7]. 

In this context, we present a hybrid filter for denoising that 

incorporates Globally Guided  Image Filtering (GGIF), 

Weighted Least Squares (WLS), and 2D Bilateral Filtering. 

GGIF stands for Globally Guided Image Filtering, and WLS 

and 2D Bilateral Filtering are abbreviations for Weighted Least 

Squares Globally Guided Image Filtering is abbreviated as 

GGIF, while Weighted Least Squares is abbreviated as WLS. 

Denoising was successfully completed by making use of each 

of these approaches, each of which has a unique set of benefits 

and drawbacks. We have high hopes that by integrating these 

many techniques into a single hybrid filter, we will be able to 

overcome the constraints that are unique to each method and 

increase the overall effectiveness of the denoising process. 

Denoising an image is complex because it requires reducing 

noise in a manner that is effective while at the same time 

preserving the core characteristics that were there in the original 

picture [8]. This is the most challenging part of denoising an 

image. These components consist of edging, textures, and 

minute details in the design [9]. The existing denoising 

techniques often have difficulty striking the right balance 

because they either smooth the image too much, which results 

in the loss of important information, or they fail to reduce noise 

properly, which results in poor visual quality [10]. These two 

choices are not the best ones to make. As a consequence of this, 

there is a need for a technique of noise reduction that is effective 

at overcoming these limitations and enhancing the image 

quality by making use of the benefits provided by a variety of 

techniques of noise reduction [11]. 

This study's objective is to develop a hybrid filter for denoising 

that takes use of Globally  

Guided Image Filtering (GGIF), Weighted Least Squares 

(WLS), and 2D Bilateral Filtering in equal measure. The need 

of creating a hybrid filter for denoising data was the impetus for 

this body of work. The purpose of the proposed hybrid filter is 

to achieve higher performance in terms of noise reduction, edge 

preservation, and overall visual quality by overcoming the 

limitations of the separate approaches by combining them into 

a single method. This is done in order to overcome the 

constraints of the separate approaches [12-14]. The 

development of a filter of this sort may be of significant value 

to a range of applications, including computer vision, medical 

imaging, remote sensing, and digital photography [15-17]. 

These applications all need high-quality images for accurate 

processing and interpretation of the data they collect. 

This cutting-edge hybrid filter combines the GGIF, WLS, and 

2D Bilateral Filtering techniques in an attempt to provide a 

denoising solution that is comprehensive in nature. This is 

where the hybrid filter gets its unique characteristics from. 
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Since it utilises all of these different strategies at the same time, 

the hybrid filter is able to make the most of the positive aspects 

of each one while mitigating the negative aspects of the others, 

which eventually results in improved noise reduction 

capabilities. The implementation of the hybrid filter and its 

evaluation on synthetic and real-world noisy images 

demonstrate its effectiveness in noise reduction and edge 

preservation, outperforming state-of-the-art denoising 

techniques [18]. This is demonstrated by the fact that the hybrid 

filter outperforms traditional denoising methods. This is shown 

by the fact that the hybrid filter works better than the 

conventional techniques of noise reduction. This innovative 

approach to denoising offers a different perspective on image 

processing and has the potential to enhance a broad variety of 

applications that rely on high-quality photographs [19-20]. 

The GGIF filtering technique is one that keeps the edges of a 

picture while decreasing noise by taking into consideration the 

local structure of the guiding image. This approach was 

developed by Google. It is well renowned for the adaptive 

smoothing capabilities that the WLS approach has. This is due 

to the fact that the approach adjusts the level of smoothing 

based on the local gradient in the image. This leads to a 

decrease in noise without significantly altering the appearance 

of major components of the picture. On the other hand, the 2D 

Bilateral Filtering method is a well-established strategy that 

displays outstanding performance in the preservation of edge 

information while effectively suppressing noise. This is 

accomplished by the use of two filters that operate in opposite 

directions. 

This paper presents the design, implementation, and evaluation 

of the proposed hybrid filter, which combines the strengths of 

GGIF, WLS, and 2D Bilateral Filtering to achieve superior 

denoising performance. GGIF stands for Globally Guided 

Image Filtering, and WLS and 2D Bilateral Filtering stand for 

Two-dimensional Bilateral Filtering In the context of two-

dimensional bilateral filtering, the abbreviations GGIF and 

WLS stand for globally guided image filtering and 2D Bilateral 

Filtering, respectively. In order to illustrate the filter's 

effectiveness in terms of noise reduction, edge retention, and 

overall increase in visual quality, it is applied to a wide range 

of noisy photographs, some of which were created digitally 

while others were shot in the real world. The results of the 

experiments are compared to the most cutting-edge methods 

that are presently being used for the process of denoising. This 

comparison serves to emphasize the benefits of the proposed 

hybrid filter as well as its potential applications in a wide range 

of industries. 

II. LITERATURE REVIEW 

In recent years, a number of different denoising approaches 

have been developed, all with the goal of enhancing noise 

reduction, edge preservation, and overall visual quality. This 

section provides a high-level summary of a selection of 

pertinent research that were published after 2019 and that have 

led to the development of various noise-reduction techniques, 

such as hybrid filters. 

Chen, Y. et al. [1] proposed a work to provide a new adaptive 

guided image filtering-based denoising approach that enhances 

both edge retention and noise reduction performance. The 

advantages of guided image filtering and approaches for 

bilateral filtering have been combined in the method that has 

been suggested. 

Li et al. [2] suggested that for the purpose of picture denoising 

a hybrid filter that combines directed filtering with non-local 

means filtering. The approach achieves higher performance in 

both noise reduction and edge preservation as a result of its 

efficient use of the strengths that are inherent in both methods. 

Luo, X. et al. [3] suggested that the purpose of this work is to 

offer a deep learning-based denoising approach that makes use 

of hybrid filters. These filters combine classic filtering methods 

with convolutional neural networks. In comparison to the 

approaches that are already in use, the method that was 

developed displays superior performance in terms of reducing 

noise and maintaining picture attributes. 

Wang et al. [4] suggested a hybrid filtering approach for the 

purpose of picture denoising. This method combines guided 

filtering with block-matching and 3D filtering, and it is referred 

to as BM3D. The technique is very successful in removing 

noise while maintaining the image's borders and small features 

in their original state. 

Zhang et al. [5] provided a deep plug-and-play super-resolution 

approach that makes use of hybrid filters for the purpose of 

denoising the image. Deep learning and conventional filtering 

approaches are brought together in this method, which results 

in a versatile framework that may be used for a variety of 

different denoising applications. 

These experiments demonstrate the significance of integrating 

a number of different denoising approaches in order to get 

higher performance in terms of noise reduction, edge 

preservation, and visual quality. The goal of the hybrid filter 

that combines GGIF, WLS, and 2D Bilateral Filtering that has 

been presented is to build upon these recent achievements and 

further contribute to the development of successful denoising 

techniques. 

TABLE I. COMPARISON ANALYSIS 

Ref,year Technique Used Advantages Disadvantages 

[6],2018 G-GIF Produce sharper 

and well-
preserved images  

Visual 

inconsistencies 
in inpainted 

regions 

[8],2021 Laplacian and 
Gaussian 

Pyramids 

The object search 
is faster using a 

coarse-to-fine 

strategy 

Image 
resolution is 

reduced 

[13],2021 Adaptive Airlight 
Refinement and 

Non-Linear Color 

Balancing 

It produces 
visually pleasing 

images without 

halo artifacts 
maintaining the 

naturalness of the 

image 

Loss of original 
image fidelity 

and 

overcorrection 

[14],2022 Non Linear 

Transformation 

Proposed method 

transforms the 

minimum filtering 

Risk of 

overfitting in 

particularly in 
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on superpixels of a 

hazy image into 
the minimum 

filtering on 

superpixels of a 
haze-free image 

which prevents 

over enhancement 
in the long-range 

regions 

areas with 

complex 
structures and 

high frequency 

details 

[19],2019 Fast Adaptive 

Bilateral Filtering 

It attempts to 

eliminate the 
meaningless 

texture while 

preserving 
dominant structure 

as well as possible 

Smoothening 

blur out 
intricate 

textures & 

introduce halo 
artifacts around 

high contrast 

images 

 

III. IMPLEMENTATION 

The following steps need to be taken in order to accomplish 

denoising and dehazing utilizing a hybrid filter that is 

comprised of GGIF, WLS, and 2D Bilateral Filtering using 

MATLAB software with a changed intensity of GGIF: 

 

• Generate up the picture: With the imread function, 

bring the picture into MATLAB so that it may be 

processed. In order to continue processing the picture, 

use the im2double function to convert the image to 

values with double precision. 

 

• Remove the haze from the picture by using a dehazing 

technique like the dark channel previous approach to 

estimate the transmission map and the amount of 

ambient light. Make use of these settings to restore the 

picture without the haze. 

 

• The updated Globally Guided Image Filtering (GGIF) 

should be applied as follows: Adjust the settings so 

that the updated GGIF has the appropriate parameters, 

such as the changed intensity parameter (epsilon) and 

the window size for the filter. Apply the altered GGIF 

by making use of a specialized function that, upon 

receiving the dehazed picture as well as the parameters 

as input, returns the image that has been filtered. 

 

• Implement the filtering known as Weighted Least 

Squares (WLS): Adjust the settings for the WLS 

filtering, including the values for lambda and alpha. 

WLS filtering may be applied to the image that was 

produced from the GGIF stage by using the edge 

preserving filter function of MATLAB in conjunction 

with the 'wls' parameter. 

 

•  Setting the settings for the 2D Bilateral Filtering, 

including the domain and range standard deviations, is 

the first step in using this filtering method. Applying 

2D Bilateral Filtering on the picture that was produced 

from the WLS stage requires the use of a custom 

MATLAB function or an implementation provided by 

a third party. 

 

• Postprocessing: A postprocessing phase that adjusts 

the contrast and brightness of the picture may be used 

to further improve the quality of the image that is 

produced. The visual quality of the final denoised and 

dehazed picture may be improved by the use of 

techniques such as histogram equalization and 

adaptive contrast enhancement, amongst others. 

 

We used MATLAB to create a denoising and dehazing hybrid 

filter by following these steps. This filter will combine the 

benefits of GGIF, WLS, and 2D Bilateral Filtering, which will 

result in an improvement in picture quality. The photographs 

that were used as input are shown in figure 1. The method 

described here is applicable to any kind of picture; however, for 

demonstration purposes, we will utilize six photos. The 

majority of the pictures taken outside exhibit favorable 

outcomes. 

 

IV. RESULTS 

MATLAB was used as the platform for the development of the 

denoising and dehazing hybrid filter, which is a combination of 

the modified Globally Guided Image Filtering (GGIF), 

Weighted Least Squares (WLS), and 2D Bilateral Filtering. The 

findings that were obtained using this strategy indicate that 

there was a substantial improvement in both the picture quality 

and the perception fog density. 

 

 
Fig. 1. Input Images Hazy and Noisy 
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TABLE II: RESULTS COMPARISON 

PFD GGIF 

GGIF with WLS & 

Bilateral Filter 

Image 1 PFD 0.800454 0.409022 

Image 2 PFD 2.47031 0.844825 

Image 3 PFD 1.75596 0.853404 

Image 4 PFD 1.8298 0.814872 

Image 5 PFD 1.03638 0.555204 

Image 6 PFD 1.32298 0.688661 

 

 

The dark channel prior approach that was used for the purpose 

of preprocessing was successful in removing the haze that was 

present in the input picture, which resulted in an image that was 

both clearer and more aesthetically attractive. This action made 

a considerable contribution towards the overall improvement of 

the perceived fog density. 

 

 

 
Fig. 2. Image 1 PFD Result 

 

Improved denoising: The updated GGIF, which featured a 

changed intensity parameter, efficiently reduced noise while 

maintaining the picture structure. This was accomplished 

without altering the original GGIF. With manipulation of the 

filter's intensity parameter, edge information was maintained, 

and the filter was able to conform to the regional differences 

present in the picture, resulting in an output of improved 

quality. Fig. 2 to Fig. 7 shows the graph outputs respectively. 

 

 

 
Fig. 3. Image 2 PFD Result 

 

 
Fig. 4. Image 3 PFD Result 

The WLS filtering approach further improved the picture by 

limiting noise amplification and adaptively smoothing the 

image depending on the local gradient. This allowed for the 

retention of the image's edges. This led to an improvement in 

the preservation of edges and a reduction in noise, both of 

which contributed to an increase in the apparent density of the 

fog. 

 
Fig. 5. Image 4 PFD Result 
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Fig. 6. Image 5 PFD Result 
 

 
Fig. 7. Image 6 PFD Result 

 

 

The output results of the images are shown in figures 

screenshots from fig 8 to fig 13. Noise suppression and 

structural integrity: The 2D Bilateral Filtering further enhanced 

the picture by efficiently suppressing noise while maintaining 

the image's structural integrity and edge information. This was 

accomplished without sacrificing the image's integrity. This 

filtering method was crucial in the production of a final output 

picture that had increased perceptual fog density as well as 

lower levels of image noise. 

Postprocessing: The contrast and brightness of the picture's 

final output were improved using histogram equalisation or 

adaptive contrast enhancement algorithms, which resulted in an 

image that was more aesthetically attractive. 

 

 
Fig. 8. Image 1 Output 

 

In the first image, the filter performed a remarkable denoising 

job on the image, significantly reducing the noise levels and 

enhancing its overall clarity. It effectively preserved fine details 

and textures while smoothing out unwanted noise artifacts, 

resulting in a clean and visually appealing image. 

 

 
Fig. 9. Image 2 Output 

 

In image 2, the filter achieved impressive dehazing results on 

the image, substantially reducing noise levels and improving 

overall clarity. It successfully preserved intricate details and 

textures while effectively eliminating unwanted haze, resulting 

in a visually pleasing and clean image. 

 

 
Fig. 10. Image 3 Output 
 

In the third image, the filter successfully cleared and improved 

my image, effectively eliminating unwanted artifacts and 
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enhancing its overall quality. It significantly reduced noise 

levels, resulting in a cleaner and more refined appearance. The 

filter's application resulted in a noticeable improvement, with 

enhanced clarity and improved visual appeal. 

 

 
Fig. 11. Image 4 Output 

 

In the fourth image, the filter efficiently dehazed my image, 

effectively removing atmospheric haze and improving 

visibility. It restored the lost details and enhanced the overall 

clarity of the scene, resulting in a significantly clearer and more 

vibrant image. 
 

 
Fig. 12. Image 5 Output 

 

The filter effectively cleared and enhanced my image by 

eliminating undesirable artifacts and improving its overall 

quality. It successfully reduced noise levels, resulting in a more 

polished and refined look. Applying the filter noticeably 

improved the image, enhancing its clarity and visual appeal. 

 

 
Fig. 13. Image 6 Output 

 

The filter significantly enhanced the clarity of my image, 

bringing out sharper details and improving overall definition. It 

effectively reduced blurriness and enhanced the crispness of the 

visual elements. The application of the filter resulted in a 

noticeably clearer and more distinct image with improved 

visual clarity. 

V. CONCLUSION 

In conclusion, an enhanced GGIF, WLS, and 2D Bilateral 

Filtering are effectively merged into a hybrid filter, which 

results to a large improvement in both the image quality and the 

perceived fog density. This is achieved by a combination of the 

improved GGIF, WLS, and 2D Bilateral Filtering. This method 

is able to effectively resolve the problems of denoising and 

dehazing, providing a powerful solution for enhancing photos 

in a range of applications including photography, computer 

vision, and surveillance systems. For the future scope we will 

implement this technique using deep learning approaches. 
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Abstract— In order to achieve wide input range, minimal 
switching losses, and stable performance designing of resonant 
converters are required. This paper suggests effective 
methodology of battery charging using resonant converter. 
Resonant power converters have become quite popular recently 
in applications requiring solid-state transformers, solar PV fed 
electric vehicle (EV) charging infrastructures, etc. An LLC 
DC/DC resonant converter is designed and proposed in this 
paper for the utilization of battery charging. The battery is 
charged using closed loop constant current charging technique. 
This approach indicates the requirements of fine-tuning of PI 
controller for constant current application, which is used for EV 
battery charging application. 

Keywords— Constant current battery charging, LLC resonant 
converter(inductor-inductor-capacitor), PI controller, zero voltage 
switching. 

I. INTRODUCTION 

Internal combustion (IC) engines have been the only type 
of engines used in international transportation networks for a 
very long period. Diesel, gasoline serve as the primary 
sources of energy for the vehicle engine in conventional 
transportation propulsion systems [1]. Due to the hazardous 
CO2 emissions emitted during combustion, the usage of such 
fuels results in health issues. As a result, recent research and 
attention have focused heavily on electric and hybrid vehicles 
(HEV). It is done to reduce the hazardous gases emitted 
during the combustion of these fuels and create the 
foundation for a clean and energy-efficient transportation 
system. In order to fulfil the requirement of power in the 
electric vehicle transportation, rechargeable batteries are 
essential in hybrid and electric automobiles. The 
rechargeable batteries are changing the way of designing 
Electric vehicles. As the batteries are dc operated that always 
require dc-dc converter for controlling the power stages. 
Developing countries are replacing fuel driven vehicles with 
traditional, less expensive EVs which are driven by lead acid 
and Li-ion batteries. 

The fast-charging mechanism is the current demand of EV 
nowadays. To decrease the charging time an EV, fast 
charging stations are installed and used suitably [2]. for 
reducing charging time of EV, fast charging stations and 
choice of battery packs are important. Modern lithium ion and 
lead acid batteries packs, which use fast charging that 
providing longer travel distances with shorter duration of 
charging time. Thus, effective and quick charging method is 
always a topic of research area for EV batteries. 

The inductor-inductor-capacitor (LLC) resonant converter 
offers numerous advantages, including the capacity to 
maintain the output parameters constant over a large range of 
extension of load and line fluctuations with only a modest 
variation in switching frequency. Over the full operational 
range, it can accomplish zero voltage switching (ZVS).  All 

necessary parasitic elements of semiconductor devices are 
used to achieve soft switching  [3]. It is easier to charge the 
batteries through full-bridge inductor-inductor-capacitor 
(LLC) resonant dc-dc converter. This converter provides 
moderate frequency variation, low value of current/voltage 
stress at switches and achieves ZVS & ZCS operation to 
mitigate switching losses  [4]. These parameters define the 
different topology of resonant power converter. 

The proportional integral (PI) controller and pulse 
frequency modulation (PFM) techniques are utilized to 
manage the battery’s voltage and current at output side of 
converter. LLC resonant converter receives power from DC 
voltage and transferred to load. The output voltage and output 
current of the converter is controlled by the PI-controller [4]. 
PFM controller executes desired switching signal, that 
provides gating signal to converter for switching. The 
overcharging situations in rechargeable batteries can be 
avoided by constant current charging method [5]. The 
phenomenon of overcharging is quite common nowadays and 
requires instant solution to avoid the heating of batteries 
during running conditions. As the temperature varies place to 
place at different interval of time, so designing of these 
converters are important that avoid overcharging. 

II. CONVERTER DESIGN

A. Resonant Power Converter 

Resonant power converter mainly comprises three stages 
including square wave generator, resonant tank circuit and 
bridge rectifier with filter capacitance. By alternately 
applying a pulse width modulated gating signal using PI 
controller (approx. 50% duty cycle) to switches S1, S4, and 
S2, S3, the square wave generator creates a voltage that is 
square in nature. Typically, a little dead period is included in 
between each subsequent transition. The square wave is 
generated by a full-bridge converter [6]. 
Magnetizing inductance component of transformer, leakage 
inductance and capacitor make up the resonant network. The 
magnetizing branch of the inductance, which serves as a 
shunt inductor is represented by Lm, resonant inductor and 
resonant capacitor is represented by Lr and Cr respectively. 
This resonant network helps to achieve resonance condition. 
Resonant network filters out higher harmonic currents and 
helps to achieve resonance and receives a square nature of 
voltage waveform through inverter end. The resonance 
condition is quite crucial in designing the converter that 
maintains the switching losses. This resonance condition is 
achieved by the suitable values of resonant inductor and 
resonant capacitor with shunt inductance of transformer 
connected in parallel. At rectifier end of the resonant 
converter creates dc voltage from the ac input. The output 
filter capacitance of the rectifier is used to remove high 
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frequency ripples [4], [7]. At the rectifier end is connected 
with battery pack for the application of charging [6]. 
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Fig 1. LLC resonant converter with rechargable battery. 

A. Operating frequency region 

Case 1: fs = fr: Each cycle of switching delivers power, 
therefore each half  switching cycle is involved [1]. At half 
cycle of switching, rectifier current is zero, and the 
magnetising current is achieved due to the presence of 
resonant inductor . Resonant tank has unity gain and designed 
for most optimal operation. The efficiency at this point and 
the turns ratio of isolation transformer is maintained that 
specific converter can function properly for nominal values 
of input and output voltages [8]. 

Case 2:  fs > fr: Each cycle of switching involves small 
amount of power delivery action, which is analogous to 
resonant frequency operation. Additionally, before resonant 
half cycle is finished, second half cycle of switching starts. 
Secondary rectifier diodes are harmed by strong 
commutation, whereas primary side MOSFETs experiences a 
great turn-off loss. This case of operation is intended for buck 
operation due to a higher input voltage rating. 

Case 3: fs < fr: Power delivery action is completed during 
each half of the switching cycle. When the switching half 
cycle is completed, the freewheeling action starts and lasts 
until the magnetising current is reached by the resonant 
inductor current ILr. Circulating current increases the value of 
conduction losses of converter. Converter runs in this mode 
when boost operation is required due to a lower input voltage. 

B. Soft switching  

Converters can implement soft switching in a number of 
different ways.The goal is to produce a forced swing using 
LC transients. As a result, soft switching activates and 
deactivates the electrical switch using an LC resonant circuit. 
The current and voltage waveform intersection is minimized 
by controlling the switching timing [9]. It is crucial to 
eliminate power losses to improve efficiency. Moreover, it 
helps in lowering inductance, switching losses, and diode 
losses. ZVS and ZCS are switched as part of the process. In 
fact, the electronic switch utilizes the resonance phenomenon 
to switch on and off under soft switching conditions.The 
ability of switches to turn on and off at zero (or almost zero) 
voltage or current reduces switching losses and improves 
converter efficiency . Fig. 2 represents switching power loss 
in IRF530 during turn-ON. As a result, to obtain precise 
coordination between the multiple waveforms, soft switching 
approaches require more complicated control circuits [10]. 
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Fig. 2. Switching power loss in IRF530 during switch-ON confition. 

 

C. Design Calculation 

Fig. 3 represents equivalent cirucit of LLC resonant 
converter. The equivalent cirucit comprises of Rac which 
depends on the turns ratio of isolation transformer and value 
of equivalent load resistance. This equivalent cirucit is 
designed by considering the effect of transformer and load 
resistance. Due to this equivalnet circuit simplification to 
resonant tank circuit becoms easy. The value of Rac is 
calculated and presented in Eq (3). 
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Fig 3. LLC resonant converter (a) connected with rechargable battery; (b) 
output of square wave connected with resonant tank fed rectifier circuit; (c) 
ac equivalent circuit with Rac load 

For designing resonant converter, The minimum and 
maximum converter voltage gain values, along with the 
appropriate transformer turns ratio are chosen. The nominal 
value of voltage gain is considered to be unity. 

1;   1.25p
nom

s

N
M

N
   (1) 

where; 
Mnom = nominal voltage gain, 
Np = 120 and Ns = 96 are the primary and secondary turn ratio. 
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 

 (2b) 

where; 
Mmax = maximum voltage gain, 
Vin_nom, Vin_min, Vin_max are nominal, minimum and maximum 
input voltages respectively. 

The proper values of gain are obtained by selecting the 
nominal voltage, min nominal voltage and max nominal 
voltage of the converter specifications. The values of 
resonant tank circuit are calculated by selecting quality factor 
(Qmax) and gain (m) value. The value of Qmax is considered as 
0.4 and represented by Fig. 4. The value of m is considered 
high due to following reasons –  

 Higher the value of efficiency 
 Higher magnetizing inductance 
 Lower magnetizing circulating current 

The proper values of Qmax and m specifies the performance 
of converter as well as soft switching behaviour. The 
converter's switching determines power losses, which have 
an impact on the converter's efficiency. Higher the switching 
losses, decreases the efficiency and performance at higher 
frequency operation. Converters at such high frequency of 
100 kHz require fast and instant switching which enables the 
resonant mode of operation. 

Step1: Selecting the Qmax value; i.e. Qmax = 0.4 
Step 2: Selecting the m value; i.e. m = 6.3. 
Step3: Calculating resonant components value 

2 2

2

8
22.52 ohmsp o

e
s o

N V
R

N P
         

     
 (3) 

Step 4: Calculation of resonant capacitance: 

1
19.03

2r
o ac

C nF
Qf R

   
(4) 

Step 5: Calculation of resonant inductance: 

2 2

1
120

4r
o r

L H
f C




   
(5) 

The specification of resonant converter is depicted in 
Table I. 

TABLE I. SPECIFICATIONS OF RESONANT CONVERTER 

Parameters Variables Values 
DC-input Voltage Vd 120 V 
Resonant Frequency fr 89.7 kHz 
Switching Frequency fsw 100 kHz 
Resonant Inductance Lr 120 µH 
Resonant Capacitance Cr 22.52 nF 
Filter Capacitance Co 470 µF 
Output current Io 15.625 A 
Battery capacity   15.625 Ah 
Battery type  Lithium ion (C1 

Type)            
Battery nominal voltage Vb 96 
Initial state of charge  45% 

Switching frequency is higher than the resonant frequency 
which forces the desired converter to operate in buck mode. 
Thus, battery rating of 96 volts is charged by the dc input 

voltage of 120 volts. The filter capacitance is considered at 
high value of 470μF; which eliminates the higher order 
harmonics at output voltage. The resonance condition is also 
achieved to mitigate the losses due to switching  of the 
converter at such high frequency of 100 kHz. 

The gain of designed resonant converter is crucial in the 
designing part. Gain of the converter is compared with 
respect to range of frequencies for operation. This defines the 
range of operating  frequency  at which highest  quality  factor 
is achieved. 
 Converter gain is the function of frequency and value of m 
respectively. 

Transfer function of full bridge LLC resonant converter 

The transfer function of Full Bridge LLC resonant converter 
is represented by the ac equivalent circuit with Rac load as 
mentioned in Fig. 3(c). It is represented by the voltage across 
CD terminals and voltage across AB terminals of the given 
circuit diagram and represented by Eq (6). 

Where , 1 ,Lr Lr Cr Cr m mX X X L      

( )( )
CD m e

AB m e Lr Cr m e

V jX R

V jX R jX jX jX R


 
 (6) 

1
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Putting the value,  
1o r

e o r e

L
Q

R C R




   

1
,o x

or rL C


 


   

where x is normalized switching frequency that is 

defined by ratio of switching to resonant frequency- 
2

1
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Eq (8) shows the complete transfer function in terms of 
Quality factor, ratio of resonant to magnetizing inductance 
and operating frequency of the proposed converter. Based 
upon its number of curves are drawn at different values of m 
to decide the range of the Gain. This also defines the 
operating region during operation.  
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Fig 4. Gain versus frequency curve of resonant converter at (a) m = 3, Q = 
0.7 (b) m = 6, Q = 0.4 (c) m = 12, Q = 0.2. 

The curve in Fig. 4 is plotted at different values of m that 
depicts the operating region of the converter at a specific 
value of Q. Inductive region operation is being used by the 
converter to achieve ZVS condition. The maximum value of 
Q is represented by Qmax. As the Q and frequency changes, 
the operating region of converter also changes. Thus, it is 
very crucial to optimize the quality factor value of Qmax for 
better operating condition and achieving resonance. The steps 
to design the LLC converter is presented in Fig. 5. 

Load independent gain characteristics offered by LLC-
resonant converter in lagging region helps to sustain ZVS and 
constant switching frequency operation.The parallel inductor 
placed parallel to transformer is crucial for maintaining ZVS 
under light load conditions and maintaining the magnitude of 
inrush current at the beginning. 

This section describes how design factors influence 
voltage regulation and efficiency performance of resonant 
converter. It simplifies the design and helps to choose the 
values of converter that performs resonance. The final design 
objective is to meet gain requirement for all line and load 
regulations during charging the battery. These steps are 
executed to design the converter which is suitable to operate 
at wide range of frequencies as well as different loading 
conditions that made it suitable for EV charging applications. 
Soft switching and resonance condition is obtained by 
resonant tank circuit. The PI controller is going to be tuned 
perfectly for achieve constant value of current at the output 
side of converter during charging. 

 
Modes of operation of proposed converter  
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(d) 

Fig 5. (a)Switching condition of S1, S4(Mode1) (b) Switching condition of 
S2, S3(Mode2) (c) Dead band region 
  
As shown in Fig 5(a), S1, S4 switch on at t = t1 that allows the 
input current to pass to load though resonant tank circuit and 
achieves ZVS at the end.  
As shown in Fig 5(b), S1, S4 are cut off at t3 while S2, S3 still 
remain at the cut off state. This forms a dead time region 
where all the switches are in their off state.  
As shown in Fig 5(c), S2, S3 switches are operated at t = t2 and 
achieve ZVS while S1, S4 remain at off state. The primary 
current reaches to load in the same manner that allows the 
battery to charge at the desired level of voltage.  
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III. BATTERY CHARGING USING PI CONTROLLER 

There are mainly two methods to charge a battery: constant 
voltage, constant current charging methods. Both charging 
methods are employed based on the requirement and 
application. 

A. Constant current charging method: The value of current 
remains constant while charging the battery. The level of 
current signal is considered at approximately 9.85% of the 
maximum rating of battery during charging the batteries at 
constant value of current. The main drawback of long 
duration of charging is that as the battery is overcharged that 
may increase the temperature of battery which further 
overheats and require instant replacement of battery [11]. 
This constant current charging technique is executed with 
lithium ion and lead acid type of batteries.  
B. Constant voltage charging method: In order to avoid 
overcharging, battery may also charged at constant voltage. 
The power supply maintains a constant voltage as long as, the 
charger provides a complete path to flow the full value of  
current through the battery. The value of current begins to 
decrease to the least min value of threshold voltage that is 
attained by the converter [11]. Lead acid batteries can be 
charged quickly with this methodology [12]. 

C. The optimal charging is achieved by fine tuning of PI 
Controller. The closed loop converter helps to stabilize the 
output values to a desired value which is further implemented 
to obtain charging conditions. PWM and a voltage controller 
are used, which is utilized by the standard LLC resonant 
converter. The PI controller processes the voltage error (Voe) 
that is produced by the difference created by the given 
reference output voltage and standard battery voltage. The 
iteration is executed till values near to the standard values is 
achieved. As it approaches to the standard values, the 
iterations are stopped and mark the values of PI tuning. All 
these values indicate best optimization of error signal which 
is generated by comparing the actual and standard signal.  
[13] 

PI Controller: The PI controller mainly consists of 
function values of proportional and integral. PI controller 
which is implemented for constant current charging is 
represented by the following equation that represents the 
proportional and integral values of the function 𝑢(𝑡). The 
error signal is achieved by difference of output signal and 
reference signal for the converter. The error signal is directly 
fed back to the system that stabilizes the output at constant 
value. This makes the converter stable and provide a constant 
current or constant voltage operation [13].  

The function u(t) is represented by controlling signal and 
e(t) is represented by error signal. The controlling signal is 
defined as the combination of proportional and integral 
parameters of the converter. P-term and I-term are all 
contributing to rectify the error output. The P-term is 
proportional to the error signal, the I-term is the integral to 
the error signal. The parameters of the controller are 
represented by proportional gain Kp, integral gain Ki.  

0

1
( ) ( ) ( )

t

i

u t k e t e T dT
T

 
  

 
  

(9) 

where, Ti stands for integral time of the specified design of PI 
controller. The integral parameter of (9) represents previous 
value of errors and the proportional function estimates error 
corresponding to present value [14]. Thus, parameters of 

proportional and integral are quite important to tune PI 
controller after number of iterations. 

This term “current error (Ie)” refers to the discrepancy 
between a real current value and its standard current value of 
converter. The resulting current error (Ie) signal is passed to 
PI controller that standardize the value of current for constant 
charging. Thus, it is important to check the error signal of 
current at each iteration that defines the accuracy of 
standardization method. Mathematically, it can be 
represented as follows  [13]: 

      ( ) ( 1) 1pi e e ii ed x d x G I x I x G I x       (10) 

where Gpi represents proportional gain and Gii represents 
integral gain of the PI controller for constant charging. 

The output is expressed as follows  [13]: 

 ( ) ( 1) ( ) ( 1 ( )pg oe oe ig oef x f x G V x V x G V x       (11) 

Where Gpg represents proportional gain value and Gig 
represents integral gain of the given converter.  
Equations (9), (10), and (11) help to define the values of 
proportional and integral of the converter. 

IV. SIMULATION RESULTS 

    LLC resonant converter of 1500 watts is designed and 
modelled with MATLAB/SIMULINK software for output 
voltage rating of 96 V and constant current of 15.625 A. The 
converter is used for charging of Lithium-ion battery in 
constant current mode. System parameters are presented in 
Table I. Fig 6 represents the output current and voltage of 
LLC resonant converter. The ripple in the output voltage and 
output current are minimum which is suitable for battery 
charging application. This model can be applied in EV level 
1 charger (upto 3.3kW) and upon extending the rating of 
converter can be applied in level 2 and level 3 chargers. 

 

Fig. 6. Output current, output voltage  

 

Fig. 7. Gate Pulse, Switch voltage and Switch current across MOSFET 

Zero voltage switching behavior is achieved by switching the 
MOSFET voltage and current at a particular instant of time. 
The switching is performed to maintain the losses at their 
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minimum level at such high frequency operation and provides 
soft switching to the converter.  
This switching current is obtained through S2, S3 switches and 
the same action is achieved with S1, S4 switches during next 
cycle of gating pulse of converter as mentioned in Fig 7. 
The zero-voltage switching is obtained that mitigates the 
switching losses and improves the overall efficiency of 
converter for the application of EV charging.  

 

Fig. 8. SoC (%), constant charging current, battery voltage. 

Fig. 8. representing SoC of battery which shows the charging 
case of the converter by the linearly increasing graph. The 
constant negative value of current represents behaviour of 
constant current charging method. Battery voltage and 
current values are maintained at constant level of 96 volts and 
15.625 A. 

 

 

 

Fig. 9. (a) Input voltage at primary side(V1) (b) Output voltage at secondary 
side(V2) and (c) Diode current at secondary side (Id) 

Fig 9 represents the voltage at the primary and current at the 
secondary side of transformer. A high frequency operated 
transformer is used due to light weightage and comparatively 
small in size and can be implemented in the level 1 charging. 
Not just it transforms the input voltage and input current but 
also provides galvanic isolation. 

V. CONCLUSION 

LLC full bridge resonant power converter is developed for 
the application of charging. The charging methodology is 
based on the constant current charging. Battery is charged at 
the charging current of value 15.625 A and battery voltage of 
96 volts. This constant current charging method avoids the 
overheating problem. PI controller is tuned properly using 
closed loop configuration for the high switching operation 
and better efficiency. 

VI. ACKNOWLEGEMENT 

This research supported by the Science and Engineering 
Research Board (SERB), Department of Science & 
Technology, Government of India, under the SERB sanction 
order number SRG/2021/001640. 

REFRENCES 
[1]. R. -L. Lin and C. -W. Lin, "Design criteria for resonant tank of LLC DC-

DC resonant converter," IECON 2010 - 36th Annual Conference on 
IEEE Industrial Electronics Society, Glendale, AZ, USA, 2010, pp. 427-
432, doi: 10.1109/IECON.2010.5674988. 

[2]. A. Bouach, S. Mariéthoz and T. Delaforge, "Series Resonant Converter 
for DC fast-charging electric vehicles with wide output voltage range," 
2019 21st European Conference on Power Electronics and Applications 
(EPE '19 ECCE Europe), Genova, Italy, 2019, pp. P.1-P.8, doi: 
10.23919/EPE.2019.8914828. 

[3]. Y. Wei and A. Mantooth, "A Flexible Resonant Converter Based Battery 
Charger with Power Relays," 2021 IEEE Energy Conversion Congress 
and Exposition (ECCE), Vancouver, BC, Canada, 2021, pp. 1675-1680, 
doi: 10.1109/ECCE47101.2021.9595497. 

[4]. S. Wang, Y. Liu and X. Wang, "Resonant Converter for Battery 
Charging Applications With CC/CV Output Profiles," in IEEE Access, 
vol. 8, pp. 54879-54886, 2020, doi: 10.1109/ACCESS.2020.2981595. 

[5]. B. -H. Liu, J. -H. Teng and S. -S. Chen, "Novel H LLC Resonant 
Converter with Variable Resonant Inductor," 2022 IEEE IAS Global 
Conference on Emerging Technologies (GlobConET), Arad, Romania, 
2022, pp. 327-331, doi: 10.1109/GlobConET53749.2022.9872360. 

[6]. R. Kodoth, T. Harikrishnan, K. R. Bharath and P. Kanakasabapathy, 
"Design and Development of a Resonant Converter Adapted to Wide 
Ouput Range in EV Battery Chargers," 2018 3rd IEEE International 
Conference on Recent Trends in Electronics, Information & 
Communication Technology (RTEICT), Bangalore, India, 2018, pp. 
1018-1023, doi: 10.1109/RTEICT42901.2018.9012426. 

[7]. F. Musavi, M. Edington, W. Eberle, and W. G. Dunford, “Evaluation 
and efficiency comparison of front-end AC-DC plug-in hybrid charger 
topologies,” IEEE Transactions on Smart Grid, vol. 3, no. 1, pp. 413– 
421, 2012 

[8]. J. Deng, S. Li, S. Hu, C. C. Mi and R. Ma, “Design Methodology of LLC 
Resonant Converters for Electric Vehicle Battery Chargers,” IEEE 
Transactions on Vehicular Technology, vol. 63, no. 4, pp. 1581- 1592, 
May 2014. 

[9]. G. Spiazzi, "Analysis and design of the soft-switched clamped-resonant 
interleaved boost converter," in CPSS Transactions on Power 
Electronics and Applications, vol. 4, no. 4, pp. 276-287, Dec. 2019, doi: 
10.24295/CPSSTPEA.2019.00026. 

[10]. B. Akhlaghi and H. Farzanehfard, "Family of Soft Switching Quasi-
Resonant Interleaved Converters," 2022 13th Power Electronics, Drive 
Systems, and Technologies Conference (PEDSTC), Tehran, Iran, 
Islamic Republic of, 2022, pp. 473-478, doi: 
10.1109/PEDSTC53976.2022.9767232. 

[11]. T. N. Gücin, M. Biberoğlu and B. Fincan, "A Constant-Current 
Constant-Voltage Charging based control and design approach for the 
parallel resonant converter," 2015 International Conference on 
Renewable Energy Research and Applications (ICRERA), Palermo, 
Italy, 2015, pp. 414-419, doi: 10.1109/ICRERA.2015.7418447. 

[12]. T. N. Gücin, M. Biberoğlu and B. Fincan, "Constant frequency 
operation of parallel resonant converter for constant-current constant-
voltage battery charger applications," in Journal of Modern Power 
Systems and Clean Energy, vol. 7, no. 1, pp. 186-199, January 2019, 
doi: 10.1007/s40565-018-0403-7. 

[13]. C. Buccella, C. Cecati, H. Latafat and K. Razi, "Comparative transient 
response analysis of LLC resonant converter controlled by adaptive PI 
and fuzzy logic controllers," IECON 2012 - 38th Annual Conference on 
IEEE Industrial Electronics Society, Montreal, QC, Canada, 2012, pp. 
4729-4734, doi: 10.1109/IECON.2012.6389483. 

[14]. M. I. Shahzad, S. Iqbal and S. Taib, "LLC series resonant converter 
with PI controller for battery charging application," 2014 IEEE 
Conference on Energy Conversion (CENCON), Johor Bahru, Malaysia, 
2014, pp. 84-89, doi: 10.1109/CENCON.2014.6967481. 

[15]. R. Msssaurya and R. Saha, "Design and Simulation of an Half-Bridge 
LLC Resonant Converter for Battery Charger in EV," 2022 IEEE Delhi 
Section Conference (DELCON), New Delhi, India, 2022, pp. 1-9, doi: 
10.1109/DELCON54057.2022.9753654. 

Authorized licensed use limited to: DELHI TECHNICAL UNIV. Downloaded on October 03,2023 at 09:48:54 UTC from IEEE Xplore.  Restrictions apply. 



979-8-3503-1997-2/23/$31.00 ©2023 IEEE 
 

Design of 50 kW Two Stage off-Board EV Charger 
using CC-CV Algorithm 

Kushank Singh  
Department of Electrical Engineering 

Delhi Technological University 

Delhi, India 
singhkushank87@gmail.com                                                

Vanjari Venkata Ramana 
Department of Electrical Engineering  

Delhi Technological University 

Delhi, India 
venkat.vr90@gmail.com

Abstract— In this paper a 50 kW two stage off-Board EV 

charger is designed for charging a lithium ion battery using 

constant current (CC)-constant voltage (CV) algorithm. First 

stage includes three phase Vienna rectifier with power factor 

correction. The output of the first stage is the DC bus, which acts 

as an input to the second stage. Second stage includes full bridge 

LLC resonant converter and a lithium ion battery is connected 

to the output of second stage. To maintain constant DC bus 

voltage of 700V and to ensure unity power factor, dual loop 

control using d-axis and q-axis current control using space 

vector pulse width modulation (SVPWM) is adopted for 

controlling Vienna rectifier. Closed loop control for full bridge 

LLC resonant converter is designed using CC-CV control 

algorithm and pulse frequency modulation (PFM) to charge the 

rated 280 V/112 Ah lithium ion battery. MATLAB-Simulink is 

used for validating the designed system outcomes. 

 

Keywords— Constant Current (CC)- Constant Voltage (CV) 

algorithm, Vienna rectifier, SVPWM control, Total Harmonic 

Distortion (THD), LLC converter, Zero Voltage Switching (ZVS), 

Gain plot, State of Charge (SOC), FFT analysis. 

I. INTRODUCTION 

In today’s growing market of EVs globally, unavailability 
of fast charging stations at certain distance is the main reason 
for the range anxiety among the EV users. Therefore, the main 
focus of various charging companies is towards the charging 
of electric vehicles at higher charging rates under the EV 
standards [1]. Fast charging requires efficient power 
converters which are capable of transferring higher power to 
achieve high C-rate. Most of researchers working on the new 
topologies to make grid more stable during charging, as the 
THD in the injected grid current without any power factor 
correction (PFC) control is more than 5% which cannot  be 
considered based on Indian EV standards [2].  

There are various level of charging: level 1, level 2 and 
level 3 charging [3]- [4]. Level 1 are mostly used in residential 
areas and have low ratings of up to 2 kW, which supports only 
slow charging and can take around 12 hours to charge to 100% 
SOC. Level 2 charging is adopted in residential as well as 
working premises, public places etc. which is capable of 
improving the C-rate of the battery and take around 6 hours to 
charge to 100% SOC. The ratings of level 2 charging goes up 
to 20 kW. Level 3 or DC fast charging are the most focus area 
nowadays due to their higher ratings ranging from 50 kW to 
several hundred kW. These charging station are provided 
among various areas of the cities and are expanding at a rising 
rate. Level 3 provides higher C-rates which helps the user to 
charge their vehicles up to 80% SOC in about 20 minutes and 
can take up to 1 hour depending on the rating of charging 
station. Level 1, level 2 chargers are characterized as on- board 
chargers and level 3 chargers as off-board chargers. 

Various power factor corrections topologies are 
considered to make the grid current in phase with the voltage 
to minimize the THD below 5% based on the EV standards 
[5] . These topologies include interleaved boost PFC which is 
the simplified topology for power factor correction and 
features minimized inductor current ripples. In [6] the authors 
proposed a bridge less boost PFC topology for an EV charger 
which features no diode bridge rectifier and improved 
efficiency. A comparison was also made among PFC boost, 
interleaved boost, semi-bridge less boost and totem pole boost 
on the basis of the system complexity and efficiency. 

For off-board EV charging, non- isolated dc-dc converters 
are not significant due to their limitations in power ratings and 
size. The full bridge LLC converter features higher power 
density, can be operated at higher switching frequency and 
also features ZVS of the primary side controlled switches 
based on the design consideration of the converter which 
minimizes the losses to a greater extent. The size of the 
converter can also be reduced when we are operating at higher 
switching frequency. But the designing of LLC converter is a 
tedious task due to various design consideration but its 
features attracts it for EV charging applications. 
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Fig. 1. Block diagram of designed off-board EV charger 

There are various types of batteries which includes lead 
acid (Pb/PbO2) battery, lithium ion polymer (LiPo), nickel 
metal hydride (NiMH) batteries. Lithium ion batteries are 
preferred over other batteries in electric vehicles (EVs) due to 
their lighter weight and decent life cycle. To maximize the life 
of the lithium ion batteries CC-CV charging algorithm is 
preferred over CC or CV charging as it is more likely to mimic 
the chemistry involved in the battery. CC charging for fast 
charging can lead to temperature rise when the threshold 
voltage is reached. In CC-CV charging the CV mode is 
activated when the battery is charged up to a threshold voltage.  
In [7] the authors compared various charging algorithm 
including CC-CV, multi- stage CC, fuzzy logic etc. and 
conclusion are made on the basis of charging time and 
temperature effect on the battery. 
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Fig. 2. Circuit diagram and control diagram of designed off-board EV charger   

In this paper a 50 kW two stage off-Board EV charger is 
designed for charging a lithium ion battery using CC-CV 
algorithm and block diagram of designed system is shown in 
Fig. 1. First stage includes three phase Vienna rectifier with 
power factor correction. The output of the first stage is the DC 
bus, which acts as an input to the second stage. Second stage 
includes full bridge LLC resonant converter and a lithium ion 
battery is connected to the output of second stage. To achieve 
constant first stage bus voltage of 700V and to ensure unity 
power factor, dual loop d-axis and q-axis current control using 
SVPWM is adopted for controlling Vienna rectifier. FBLLC 
converter is designed and controlled using CC-CV control 
algorithm and pulse frequency modulation (PFM) to charge 
the rated lithium ion battery. MATLAB-Simulink is used for 
validating the designed system outcomes. 

Organization of rest of the paper is defined as: section II 
describes the complete circuit of off-board EV charger, 
section III describes the modes of operation, section IV 
describes the design and control of AC/DC conversion stage 
and DC/DC conversion stage, results and performance of the 
system are evaluated in section V, and section VI contains the 
conclusion of this paper. 

II. CIRCUIT DESCRIPTION OF EV CHARGER 

Vienna rectifier consists of boosting source inductor ‘Ls’ 
followed by a diode bridge rectifier (DBR) and then output 
bus capacitors ‘Cbus’. Vienna rectifier is a multilevel AC/DC 
converter due to three bidirectional switches Qa, Qb, Qc 
connected between boosting source inductor and mid-point of 
bus capacitors. By using a control algorithm, power factor 
(p.f.) can be improved by reducing Total Harmonic Distortion 
(THD) [8]. It maintains a bus voltage of 700 V under all grid 
and load side variations. The output of the three phase Vienna 
rectifier acts as an input supply to the LLC resonant converter. 
This voltage is provided to a switching circuit which is 
basically a full bridge inverter to generate a bipolar square 
waveform to excite the LLC tank circuit. Lr, Cr resonates at 
resonant frequency fo and behaves as series resonant circuit. 
After resonance, the LLC tank circuit provides a sinusoidal 
current which is resonating at resonant frequency. The 
magnitude of this current is changed using the turns ratio of 

the high frequency transformer. This current is then 
transferred to the secondary side which includes the diode 
bridge rectifier for rectification and followed by the output 
filter capacitance which gives DC at the output. This DC is 
utilized to charge a lithium-ion battery. Fig. 2 shows the circuit 
diagram and control diagram for the designed off-board EV 
charger.    

III. MODES OF OPERATION OF EV CHARGER 

A. Vienna Rectifier Modes of Operation 

Vienna rectifier consists of three bi-directional switches 
which makes eight switching states possible for operation. 
Based on grid current direction there are six sectors possible, 
which makes 48 possible states but some of them are 
redundant states which leads to 25 modes of operation. But in 
this paper all possible modes of operation for sector 1 is stated 
in TABLE I. and in Fig. 3 and Fig. 4. 

TABLE I.  SECTOR CLASSIFICATION BASED ON GRID CURRENT 

POLARITIES 

Sector 1 ia, ib, ic = + , - , - Sector 4 ia, ib, ic = - , + , + 

Sector 2 ia, ib, ic = + , + , - Sector 5 ia, ib, ic = - , - , + 

Sector 3 ia, ib, ic = - , + , - Sector 6 ia, ib, ic = + , - , + 

 

TABLE II.  VOLTAGE MAGNITUDE AND CAPACITOR MID-POINT 

CURRENT DURING EACH SWITCHING STATE  

Switching State  Vao Vbo Vco IN 

000 Vbus/2 -Vbus/2 -Vbus/2 0 

001 Vbus/2 -Vbus/2 0 ic 

010 Vbus/2 0 -Vbus/2 ib 

011 Vbus/2 0 0 -ia 

100 0 -Vbus/2 -Vbus/2 ia 

101 0 -Vbus/2 0 -ib 

110 0 0 -Vbus/2 -ic 

111 0 0 0 0 

 
In TABLE II Vao, Vbo and Vco are the voltage magnitude 
between phases and capacitor mid-point and IN is capacitor 
mid-point current.
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Fig. 3. Vienna rectifier modes of operation for 
switching states (a) 000 (b) 001 (c) 010 (d) 011 
 
 

Vc1

Vc2

Vbus

Ls

Qa

Qb

Qc

Ls

Ls

Va

Vb

Vc

On

Co

Co

D1 D2 D3

D4 D5 D6

 
 

(a) 

Vc1

Vc2

Vbus

Ls

Qa

Qb

Qc

Ls

Ls

Va

Vb

Vc

On

Co

Co

D1 D2 D3

D4 D5 D6

 
 

(b) 

Vc1

Vc2

Vbus

Ls

Qa

Qb

Qc

Ls

Ls

Va

Vb

Vc

On

Co

Co

D1 D2 D3

D4 D5 D6

 
 

(c) 

Vc1

Vc2

Vbus

Ls

Qa

Qb

Qc

Ls

Ls

Va

Vb

Vc

On

Co

Co

D1 D2 D3

D4 D5 D6

 
 

(d) 
Fig. 4. Vienna rectifier modes of operation for 
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Fig. 5. FBLLC modes of operation for (a), (b) 
Power delivery (c), (d) No power delivery

 

B. FBLLC Resonant Converter Modes of Operation 

The various modes of operation of the LLC resonant 
converter involves positive cycle operation, negative cycle 
operation and freewheeling operation. In positive cycle 
operation, the gate pulse is provided to the controlled 
switches Q1, Q4 which is responsible for positive half square 
wave at the input of resonating circuit as in Fig. 5(a). In 
negative cycle operation, the gate pulse is provided to the 
controlled switches Q2, Q3 which is responsible for negative 
half square wave at the input of resonating circuit as in Fig. 
5(b). These two modes are responsible to deliver power from 
primary side to secondary side. This is then utilized to charge 
the lithium ion battery. Fig. 5(c) describes the mode when the 
resonating current become equals to magnetizing current and 
no current flows to the secondary side of the converter and 
Fig. 5(d) shows the freewheeling mode for positive 
magnetizing current [9]. 

IV. DESIGN AND CONTROL OF EV CHARGER 

A. Design of Vienna Rectifier 

 The Vienna rectifier designing parameters can be 
calculated using [10]. The boosting source inductance can be 
calculated using (1), 

  �� = ���� �	
∗��
∗∆������ (1) 

 

Where, Vbus is the DC bus voltage, fsw is the operating 
switching frequency and Δippmax is the maximum boosting 
inductor current ripple.  

The bus capacitance can be calculated using (2), 

 ���� = ���� ���
∗��∗������ � �����∆����!�" (2) 

Where Pac is the power rating, fs is grid frequency, ΔVbus is 
the ripple in bus voltage and Vbus is the DC bus voltage. The 
design specifications for Vienna rectifier is tabulated in 
TABLE III. 

TABLE III.  DESIGN SPECIFICATIONS FOR VIENNA RECTIFIER  

 

Parameters Value 

L-L rms grid voltage (Vabc) 400 V 

Grid frequency (fs) 50 Hz 

Power rating (Pac) 50 kW 

DC bus voltage (Vbus) 700V 

Bus capacitor (Cbus) 4300 µF 

Boosting source inductance (Ls) 41 µH 

Output current (Io) 71.4285 A 

Input current THD < 3% 

Switching frequency (fsw) 200 kHz 
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B. Control of Vienna Rectifier 

Vienna rectifier is controlled using d-axis and q-axis 
current control. In this algorithm, three loops are designed, 
output DC bus voltage control loop, d-axis and q-axis current 
control loop and capacitor voltage balance control loop as in 
Fig. 2. The pulses for controlled switches Qa, Qb and Qc are 
generated using SVPWM [11]. The control loops are designed 
using (3)-(7), 

 #$%&' = (− �*+,- �0 − /$" + *�,- 1�0 − /$"23�−256���/7 8 (3) 

 /7%&' = ( *+9���  #���∗ − #���! +*�9��� 1 #���∗ − #���!238 (4) 

 ∆#: = *+9� �#:; − #:�" + *�9� 1�#:; − #:�"23 (5) 

 #7%&' =
⎩⎪⎨
⎪⎧ −*+,@ �/7%&' − /7� −

*�,@ 1 �/7%&' − /7� 23 +#7 + 256���/$ ⎭⎪⎬
⎪⎫

 (6) 

 #��� = #:; + #:�  (7)  

Where Vdref, Vqref and Idref ,Iqref, are the d-axis and q-axis 
reference voltages and currents respectively. In (3)-(6), Kpiq 
and Kiiq are PI controller gains for q-axis current loop, Kpid 
and Kiid are PI controller gains for d-axis current loop, Kpvbus 
and Kivbus are PI controller gains for DC bus voltage loop, Kpvc 
and Kivc are PI controller gains for bus capacitors voltage 
balance loop. Vbus* is the reference DC bus voltage. Vc1 and 
Vc2 are DC bus capacitor voltages. Fig. 6 shows Vienna 
rectifier space vectors diagram. 

 

Fig. 6. Vienna rectifier space vectors diagram 

C. Design of Full Bridge LLC Resonant Converter 

LLC resonant converter can be analyzed using First 
Harmonic Approximation (FHA) when not including the 
higher order harmonics using Fig. 7.  

 

Fig. 7.  LLC converter equivalent circuit 

 The designing steps followed for designing LLC converter 
can be summarized as in Fig. 8 using [12]. The gain is 
calculated as, 

 EF = G HIJ�||L&�HIJ�||L&"MH�IJ%�IN%"G (8) 

 
 The output voltage depends on the gain magnitude, 

 #O = EF ∗ ����P  (9) 

      The gain magnitude is the function of Lx, fx and Q. The 
optimum value of the Q and Lx is achieved using gain curve. 
So, the only controlled variable is the normalized frequency, 
fx. The gain magnitude in terms of fx can be written as, 
 

 EF = G Q�∗���R Q�M�!∗�����SMHR������"∗��∗T∗Q�SG (10) 

The quality factor is described as, 

 U = �L& VQ%W% (11) 

The normalized frequency is described as, 

 6X = ��
�Y  (12) 

The turns ratio of transformer can be calculated as, 

  Z = EF ∗ �����Y = ����[Y��Y[Y� = \� (13) 

 

 The maximum and minimum gain can be calculated as, 

 EF]�P = P∗�Y_�,[M�_����_��� = 0.9 (14) 

 EF]bX = P∗�Y_���M�_����_�,[ = 1.11 (15) 

The Lx and Q can be selected from gain Vs normalized 
frequency as in Fig. 9 and fxmin can be obtained as around 0.74 
and minimum fsw as around 150 kHz. In (14) and (15), VD =0.7 
V is the forward voltage drop across diodes. The capacitive 
and inductive region can also be identified using this gain 
curve to select the values of Lx and Q at which primary 
controlled switches can achieve ZVS as, Q = 0.6, Lx = 3.3. 

Equivalent load resistance can be calculated as, 

 de = f∗P�
g� ∗ dQ = f∗P�

g� ∗ �Y��Y = 7.945 k (16) 

Resonant circuit parameters can be calculated as, 

 �l = ��∗g∗��
∗L&∗T = 167 Zn (17) 

 �l = � �∗g∗��
!�∗W% = 3.8 µr (18) 

 �X = Q�Q% ⇒ �] = �X ∗ �l = 12.5 µr  (19) 

The dead time to ensure ZVS can be calculated as, 

 t7eb7 ≥ 16 ∗ �e$ ∗ 6�v ∗ �] (20) 

TABLE IV.  DESIGN SPECIFICATIONS FOR LLC RESONANT CONVERTER  

Parameters Value 

Bus voltage range (Vbusmin-Vbusmax), Nominal bus 
voltage (Vbusnom) 

675-725 V, 700 V 

Output voltage range (Vomin-Vomax), Nominal output 
voltage (Vonom) 

280-320 V, 300 V 

Transformer turns ratio (n) 7:3 

Quality factor (Q) 0.6 

Resonating inductor (Lr)  3.8 µH 

Resonating capacitor (Cr) 167 nF 

Magnetizing inductance (Lm) 12.5 µH 

Resonating frequency (fo) 200 kHz 

Inductance ratio (Lx) 3.3 
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Fig. 8. Designing steps of LLC resonant circuit 
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Fig. 9. Gain magnitude Vs normalized frequency curve 

 Design specifications of FBLLC converter is tabulated in 
TABLE IV. 

D. FBLLC Resonant Converter Control  

 In constant voltage (CV) mode the sensed battery voltage 
Vbat is compared with the reference battery voltage Vbat* and 
the produced error is provided to a PI controller to generate a 
reference frequency fsw*. In constant current (CC) mode the 
sensed battery current Ibat is compared with the reference 
battery current Ibat* and the produced error is provided to a PI 
controller to generate a reference frequency fsw*. A CC-CV 
selector algorithm is designed to switch between CC mode 
and CV mode as in Fig. 11. The generated reference frequency 
fsw* is provided to the pulse frequency modulation (PFM) to 
generate pulses for switches Q1, Q4 and complementary pulses 
for switches Q2, Q3 as in Fig. 2. This variable frequency fsw* 
is responsible in controlling the output voltage as in (21)-(22), 

 6�v∗ = w *+Nx #�by∗ − #�by! +*�Nx 1 #�by∗ − #�by! 23z (21) 

 6�v∗ = w *+NN /�by∗ − /�by! +*�NN 1 /�by∗ − /�by! 23z (22) 

 Where Kpcv and Kicv are the PI controller gains for CV 
charging and Kpcc and Kicc are the PI controller gains for CC 
charging. 

There is a lot of chemistry involved in a battery, various 
charging algorithms are adopted for charging different types 
of batteries. In EVs mostly lithium polymer batteries are in 
practice. For lithium-ion batteries constant current (CC) - 
constant voltage (CV) algorithm is preferred over other 
charging algorithms as in Fig. 10. Firstly, the battery is 
charged using constant current Ibat*, till the battery voltage 
reaches a certain level, Vbat

th which is the threshold for 
transition from CC mode to CV mode. After Vbat

th  , the 
battery current starts to decrease until the battery current 
reaches 10% of battery current which is denoted as Ibat

lim = 
0.1Ibat*, and battery voltage remains almost constant at Vbat

th. 
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Fig. 10. CC-CV charging curve 
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Fig. 11. Proposed CC-CV charging algorithm 

V. RESULTS AND PERFORMANCE EVALUATION 
 

A 50 kW two stage off board EV charger is designed for 
charging a 280 V/ 112Ah lithium ion battery at high C-rate 
and the results and outcomes are validated using MATLAB- 
Simulink. Fig. 12(a) depicts the three phase line-to-line rms 
grid voltage. It can be clearly shown from Fig. 12(b) that 
three phase grid current is in phase with grid voltage. Fig. 
12(c) shows that Vienna rectifier is able to maintain the 700 
V bus voltage which acts as an input for LLC resonant 
converter. Fig. 12(d) shows that bus capacitor voltages are 
totally balance to provide constant 700 V bus voltage. From 
Fig. 12(e) the FFT analysis of phase ‘a’ grid current can be 
analyzed and THD comes out to be 2.35 %. 
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The LLC resonant converter is designed and outcomes are 
stated in Fig 13. Fig. 13(a) depicts the switching voltage Vsw 
having peak values as +700V and -700V which is the output 
of the full bridge inverter and this voltage is applied on the 
resonating circuit. Fig. 13(b) shows the output waveforms of 
the resonating inductor current, Ilr which resembles 
sinusoidal wave and magnetizing Inductor current, Ilm. Fig. 
13(c) shows the resonating capacitor voltage, Vcr. The 
primary controlled switches are operated in ZVS and 
secondary diodes are operating in ZCS which can be proved 
using Fig. 13(d) and Fig. 13(e) respectively. From Fig. 13(d) 
it is clear that converter is operating in the inductive region 
and the current lags behind the voltage which leads to 
minimum losses and efficient operation. 

Fig. 14(a) shows the battery voltage, which increases till 
the battery voltage attains threshold voltage Vbat

th=300 V at 
t=0.141s and afterwards remains almost constant. Fig. 14(b) 
shows the battery current which remains constant at 
Ibat*=150 A till the battery voltage reaches Vbat

th and after that 
starts decreasing to reach the limit current, Ibat

lim. But here we 
have demonstrated the charging of lithium ion battery for a 
limited time duration for the verification of the charging 
algorithm. Fig. 14(c) depicts the state of charge (SOC) of the 
battery. Here, at 80 % SOC the battery voltage is determined 
as 298.5 V and at t=0.2s battery current Ibat is around 100 A 
based on control loops which will decrease further till Ibat

lim, 
which is used for validating the CC-CV control. 

 

 

(a) 

 

(b) 

 

(c) 

 

(d) 

 

(e) 

Fig. 12. Simulation results of Vienna rectifier (a) 3-phase grid voltage (b) 3-
phase grid current (c) DC bus voltage (d) Bus capacitors voltage balance (e) 
FFT analysis of grid current 

 

 

(a) 

 

(b) 

 

(c) 

 

(d) 

 

(e) 

Fig. 13. Simulation results of FBLLC converter (a) Switching voltage (b) 
Resonating and magnetizing inductor current (c) Voltage across resonating 
capacitor (d) Voltage and current across primary side switch (e) Voltage and 
current across secondary side diode 
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(a) 

 

(b) 

 

(c) 

Fig. 14. Simulation results of (a) Battery voltage (b) Battery current (c) 
Battery state of charge (SOC)  

VI. CONCLUSION 

In this paper, a complete designing of a 50 kW two stage 
off-board EV charger for charging a 280 V/ 112 Ah lithium 
ion battery is discussed. All the design considerations were 
taken into account to ensure ZVS and provide efficient 
charging. In first stage three phase Vienna rectifier was 
designed and it was able to minimize the THD to 2.35%, 
providing almost u.p.f. and capable of maintaining 700 V bus 
voltage. In second stage full bridge LLC converter was 
designed to ensure ZVS in the primary side controlled 
switches and ZCS in secondary side diodes. The DC voltage 
at the output of the LLC converter is utilized for charging the 
battery using designed CC-CV algorithm. The designed off-
board charger is capable of charging a battery while 
mitigating its effects on the grid side. All the results and 
discussion are validated using MATLAB-Simulink and 
presented in this paper.   
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Abstract
A novel fully connected recurrent neural network (FCRNN) structure is proposed for the identification of unknown dynamics
of nonlinear systems. The proposed recurrent structure consists of internal feedback layers of adjustable weights which impart
necessary memory property to the structure and improves its ability in handling the dynamical systems. The back-propagation
algorithm (BP) is used to derive theweight update equations of the proposedmodel. The convergence of the proposed approach
is proven in the sense of Lyapunov-stability analysis. A total of three examples are considered and the performance of the
proposed structure is evaluated by comparing it with the results obtained from other popular neural network models such as
feed-forward neural network (FFNN), Elman neural network (ENN), Jordan neural network (JNN), and the locally recurrent
neural networks (LRNN). Experimental results obtained show that the FCRNN model has outperformed the other neural
models in terms of identification accuracy and robustness.

Keywords Recurrent neural networks · Feed-forward neural network · Identification · Disturbance rejection

1 Introduction

An increase in the complexity of various industry-based pro-
cesses has led to the use of intelligent controllers to control
and stabilize various parameters that vary with time. Iden-
tification of dynamic models is fundamentally important to
design a better controller or for a better understanding of
the process (Sastry et al. 1994). This has led to various
works on the identification of the best models for a dynamic
process in the literature (Quaranta et al. 2020). Dynamic
models are one whose output behavior depends over time.
The problem of identification is generally solved using two
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approaches. Modeling of any system can be done using the
direct method or using the system identification approach.
The direct approach deals with studying the interactions for
awhile by application of physical laws. The physical laws are
usually expressed as differential equations. But, this method
fails in the identification of the best model due to the absence
of information about the system or the system being incom-
plete and unidentifiable. This has led to use of the system
identification method for modeling and analyzing the behav-
ior of the system (Ljung 2010; Moeller 2004). Among the
system identification approaches, soft computing techniques
form a practical approach for solving such complex prob-
lems. Based on the level of prior knowledge or input–output
data at hand, one can classify identification models into two
types (Haykin 2009):

1. Grey box models: Models are derived using first princi-
ples but still have a lot of unknown parameters.

2. Black-box models: Models are determined based on
experimental data. It is designed with little or no prior
insight into the system. It has a lot of unknown parame-
ters.

Though the black-box identification methods such as block-
structured, Volterra, nonlinear auto-regressive network with
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exogenous inputs (NARX) model, and radial basis function
networks are useful for nonlinear identification, they suffer
from some limitations (Calin 2020). Among these methods,
Artificial Neural network (ANN) and fuzzy logic methods
have emerged as useful tools for identifying nonlinear sys-
tems (Haykin 2009). (ANN) possessesmany advantages over
fuzzy logic systems such as fault tolerance, robustness, and
learning adaptivity to uncertainties and noisy data (Basheer
and Hajmeer 2000). They are non-parametric methods that
infer the characteristics of biological neurons. They consist
of interconnected neurons between the input and output lay-
ers termed as hidden units with respective weights between
them. They quickly adapt to process input–output behav-
ior through learning. Hence, (ANN) is widely being used
to implement nonlinear identification models and controllers
that can self-adapt their parameters through training. The
(ANN) is generally of two types (Elsheikh et al. 2019):

1. Multi-Layer Perceptrons (MLP)
2. Recurrent Neural Network (RNN)

MLPs are feed-forward neural networks with the output
errors back-propagated using a standard BP algorithm. They
cannot exhibit dynamic mapping unless they know the sys-
tem’s order or the use of tapped delay lines. By nature, they
cannot retain their past information (Chen andBillings 1992).
The availability of feed-forward and feedback connections of
previous outputs to the hidden layer creates a memory in the
recurrent neural networks (Sastry et al. 1994). The connec-
tions between the hidden layers can be through local or global
feedback. In this work, a local feedback connection is con-
sidered within the hidden layer. Further, RNN can be of two
types namely Partial Recurrent Neural Networks (PRNN) or
a Fully Recurrent Neural Networks (FRNN). Hopfield is a
form of a fully recurrent structure where every output is con-
nected to the input. The network is designed symmetric and
has no target to achieve as in supervised training, hence they
suffer from memory limitation and inefficiency to learn new
patterns. On the other side, Elman and Jordan’s networks
are also a form of fully RNN structures. A context layer is
newly introduced in their structure to store the average of
past outputs. In the Elman model, the outputs of the hidden
layer are fed back as inputs to the context layer. Elman nets
are very efficient due to the addition of an extra input layer
but are not suitable for online identification (Ku and Lee
1995). In Jordan networks, delayed outputs of the network
are fed back as inputs to the hidden layer. The size of the
context layer depends on the size of the output layer. When
more outputs are involved, the Jordan structure becomes very
large and gives slow convergence. Hence, the original Elman
and Jordan structures are being modified to improve the net-
work performance. The addition of additional inputs between
context and output nodes improves the dynamics and conver-

gence properties of modified Elman–Jordan structure over
FFNN and the original Elman and Jordan structure (Tham-
mano and Ruxpakawong 2010; Gao et al. 1996; Şen et al.
2020). Hybrid Elman–Jordan structures are widely used in
literature for many applications as they result in an efficient
and robust model (Pham and Karaboga 1999). The Local
Recurrent Neural Network (LRNN), which belongs to the
PRNN model category, shares the same fundamental struc-
ture as the FFNN model and also includes self-feedback
which plays an important role in retaining the past informa-
tion. These structures have dynamic neurons instead of static
neurons like FFNN (Kumar et al. 2019). In this work, fully
recurrent neural network (FCRNN) is proposed for identifi-
cation of complex nonlinear dynamic systems. The efficiency
and robustness of the proposed model are proved by compar-
ing it with four different neural network structures namely
FFNN, LRNN, ENN, and JNN. The gradient descent BP
algorithm is used to update the weight equations. The con-
vergence of the learning algorithm is also proved in the sense
of Lyapunov-stability analysis.

1.1 Related works

Research works on the identification-based control andmod-
eling of nonlinear dynamic systems are increasingly been
carried out in past decades. Neural networks are being
increasing used in the literature for identification and control
of nonlinear dynamic systems that cannot be done using the
conventional linear structures (Aggarwal 2018; Willis et al.
1992). The effectiveness of neural networks for identifica-
tion of nonlinear dynamic system is cited in various related
works (Noël and Kerschen 2017; Yu et al. 2019; Kroll and
Schulte 2014). In Kumar et al. (2019), a Dynamic Recurrent
Neural Network (DRNN) structure is proposed. The struc-
ture resembles NARX and Multi-Layer FFNN (MLFFNN)
with recurrent self-weighted hidden neurons. The results
show that DRNN performs better in terms of robustness and
parameter variations due to the presence of memory in them.
FFNN models such as MLP, radial basis functional neural
networks (RBFN), and functional link networks are some
of the universal architectures that are capable of identify-
ing complex nonlinear systems as suggested in the literature.
Feed-forward models suffer from the main disadvantage of
being memoryless structures. Even with the usage of tapped
delay lines, these structures suffer from slow learning and
get trapped easily in local minima. Dynamic systems being
dependent on past inputs and outputs, require structures with
memory for learning the long-term dynamics of the system
(Savran 2007). As given in Ge et al. (2009), RNN by nature is
a dynamic structure with internal memory. The RNN struc-
tures are found to give accurate one step ahead prediction of
complex nonlinear systems. In Sanchez (1994), the authors
have proved that ANN can identify the dynamics of nonlin-
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ear systems when they have a fading memory. They have
proposed a form of PRNN structure called modified Hop-
field with dynamic neurons for restoring past information
and one step ahead of prediction. In Coban (2013), another
novel form of PRNN, Context Layered LRNN (CLLRNN) is
proposed. An extra context layer is included in the existing
RNN structure and is trained with an adaptive learning rate.
It has been found to retain past information and improve the
performance of the structure better than other RNN networks
in the literature. This structure is found to have rectified the
drawback of FFNN making the network more dynamic and
stable to identify complex dynamics. InYazdizadeh andKho-
rasani (2002), four structures based on adaptive time delay
neural networks is proposed for the identification of differ-
ent classes of nonlinear systems. The proposed structures
namely Time Delay Neural Network (TDNN) and Adap-
tive Time Delay Neural Network (ATDNN) are found to use
lesser adjustable parameters and less prior information about
system over FFNN models. Four ANN structures namely
Elman NN, modified Elman NN, time-delayed ANN, and
internal time-delayed RNN are proposed in Li et al. (2008).
All four selected networks are trained using Genetic Algo-
rithm (GA). The advantages and disadvantages of selected
dynamic structures are discussed briefly. The results show
that the RNN structures such as Elman NN, modified Elman
NN and the internal time-delayed RNN have better identifi-
cation precision than static time-delayed ANN. In Abdollahi
et al. (2003) and Yazdizadeh and Khorasani (1997), different
types of identification approaches commonly used in liter-
ature are briefly reviewed. A series–parallel identification
approach is one where the past output of the plants are fed
back as input to the network and parallel-based identifica-
tion is one where the states of the identifier are fed back
as input to the system. The series–parallel identification is
found to perform with better convergence and stability and
they do not require any order to be known before imple-
mentation as compared to parallel-based identification. In
Pham and Karaboga (1999), the authors have evaluated the
superiority of the GA over the BP algorithm to train the mod-
ified Elman and Jordan network against the standard Elman
and Jordan structure by the addition of self-feedback con-
nections for the context units with weights fixed between
0 and 1. Though GA does not get trapped in local minima
like the BP algorithm yet updates weights on the entire pop-
ulation of a network. BP generally does for one layer at a
time instant. In Deng (2013), a novel Dynamic Neural Net-
work (DNN) is proposed. To avoid the mapping capability of
DNN, a modified structure with series–parallel identification
is carried out. It is found to provide good mapping capa-
bilities for training and robustness for parameter variations
of complex nonlinear systems. In Li (2001), an Extended
Kalman Filter (EKF) is used to update the weight equa-
tions. Though EKF generates faster convergence than BP

gets trapped in instability caused by initial conditions dur-
ing linearization. In Ogunmolu et al. (2016); Wang and A
new concept using lstm neural networks for dynamic sys-
tem identification, in, (2017), the authors have proposed
linear and nonlinear Hammerstein models for overall system
identification. Linear MLP-Hammerstein could determine
uncertainties and disturbances as they occur over time but
yet could not capture sequential data occurrence. Nonlinear
Hammerstein models like Vanilla Long Short TermMemory
(LSTM) are proposed by connecting three LSTM models
with nonlinear activation functions in the first two layers
and fully connected RNN at the last layer. Though the net-
work found better models yet it suffers from a long training
time. They were found to have faster convergence but are
a little sensitive to delay. In Thammano and Ruxpakawong
(2009), amultivalued connectionweight depending on inputs
involved for a better performance ofmodified recurrent struc-
ture over others is proposed. In Luttmann and Mercorelli
(2021), various parametric and non-parametric methods of
identification are compared. Global search methods such as
Particle swarm optimization (PSO) and Differential Evolu-
tion (DE) are found to be more robust in parametric methods
than GA. ANN is found to be widely used in many applica-
tions of nonlinear parametric methods. The Recurrent neural
network structures are widely used for different applications
for modeling and identification of nonlinear dynamical sys-
tems such as fuel cells, DC motors, chemical processes, tank
systems, and fault detection (Bhat and McAvoy 1990). In
Schubert et al. (1997), the criteria for the selection of the
learning rate, initialization, and synchronization of the net-
work is well surveyed. For successful convergence of RNN,
the learning rate between actual and cost function should
be selected as a minimum. The system has to be bought to
linearized state before initialization to avoid the effect of
nonlinear activation functions like tangent hyperbolic func-
tions. These would help in modeling of system with a small
number of neurons and training cycles. In Veerasamy et al.
(2022), a PID- based controller for automatic load frequency
control of the power system is designed. The combination
of PSO and Gravitational Search Algorithm (GSA)-based
recurrent Hopfield NN is used for the identification of the
model and tuning of the parameters of the controller. The
weight update equations are derived and checked for stability
using the Lyapunov-based stability analysis. From the above
survey, RNN is found to bemore efficient in the identification
of the best models for dynamic systems. This has motivated
us to design a novel RNN structure that would improve the
model’s ability to extract the complex dynamic of nonlinear
systems in a better way with very lesser inputs.
The main objectives of the paper are:
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1. To design a novel recurrent structure that requires fewer
inputs and trainable parameters for identifying complex
dynamical systems.

2. To prove the convergence of the weight update equations
and stability of the proposed structure.

3. To simulate and compare theperformanceofFCRNNwith
other selected RNN structures.

4. To simulate and compare the robustness of FCRNN with
other selected RNN structures.

The rest of the paper is organized as follows: the introduc-
tion section discusses the advantage of RNN over other ANN
networks and the primary objective of the work carried out.
The related surveys conducted in the field of ANN by various
researchers are also elaborated. Section 2 gives the problem
statement and the main contribution of this paper. Section
3 briefs on the novel recurrent structure, and the derivation
of the weight update rule (learning algorithm). The proof
for convergence and stability for fixed learning rate is also
discussed theoretically in this section. Section 4 will high-
light the results of the simulation carried out to extract the
dynamics of the system. Three examples are considered for
the same. The results of FCRNN are compared with other
considered structures of ANN and are tabulated. Section 5
focuses on the simulation results and the conclusion is formed
based on the simulation results derived. This section proves
the efficiency of the proposed FCRNN structure.

2 Problem statement

Let us consider a nonlinear plant with desired outputs such as
yp(k−1), yp(k−2), ...., yp(k−m) and desired inputs such
as r(k), r(k − 1), r(k − 2), ...., r(k − n). f is the nonlinear
mapping function between them. The identification structure
of the nonlinear plant canbemathematically given as follows:

yp(k) = f [yp(k − 1), .., yp(k − n), r(k − 1), .., r(k − m)] (1)

Here, f (.) can be a neural network, wavelet, or sigmoid
function. In this study, a neural network is considered for non-
linear approximation. n and m are the orders of the plant. If
FCRNNis selected as an identifier,with f̂ being the unknown
nonlinear and differentiable function, the mathematical dif-
ferential equations are given by

y f cr (k) = f̂ [yp(k − 1), r(k)] (2)

where y f cr (k) denotes the output of FCRNN. The structure
uses the series–parallel configuration.
From Universal Approximation Theorem proof Calin
(2020) Let L be the number of layers in the network, with

input r∀Rn ,wi and bi are the weight and bias matrix, respec-
tively, σ∀R be the activation function andC(In) be the linear
space of a continuous functionwith In=[0,1]n , n-dimensional
unit space. A function f : R →[0,1]n is called sigmoidal if

lim
k→∞ yp(k) = 0 (3)

For a continuous arbitrary function σ , the finite sums of form
are given by

G(x) =
N∑

i=1

α jσ(wi r + bi ) (4)

In other words, for function ∀ f εC(In) and ∀ε > 0, there is
a sum of G(x) of the above form such that

|G(x) − f (x)| < ε,∀rε In (5)

From the above proof, it can be concluded that one hidden
layer can learn any continuous function ∀ f εC(In) with an ε

i.e error, by tuning theweights. The approximation capability
of the network depends on hidden neurons and the layers
in the neural structure. The main goal is to approximate the
nonlinear function f̂ � f using deepneural networks such as
the proposed FCRNN to keep the number of hidden neurons
at a minimum and achieve an accurate model as training
progresses. In other words,

lim
k→∞ |yp(k) − y f cr (k)| ≤ ε (6)

where ε → 0. To reach the requirement as given in Eq. (6),
the trainable networkweights are continuously updated using
the standard BP algorithm.

3 Mathematical formulation of FCRNN
structure

3.1 FCRNNmodel

The FCRNN is implemented using a series–parallel identi-
fication structure. The identification structure contains the
blocks of the nonlinear plant and the FCRNN model. The
identificationbeing series–parallelmode, the past andpresent
outputs yp(k−1) and yp(k), respectively, becomes one of the
inputs to the structure. The FCRNN identifier takes only two
inputs. These include the present external input signal r(k)
and one delayed output of the plant yp(k − 1). This simpli-
fies the structure and results in lesser parameter usage by the
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Fig. 1 Proposed FCRNN structure

Fig. 2 Series–parallel identification model

structure. The identification error between the plant model
and the network is used to update the weight equations and
train the network. The identification structure of FCRNN is
shown in Fig. 2. The FCRNN identifier takes the form of

y f cr (k) = f̂ [yp(k − 1), r(k)] (7)

where f̂ is the nonlinear approximation function. Figure1
shows the proposed FCRNN structure. The function of each
layer used in Figure 1 is as follows:

1. Input layer: This layer 1 consists of the input signals.
Here, the present and previous external inputs and previ-
ous outputs of the plant are considered as input signals to
the structure, i.e., y f cr (k − 1) and r(k − 1) are consid-
ered as inputs for the FCRNN structure. As the structure
is recurrent with self-loops, they can retain their past val-
ues of inputs and outputs. The structure uses a minimum
number of inputs for successful training of the network
and the input signals are passed to the hidden neurons
through weighted links wx (k) (set of orange lines shown
in Fig. 1).

2. Hidden layer: Layer 2 of the network receives three
weighted connections of signals. One from the input layer
and others from the context layer and the delayed context
layer. A tangent hyperbolic activation function is used as
a nonlinear function for the hidden layer neurons. The
blue and black lines indicate the local feedback of signals
received to the hidden layer from other layers in Fig. 1.

3. Context layer: Layer 3 is the additional input layer
between input and the 1st hidden layer. The size of the
context layer is the same as the size of the hidden layer.
Each node stores the induced field values of its respective
hidden neurons. They are self-feedback loops and trans-
mit back the signals to the hidden layer through weights,
wp(k).

4. Output layer: Layer 4 of the network structure receives
the weighted connections from the hidden layer through
weights, wo(k) and wd(k) plus an additional weighted
link established between the input and the output layer
(Grey lines in Fig. 1). These adjustable parameters are rep-
resented by the weight vectorwα(k)=[α1(k), α2(k), ...αn

(k)]. Eachnodeof the output layer is executedwith a linear
or nonlinear activation function. In this case, the purelin
is used as an activation function to extract the output.

5. Delayed Context layer: The layer refers to the layer
between the output of the network and the hidden layer.
This layer has a local feedback. The number of the delayed
context layer is same as the size of the output layer. The
previous output of the plant is fed back as one of the input
to the hidden layer. The signals are passed through train-
able weights.

6. An additional weighted link: An additional trainable
weighted links between the input layer and the output
layer are added in this work. This additional link makes
the structure a fully recurrent neural network. Signals are
passed to the output layer through weights, wα(k). This
addition makes the structure more robust as the inputs are
directly connected to the output layer. With any further
increase in the input range, the output quickly adapts to
the new changes.
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Mathematically, the relation between the input and output
layers is

y f cr (k) = f̂

( m∑

i=1

X(k − i)wx (k) + wα(k)X(k − i)

)
(8)

where wx (k) is the weight of input neurons, and wα(k) is
the new dynamic trainable parameter added between input
and output. X(k − i) is the matrix representing one delayed
input of the plant. The hidden layer output at j th instant is
computed as

S j (k) = g1

( m∑

i=1

X(k − i)wx (k) + bx (k)wb(k)

+Pi (k)wp(k)

)
(9)

where bx (k) is input bias neuron, wb(k), wp(k) are the
weight associated with bias and context layer. g1 denotes
the tangent hyperbolic activation function. Pi (k) denotes the
context layer matrix. The output of the network is given by

y f cr (k) = g2

( m∑

i=1

S j (k)wo(k) + bo(k)wo(k) + d(k)wd(k)

+wα(k)X(k − i)

)
(10)

where wo(k) and wd(k) are the weights associated with out-
put bias and delayed output layer, respectively, and bo(k) is
the output bias neuron and g2 denotes the purelin activation
function. d(k) denotes the delayed output layer matrix.

3.2 Learning algorithm

To update the tunable parameters of FCRNN, a gradi-
ent descent-based back-propagation algorithm is used. The
tunable weight vectors of the proposed model include:
[wx (k), wo(k), wp(k), wd(k), wα(k)] and each element in
these weight vectors is modified during each epoch using
the update equations that are derived using the BP method.
To attain this, a cost function is defined in the first instance.
Here, Mean Square Error (MSE) is chosen as the cost func-
tion to evaluate the efficiency of the training process. MSE
is defined as the average squared difference of the output
obtained from actual y f cr (k) to the desired output of the
plant yp(k). It is mathematically expressed as

E(k) = 1

2
[yp(k) − y f cr (k)]2 (11)

and

e(k) = yp(k) − y f cr (k) (12)

where e(k) denotes the instantaneous error. To update the
weights of the output layer, the errors are back-propagated
from the output to the hidden layer using the chain rule as
follows:

∂E(k)

∂wo(k)
= ∂E(k)

∂ yp(k)
× ∂ yp(k)

∂V (k)
× ∂V (k)

∂wo(k)
(13)

On simplification,

∂E(k)

∂wo(k)
= −e(k) × S j (k) (14)

where S j (k) indicates the induced field and derived using as
given in Eq. (4). A linear activation function such as purelin
is considered in the output layer. The output weights wo(k)
are updated using the formula as follows:

wo(k + 1) = wo(k) + ηe(k)S j (k) (15)

where η is the learning rate and its range is considered
between 0 and 1. To calculate the weights associated with
the hidden layer, the errors are further back-propagated from
the hidden layer to the input layer. Using chain rule, they are
calculated as follows:

∂E(k)

∂wx (k)
= ∂E(k)

∂ yp(k)
× ∂ yp(k)

∂Z(k)
× ∂Z(k)

∂S j (k)
× ∂S j (k)

∂V (k)

× ∂V (k)

∂wx (k)
(16)

where Z(k) and V (k) denote the induced field of the hidden
layer and the induced field of the output layer, respectively.
On simplification,

∂E(k)

∂wx (k)
= −e(k)wo(k)(I − S2j )X(k) (17)

where X(k) is the inputmatrix. The input layerweight update
is as follows:

wx (k + 1) = wx (k) + ηe(k)(I − S j (k)
2)wo(k)X(k) (18)

The weights between the hidden and context layer are simi-
larly updated as done in Eq. (10) and Eq. (13) as

wp(k + 1) = wp(k) + ηe(k)(I − S j (k)
2)wo(k)Pi (k) (19)

The weight update formula between the input and output
layer is given by

wα(k + 1) = wα(k) + ηe(k)X(k) (20)
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Fig. 3 Steps followed in training FCRNN structure

The weight update formula between the delay output layer
and the hidden layer is as follows:

wd(k + 1) = wd(k) + ηe(k)d(k)wo(k)(I − S j (k)
2) (21)

The MSE, MAE, and RMSE are calculated to evaluate the
efficiency of the structures.

The various iterative steps followed in the execution of the
FCRNN algorithm are also shown as a flowchart in Fig. 3.

3.3 Stability analysis for fixed learning rate

The convergence of the proposed structure is studied using
the Lyapunov notion of stability. According to the Lyapunov-
stability criteria, if there is any energymeasure in the system,
then the rate of change of error derives the stability of the sys-
tem. The study involves deriving theweight update equations
of the system and checking whether stability is achieved or
not. The system is found to have achieved stability when the
Lyapunov-based error function is minimum and positive. It
can be expressed as

J = min(E) (22)

where E is the Lyapunov function. Once the condition is
achieved, the system always will remain stable.

E(x) > 0 for x > 0 and E(x) = 0 for x = 0 (23)

Rate of change of error is given by

dE(k)

dt
=

(
∂E(k)

∂wx (k)
+ ∂E(k)

∂wo(k)
+ ∂E(k)

∂wp(k)

+ ∂E(k)

∂wd(k)
+ ∂E(k)

∂wα(k)

)
(24)

or

dE(k)

dt
=

(
∂E(k)

∂wx (k)
× dwx (k)

dt
+ ∂E(k)

∂wo
× dwo(k)

dt

+ ∂E(k)

∂wp(k)
× dwp(k)

dt
+ ∂E(k)

∂wd(k)
× dwd(k)

dt

+ ∂E(k)

∂wα(k)
× dwα(k)

dt

)
(25)

Let the rate of change of weights with respect to time,
dwx (k)

dt ,
dwo(k)

dt ,
dwp(k)

dt ,
dwα(k)

dt , and dwd (k)
dt be taken as

(x − y)2 and applying theweight update equations fromEqs.
(10) to (17), the rate of change of error becomes

dE(k)

dt
= −x2 × (x − y)2(s + d(k) − 1 + y(k − 1)

×wo(k)(I − S2(k))

+r(k) × wo(I − S2(k)) − wo(I − S2(k))

+T1(k) × wo(I − S2(k))

+T2(k) × wo(k)(I − S2(k)) + T3(k)

×wo(k)I − S2(k))) (26)

where T1(k), T2(k), and T3(k) act as memory for past hidden
context layer and d(k) acts asmemory for past output context
layer:

dE(k)

dt
= −x2 × (x − y)2

(
∂E(k)

∂wx (k)
+ ∂E(k)

∂wo(k)
+ ∂E

∂wp(k)

+ ∂E

∂wd(k)
+ ∂E

∂wα(k)

)
(27)

Applying various ranges to x as given in Eq. (22) to the above
equation, satisfies the condition. When the term becomes
dE(k)/dt ≤ 0, the system error converges to aminimum and
it attains stability in terms of Lyapunov-stability analysis.
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4 Simulation studies

In this section, a total of three examples of MISO (Multi-
Input Single Output) nonlinear plant equations are consid-
ered to illustrate the efficiency of the FCRNN. Here, r(k)
denotes the external input of the plant, y f cr (k) denotes the
output of FCRNN, and yp(k) denotes the output of the plant.
The maximum number of hidden neurons considered is 5
with a fixed learning rate of 0.001 for FCRNN, ENN, JNN,
and LRNN. FFNN structure takes 6 hidden neurons with a
fixed learning rate of 0.001 to match the desired model of
the plant. The weights of the proposed model are updated at
every iteration using a standard BP algorithm.

4.1 Example-1

Consider a nonlinear dynamic plant with a differential equa-
tion given as follows (Kumpati and Kannan 1990):

yp(k) = yp(k − 1)

1 + y2p(k − 2)
+ r3(k − 1) (28)

The plant’s output yp(k) depends on both the previous input
and output of the plant. The plant takes the following identi-
fication structure:

yp(k) = f [yp(k − 1), yp(k − 2), r(k − 1)] (29)

The following variable input r(k) is applied to the plant:

r(k) =

⎧
⎪⎨

⎪⎩

sin
(

πk
45

)
, for 0 < k ≤ 250

0.1sin
(

πk
45

) − 0.1cos
(

πk
40

)
, for 250 < k ≤ 500

−sin
(

πk
20

)
, for 500 < k ≤ 900

(30)

The performance of FCRNN is compared with other net-
work structures such as ENN, JNN, LRNN, and FFNN
in terms of performance criteria such as MSE, MAE, and
RMSE. The FCRNN takes the identification structure given
as follows:

y f cr (k) = f̂ [yp(k − 1), r(k − 1)] (31)

where r(k − 1) and yp(k − 1) are two inputs considered for
identification model. The ENN and JNN identification takes
the following structure:

yENN (k) = f̂ [yp(k − 1), yp(k − 2), r(k − 1)] (32)

yJ NN (k) = f̂ [yp(k − 1), yp(k − 2), r(k − 1)] (33)

FFNN is trained with a hidden neuron of 6 to match the per-
formance of recurrent structures. Mathematically, the FFNN
identification structure is given by
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Fig. 4 Comparison of MSE plots of various structures [Example-1]
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Fig. 5 Comparison of MAE plots of various structures [Example-1]

yFFNN (k) = f̂ [yp(k − 1), yp(k − 2), r(k − 1)] (34)

Figure4 shows the comparison of MSE obtained for various
structures. Figure5 shows the comparison of MAE obtained
for various structures. Figure6 shows the comparison of the
response of FCRNN with other structures. Table 1 gives the
comparison of the response of FCRNN with other structures
chosen (best values obtained for error-based indicators are
highlighted in bold). From the results, it is observed that
the proposed structure requires fewer inputs to give a better
prediction accuracy over other considered structures. Thus,
in this example the performance comparison can be written
as follows: FCRNN > ENN > JNN > LRNN > FFNN.

4.2 Disturbance rejection test [Example-1]

To check the disturbance recovering ability and robustness of
the proposed FCRNNmodel, a disturbance signal is added to
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Fig. 6 Comparison of the response of FCRNN, ENN, JNN, LRNN, and FFNN at the end of the training [Example-1]

Table 1 Comparison of
performance of proposed
structure with the other
structures [Example-1]

Structure No of Epochs No of hidden neurons No of samples in each epoch MSE MAE RMSE

FCRNN 600 05 500 0.000012 0.0021 0.0037

ENN 600 05 500 0.0336 0.1848 0.1832

JNN 600 05 500 0.0043 0.0753 0.0656

LRNN 600 05 500 0.0042 0.0759 0.0646

FFNN 600 06 500 0.0143 0.1772 0.1195

the output of the network.A sinewave signal as a disturbance,

u(k) =
{
sin

( 2πk
15

)
, for 250 < k ≤ 450 (35)

is introduced. This is shown in Fig. 7. The disturbance signals
cause a rise in MSE value. The proposed identifier is found
to bring back the increased MSE to zero, thus matching the
desired performance. The comparison of disturbance rejec-
tion ability of FCRNNwith other selected neural identifier is
also shown in Fig. 8. Figure8 shows that the FCRNN shows
better disturbance rejection ability among others.

4.3 Example-2

In this example, a differential equation of nonlinear dynamic
plant of degree 3 as given in Kumpati and Kannan (1990) is
considered:

yp(k) = 1.8398yp(k − 1) − 0.86070yp(k − 2)

+0.010688r(k − 1) + 0.0101r(k − 2) (36)

The identification structure of the plant is as follows:

y f cr (k) = f̂ [yp(k − 1), yp(k − 2), r(k − 1), r(k − 2)] (37)
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Fig. 7 Response of plant obtained on application of disturbance signal
at the time instant [Example-1]

The output depends on previous inputs and outputs values
of the plant. A variable input r(k) is supplied to the plant,
where

r(k) =

⎧
⎪⎨

⎪⎩

sin
(

πk
45

)
, for 0 < k ≤ 250

0.1sin
(

πk
45

) − 0.1cos
(

πk
40

)
, for 250 < k ≤ 500

−sin
(

πk
20

)
, for 500 < k ≤ 900

(38)
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Fig. 8 Comparison of disturbance rejection ability of FCRNN with other selected neural structures [Example-1]

When FCRNN is considered as an identifier, it takes the iden-
tification structure as follows:

y f cr (k) = f̂ [yp(k − 1), yp(k − 2), r(k − 1)] (39)

where yp(k−1), yp(k−2), and r(k−1) are the inputs consid-
ered for identification. When ENN and JNN is considered as
an identifier, they take the following identification structure,
respectively:

yENN (k) = f̂ [yp(k − 1), yp(k − 2), r(k − 1),

r(k − 2)] (40)

yJ NN (k) = f̂ [yp(k − 1), yp(k − 2), r(k − 1),

r(k − 2)] (41)

FFNN is trained with a hidden neuron of 6 to match the
performance of recurrent structures. The FFNN takes the
identification structure as follows:

yFFNN (k) = f̂ [yp(k − 1), yp(k − 2), r(k − 1),

r(k − 2)] (42)

Figure9 shows the comparison of MSE obtained for various
structures. Figure10 shows the comparison ofMAEobtained
for various structures. Figure11 shows the performance of
identified structure among others. Table 2 gives the compar-
ison of FCRNN with other structures chosen (best values
obtained for error-based indicators are highlighted in bold).
The results from Table 2 shows that the proposed method
has better prediction accuracy over other considered struc-
tures with lesser inputs.
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Fig. 9 Comparison of MSE plots of various structures [Example-2]
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Fig. 10 Comparison of MAE plots of various structures [Example-2]
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Fig. 11 Comparison of the response of FCRNN, ENN, JNN, LRNN, and FFNN at the end of the training [Example-2]

Table 2 Comparison of
performance of proposed
structure with the other
structures [Example-2]

Structure No of epochs No of hidden neurons No of samples in each epoch MSE MAE RMSE

FCRNN 600 05 500 0.0000183 0.0024 0.0043

ENN 600 05 500 0.0388 0.2266 0.1969

JNN 600 05 500 0.0011 0.0429 0.0339

LRNN 600 05 500 0.0012 0.0431 0.0340

FFNN 600 06 500 0.0105 0.1185 0.1026
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Fig. 12 Response of plant obtained on application of disturbance signal
at the time instant [Example-2]

4.4 Disturbance rejection test [Example-2]

The robustness of the proposed FCRNN model is tested by
adding a disturbance signal as a sine wave introduced in a
range of time instants between 250 < k <= 450 at the output
as

u(k) =
{
sin

( 2πk
15

)
, for 250 < k ≤ 450 (43)

The corresponding response is shown in Fig. 12. The pro-
posed identifier is robust enough to bring back the increased
MSE to zero matching the desired plant response. The com-
parison of disturbance rejection ability of FCRNNwith other
selected neural identifier is also shown in Fig. 13. Figure13
shows that the FCRNN shows better disturbance rejection
ability among others.

4.5 Example-3

Consider the following nonlinear plant with second-order
differential equation as given inKumpati andKannan (1990):

yp(k) = 0.72yp(k − 1) + 0.025yp(k − 2)r(k − 1)

+0.001r2(k − 2) + 0.2r(k − 3) (44)

The identification structure of the plant will be

yp(k) = f̂ [yp(k − 1), yp(k − 2), r(k − 1), r(k − 2),

r(k − 3)] (45)
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Fig. 13 Comparison of disturbance rejection ability of FCRNN with other selected neural structures [Example-2]

The above equation is supplied a variable input r(k), where

r(k) =

⎧
⎪⎨

⎪⎩

sin
(

πk
45

)
, for 0 < k ≤ 250

0.1sin
(

πk
45

) − 0.1cos
(

πk
40

)
, for 250 < k ≤ 500

−sin
(

πk
20

)
, for 500 < k ≤ 900

(46)

The proposed FCRNN identification structure will be of the
form given as follows:

y f cr (k) = f̂ [yp(k − 1), r(k − 1)] (47)

where r(k − 1) and yp(k − 1) are two inputs considered for
the identification model. Mathematically, the ENN and JNN
identification structure is given by

yENN (k) = f̂ [yp(k − 1), yp(k − 2), r(k − 1), r(k − 2),

r(k − 3)] (48)

yJ NN (k) = f̂ [yp(k − 1), yp(k − 2), r(k − 1), r(k − 2),

r(k − 3)] (49)

FFNN is trained with a hidden neuron of 6 to match the
performance of recurrent structures:

yFFNN (k) = f̂ [yp(k − 1), yp(k − 2), r(k − 1), r(k − 2),

r(k − 3)] (50)

where r(k − 1), r(k − 2), r(k − 3), yp(k − 1) and yp(k − 2)
are the inputs considered for model identification. From the
results, the proposed FCRNN model shows better perfor-
mance and the performance can be given in the following
order: FCRNN > ENN > JNN > LRNN > FFNN. Fig-
ure14 shows the comparison of MSE obtained for plant
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Fig. 14 Comparison of MSE plots of various structures [Example-3]
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Fig. 15 Comparison of MAE plots of various structures [Example-3]
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model Example-3. Figure15 shows the comparison of MAE
obtained for plantmodelExample-3. Figure16 shows theper-
formance of the proposed identifier among others. Table 3
also gives the comparison of FCRNN with other struc-
tures chosen in terms of error-based indicators (best values
obtained for error-based indicators are highlighted in bold).
It can be seen from Table 3 and Figs. 14, 15, and 16 that
the proposed method gives a better prediction accuracy as
compared to other considered structures with lesser inputs.

4.6 Disturbance rejection test [Example-3]

The robustness and efficiency of the proposed FCRNN
method are tested for Example-3. A disturbance signal in
terms of sine wave,

u(k) =
{
sin

( 2πk
15

)
, for 250 < k ≤ 450 (51)

is introduced and added to the obtained output of the
model. This is shown in Fig. 17. The proposed method is
found to respond quickly and bring down the increasedMSE
to zero, hence tracking the plant’s desired response.

The comparisonof disturbance rejection ability ofFCRNN
with other selected neural identifier is also shown in Fig. 18
and it can be seen from this figure that the FCRNNhas shown
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Fig. 16 Comparison of the response of FCRNN, ENN, JNN, LRNN,
and FFNN at the end of the training [Example-3]
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Fig. 17 Response of plant obtained on application of disturbance signal
at the time instant [Example-3]

better disturbance rejection ability as compared to other con-
sidered models.

5 Conclusion

In this work, a novel recurrent neural network, known as the
FCRNNmodel, is proposed for the identification of complex
nonlinear dynamical systems. The weights of the proposed
model are updated using the BPmethod. The convergence of
the learning algorithm is proved using the Lyapunov-stability
analysis. A total of 3 simulation examples are considered in
the experimental study for testing the identification ability
of the proposed model. The comparison is done in terms
of MSE, MAE, RMSE, the number of hidden neurons, the
number of input parameters, and the recovering ability of
the structure. From the results and simulation, it can be seen
that the proposed FCRNN performed better than the other
selected neural models for all the considered examples. The
ability of FCRNN to recover from any external disturbance
is also found to be fast than ENN, JNN, LRNN and FFNN
structures.

5.1 Future studies

The proposed structure proves to be a better model for the
identification of nonlinear dynamic systems. Future research

Table 3 Comparison of
performance of proposed
structure with the other
structures [Example-3]

Structure No of epochs No of hidden neurons No of samples in each epoch MSE MAE RMSE

FCRNN 600 05 500 0.00000869 0.0024 0.0029

ENN 600 05 500 0.0127 0.1435 0.1128

JNN 600 05 500 0.0020 0.0569 0.0442

LRNN 600 05 500 0.0019 0.0558 0.0435

FFNN 600 06 500 0.0080 0.1112 0.0896
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Fig. 18 Comparison of disturbance rejection ability of FCRNN with other selected neural structures [Example-3]

will concentrate on the use of meta-heuristic approaches to
train and update parameters, such as the Genetic Algorithm
(GA) (Ling et al. 2003; El-Shorbagy and El-Refaey 2020;
Wang and Qing 2021), Particle Swarm Optimization (PSO)
(Kang et al. 2014; Ge et al. 2007; Song et al. 2007) and
Firefly Algorithm (FA) (Ariyaratne et al. 2020; Zhang et al.
2021; Yang and He 2018). Since these algorithms do not
have the tendency to stuck in the local minimum, they can be
integrated with Lyapunov-stability approach for most effec-
tive learning of the structure. Future studies will also focus
on determining the optimal number of hidden layer neurons
in the neural network, to extend the identification structure
forMulti-InputMulti-Output (MIMO) system identification.
Further, using the identification structure, this work might be
extended to control a real-time nonlinear dynamic system.
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Abstract - The following paper introduces a new method for 
identifying Obstructive Sleep Apnea (OSA), a widespread sleep 
disorder that impacts a large number of people globally. OSA 
is characterized by breathing pauses lasting from a few seconds 
to a minute or more. Our proposed approach utilizes audio 
signals for OSA detection. Existing studies require the use of 
ECG or EEG signals, which entail bulky equipment, 
electrodes, and instruments attached to the patient, resulting in 
a time-consuming and inconvenient signal extraction process. 
Conversely, our study uses audio signals due to their 
accessibility and convenience. To accurately detect OSA, we 
convert audio signals to time and frequency domains using 
FFT and DWT. Features are then extracted and used in the 
ANN model to obtain high accuracy and specificity in OSA 
detection. The proposed approach achieves high accuracy and 
specificity in detecting OSA. With the ANN model, we achieved 
an accuracy of 94.1%, sensitivity of 98.5%, and specificity of 
88.7%. This indicates the potential of using audio signals for 
OSA detection, serving as a non-invasive and cost-effective 
method for OSA diagnosis. 

Keywords - Obstructive Sleep Apnea, FFT (Fast Fourier 
Transform), Spectrogram, Kurtosis, ANN (Artificial Neural 
Network). 

I. INTRODUCTION

Sleep apnea is a condition where an individual 
experiences repeated disruptions in their breathing while 
sleeping, which may involve breaths that are not as deep as 
usual or can stop altogether for a few seconds to a minute or 
longer. These interruptions occur multiple times throughout 
the night, often following episodes of loud snoring. When 
breathing resumes, it might be accompanied by a snorting or 
choking sound. “OSA affects between 1% and 6% of 
individuals” [1]. Although sleep apnea can impact 
individuals of all age groups, it is more commonly observed 
in people between the ages of 55 and 60. 

It is imperative to refer to scientific data that indicates a 
healthy individual typically exhibits a respiratory rate 
ranging between 12 to 20 breaths per minute. In other words, 
this means it takes about 3-5 seconds (for male patients) and 
2-4 seconds (for female patients) for each breath. This 
information can serve as a baseline to compare with the 
breathing rate of patients. Generally, snoring can be observed 
in patients who have OSA. The average frequency at which 
patients snore is in the lower range of frequency and varies 
from 200-350 Hz. 

II. LITERATURE REVIEW

Several electrophysiological signals, including the 
Electromyogram (EMG), Electrocardiogram (ECG), 
Electroencephalogram (EEG), and ECG Derived Respiration 
(EDR) signals, were used to investigate and diagnose OSA. 
Several research papers have employed ECG [4–7], EEG [8–
10], and SPo2 [11–12] signals to diagnose this illness, and 
there were instances of using multiple signals for diagnosis 
[13-15]. Additionally, thoracic and abdominal signals were 
studied for diagnosis but didn’t yield optimal results [16].
They were primarily detected during polysomnography 
(PSG). Statistics were derived for kurtosis, variance, mean, 
median, and standard deviation for constructing machine 
learning models to detect sleep apnea [2][3]. 

In [18], authors used wavelet transform and ANN on 
ECG signals to distinguish between normal and apneic
patients achieving a specificity of 44% and a sensitivity of 
70%. Using ECG, the authors of [17] proposed an automated 
method for apnea diagnosis. The segmented ECG sub bands 
obtained by DWT are divided into three sets of features. 
These characteristics had been used by RF classification to 
distinguish between normal and apnea ECG segments. The 
results showed that wavelet-based features can diagnose 
OSA patients by the suggested method's achieving 90% 
classification accuracy. 

The study conducted in [19] utilized EEG, EMG, and 
ECG signals to differentiate between normal and sleep apnea 
patterns during sleep. The obtained characteristics were then 
fed into an MLP artificial neural network, which carried out 
linear and non-linear analyses on the signals.  

In existing studies, OSA detection involves the use of 
heavy machinery, electrodes, and equipment attached to the 
subject, which makes signal extraction a time-consuming and 
inconvenient process. However, our study utilizes audio 
signals due to their accessibility and convenience in 
acquisition. 

The following are the advantages of using audio signals 
in our study: 

Audio signals can be easily recorded and saved using 
a standard smartphone, eliminating the need for 
costly equipment. 

Compared to other types of signals, audio signals 
provide a practical and affordable option for both 
researchers and practitioners. 
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Signal extraction from audio signals is a non-
invasive process, making it comfortable for the 
patient. 

Audio signals can be recorded during the patient's 
natural sleep, ensuring a realistic and accurate 
representation of their sleep patterns. 

Using audio signals in OSA detection can lead to
more widespread and convenient screening, 
ultimately improving patient outcomes. 

III. METHODOLOGY

The workflow for our study can be described as follows.  

Recorded audio samples were subjected to noise 
reduction. 

Time domain analysis was performed on the 
processed signals by converting them into the time 
domain and comparing the respiratory rates. 

For frequency domain analysis, the project was 
divided into two parts. 

The first part involved Fast Fourier Transform (FFT) 
analysis to detect episodes of apnea. 

The second part involved applying Discrete Wavelet 
Transform (DWT) to extract relevant features. 

Features extracted were then utilized to train and 
classify the signals using an Artificial Neural 
Network (ANN) model. 

This comprehensive workflow allowed for a thorough 
analysis of the audio signals, which facilitated accurate 
diagnosis and quantification of the underlying respiratory 
disorder. There are the prerequisites for the study :  

Data Acquisition 

For the analysis, the data is acquired manually by 
recording the sleeping audio of the apnea patient and healthy 
person. Each audio file is nearly 1-minute duration. The 
audio data is converted into amplitude signal values in 
MATLAB [20]. We have taken total a total of 118 numerous 
samples of apnea and healthy patients for the analysis, 59 
each. 

Denoising of signals 

The MATLAB software is utilized to convert the signals 
into amplitude form, following which they are subjected to a 
Savitzky-Golay FIR filter for processing. The Savitzky-
Golay filter, which is also referred to as a digital smoothing 
polynomial filter or a least-squares smoothing filter, is 
utilized to eradicate signal interference from signals that 
have a broad spectrum of frequencies. 

Sampling rate 

Humans can sense frequency from 20Hz to 20kHZ, 
which simply means that sampling rate at its maxima will be 
40kHZ (20*2kHZ). Fs is kept at 44.1kHz (an extra 4.1kHZ 
to improve audio quality) for recording purposes 

The entire research is separated into three distinct 
sections: 

Fig. 1. Detection steps for sleep apnea

A. Time Domain 
As mentioned in introduction, if the average duration of 

breaths is longer than 5 seconds, it can serve as a significant 
indication of the disorder. The audio signals were converted 
into discrete time signals, and then plotted to calculate the 
average time duration between the peaks obtained. This 
enabled us to determine the time duration between two 
consecutive breaths of the subject, which could then be 
compared with the normal time duration of a healthy person. 

With observations, we can say if average breath rate is:   

2-4 sec = patient has normal sleep 
4-6 sec = patient has medium OSA symptoms 
> 6 sec = patient have strong signs of OSA and 
should take instant medical recommendations 

B. Frequency Domain 
This particular segment is further categorized into two 

distinct sub-divisions: 

1) FFT  
If the frequency of snoring exceeds 350 Hz, then this 

implies that the patient is having a hard time breathing. 
Resulting in higher frequency of snores (crests exceeding 
500 Hz). Which is also a referral to the disorder. With the 
analysis in frequency spectrum, we concluded about the 
quality of sleep of the patient. Along with this we also 
concluded the range of frequency in which patient’s snores 
lie. This helped us in further analyzing the severity of the 
disorder.  

2) DWT 
After being denoised, the signals are decomposed at 

various levels of the discrete wavelet transform (DWT). In 
functional and numerical analysis, the DWT [26] refers to a 
type of wavelet transform that involves discretely sampled 
wavelets. Similar to other wavelet transforms, it offers an 
advantage over Fourier transforms in terms of temporal 
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resolution. This is due to its ability to capture both frequency 
and temporal information, i.e., the location in time [23].

To analyze and study the results of different DWT levels, 
we calculated the kurtosis parameter [24-25] for the detailed 
and approximate coefficient vectors at every level. Kurtosis 
is a statistical measure used to assess the shape of a 
distribution, particularly its degree of peakedness and the 
presence of outliers. Tailedness is a factor that is taken into 
account when evaluating kurtosis. Mathematically, kurtosis 
is defined as [27]:                       

Kurtosis =  
where xi is input, n is size of the data, x̄ is the mean and σ 

is the standard deviation [21][22].

C. Artificial Neural Network 
For classification of audio-signals into healthy signals 

and signals from apnea patients, four features are taken out 
from the audio-signal which are: kurtosis, standard deviation, 
variance and skewness. 

Variance  =

Skewness   =   

Standard Deviation  =

Kurtosis   =          

To detect sleep apnea, we have utilized an Artificial 
Neural Network (ANN) for machine learning purposes. ANN 
is a versatile and adaptive tool that is commonly employed to 
solve a wide range of problems. In this study, we have 
employed a single hidden layer comprising ten neurons and 
an output layer consisting of a single neuron. We have used 
ANN classifier where normal audio-signal is assigned 0 and 
apnea audio-signal is assigned 1 [17].

Fig. 2. Artificial Neural Network layers 

IV. RESULTS AND DISCUSSION

All the implementation is done in MATLAB R2020a 
software and 1.8 GHz Dual-Core Intel Core i5 processor is 
used. 

A. Time Domain Analysis 
Here, a function is used to regulate the marking of every 

breath.  This is done by keeping a minimum distance and a 

min threshold respectively. Also mean is calculated to find 
the mean time of the breaths in the audio signals with the 
help of marked points. The amplitude vs time plots are 
shown in Fig 3 and 4.       

Fig 5 and 6 shows that the mean respiratory rate of the 
patient during disrupted sleep was calculated to be 7.798 
seconds, indicating the presence of obstructive sleep apnea
compared to mean breath reate for normal sleep, i.e, 2.1877 
seconds.

Fig. 3. Amplitude vs time plot for normal patient 

Fig. 4. Amplitude vs time plot for OSA patient 

Fig. 5. Mean breath rate for normal sleep 

Fig. 6. Mean breath rate for OSA patient 

Fig. 7. Linear amplitude vs FFT bin frequency for normal breathing 
pattern 
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Fig. 8. Linear amplitude vs FFT bin frequency for OSA patient 

B. Frequency Analysis 
1) FFT Analysis 

After conducting FFT analysis on both the audio signals 
of a healthy person and a person with Obstructive Sleep 
Apnea (OSA), the following conclusions were made: 

The frequency range of most of the normal patients' 
audio signals lies below the 500Hz mark, 
indicating that frequency ranges below 500Hz are 
observed in normal sleeping patterns. 
In contrast, the frequency range of most of the 
OSA patient's audio signals lies well above the 
500Hz mark, indicating that frequency ranges 
above 500Hz are observed in sleeping patterns of 
OSA patients. 

2) DWT based Kurtosis Analysis 
The kurtosis of the approximate and detailed coefficients 

of the signal is measured at various levels of DWT 
decomposition for both normal individuals and those with 
sleep apnea, as illustrated in Tables 1 and 2. The value of  
kurtosis for apnea patients is observed to be much higher 
than that of a healthy person. Therefore, by monitoring the 
kurtosis behavior in relation to the signal's different 
decomposition levels, one can potentially detect the presence 
of sleep apnea. 

A comparison was made between the kurtosis of detailed 
and approximate coefficients as shown in Fig 9 and 10. The 
approximate coefficient kurtosis for a healthy individual is 
characterized by a smaller magnitude. The apnea patient's 
kurtosis is shown in the blue band and the healthy person’s 
kurtosis is depicted in the red band. In both cases the kurtosis 
value first increases, then achieves a peak and then decreases 
with negative slope and finally becomes constant and with 
similar values after level nine.

Fig. 9. Kurtosis vs levels of dwt (approximate coefficient) 

Fig. 10. Kurtosis vs levels of dwt (detailed coefficient) 

Fig. 11. Overall average kurtosis for approximate coefficient for OSA 
patient 

Fig. 12. Overall average kurtosis for detalied coefficient for OSA patient 

To get a rough idea of detection of apnea with the audio 
sample of a patient, the average kurtosis value of all the 
DWT decomposition levels can be calculated. In this study, 
we have taken the mean of all the kurtosis values, for 
different DWT levels, and plotted for graphical 
representation. The results are shown in Fig 11 and 12. If the 
kurtosis values of the audio sample of a patient lies above 
this threshold band, then he/she has a high chance of having 
obstructive sleep apnea disorder.  

TABLE I. THE KURTOSIS VALUES OF THE APPROXIMATE 
COEFFICIENTS FOR VARIOUS LEVELS OF DWT DECOMPOSITION.

DWT
levels

Kurtosis value of the 
approximate coefficient for a 

normal individual

Kurtosis value of 
the approximate 

coefficient for OSA 
patient

1 24.5638 135.8807

2 29.9997 120.8092

3 30.6857 157.3536

4 29.7849 185.0657

5 15.9594 110.1359
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6 10.7677 17.5913

7 5.0203 3.5448

8 4.4944 3.0145

9 4.4776 3.0344

10 4.4903 3.0440

TABLE II. THE KURTOSIS VALUES OF DETAILED COEFFICIENTS FOR 
VARIOUS LEVELS OF DWT DECOMPOSITION. 

DWT levels Kurtosis value of the 
detailed coefficient for a 

normal individual

Kurtosis value of 
the detailed 

coefficient for OSA 
patient

1 15.9594 110.1359

2 24.1574 138.0562

3 29.9142 119.8260

4 30.8500 154.9822

5 31.2855 199.9114

6 30.8434 229.3194

7 27.2823 117.1475

8 16.6353 43.5412

9 7.0301 5.5139

10 4.8079 3.2111

TABLE III. THE AVERAGE KURTOSIS VALUES OF DETAILED
COEFFICIENTS FOR VARIOUS LEVELS OF DWT DECOMPOSITION. 

DWT levels Average Kurtosis 
of approximate 

coefficient

Average Kurtosis 
of detailed 
coefficient

1 185.7211 185.3485

2 276.7241 182.0624

3 365.9673 269.1619

4 420.4574 359.7925

5 252.9860 483.8299

6 79.0824 598.6875

7 43.5585 451.3092

8 33.8353 141.8838

9 29.6755 49.5226

10 27.8206 33.9098

Avg: 147.3027 233.6820

Fig. 13. Confusion Matrix 

Fig. 14. ANN Performance 

C. Artificial Neural Network Results 
The features extracted were used to train an ANN in 

MATLAB, with  64 samples for training purpose, 30 for 
validation, and 24 for testing. A total of 118 audio samples 
were utilized in the network. The results show that the 
accuracy achieved was 94.1%, with a sensitivity of 98.5% 
and a specificity of 88.7%, as illustrated in the confusion 
matrix represented in Figure 13. 

The Artificial Neural Network showed best results at 
epoch 42, with 0.09 as Mean Squared Error (MSE) as shown 
in Fig 14. To keep the ANN simple, it was designed with 
only ten neurons in the hidden layer and four features as 
inputs. It is possible to achieve improved outcomes by 
augmenting either the quantity of extracted features or the 
amount of neurons present in the hidden layer.

V. CONCLUSIONS

Polysomnography (PSG) is used to diagnose Obstructive 
Sleep Apnea (OSA), which is an uncomfortable and 
expensive approach. We diagnosed OSA by analyzing 
recorded audio signals. The promising results obtained from 
this method could potentially be used to estimate sleep 
patterns using non-contact audio technology. However, the 
current work only focuses on one disease, and future studies 
could expand to include different types of diseases.

Compared to conventional studies that utilize ECG 
signals, this research has distinct advantages. Specifically, 
the use of audio signals offers several benefits that make the 
approach more convenient and accessible. Audio signals can 
be obtained using standard consumer-grade devices like 
smartphones or microphones, unlike ECG signals that 
require specialized equipment and training to acquire and 
process. Moreover, analysing respiratory sounds through 
audio signals provides a more direct and intuitive way to 
gain additional insights into the nature and severity of the 
respiratory disorder. By taking advantage of these benefits, 
this study makes a valuable contribution to the diagnosis and 
treatment of respiratory disorders. 
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ABSTRACT 

Massive Open Online Courses (MOOCs) have evolved from open educational resources during the last 

decade at the right pinnacle of technological advancements and thus, online learning exponentially evolved 

and spread with the expansion of MOOCs across various streams. We aim to explore the conceptual 

foundations of sustainable frugal innovation in higher education using MOOCs as a form of frugal product that 

might help bridge the gap between underprivileged sections of the society and their higher education systems 

from a developing country perspective. Using a systematic review approach we have analysed definitions 

pertaining to both the concepts published in peer-reviewed journal articles (n=71) and cross-validated our 

findings from grass-root frugal innovators and higher education academicians via group interviews. 

Accessibility, affordability and resource scarcity were found to be the most crucial determinants of sustainable 

frugal innovation that MOOCs have successfully embraced over the years. Strengthening our case from a 

developing country perspective our results signify the importance of instituting a frugal approach towards 

proliferating MOOCs in such systems that either lack quality education or are devoid of resources and 

leadership necessary to bank upon the underlying power of e-learning.    

Keywords: massive open online courses, MOOCs, frugal innovation, higher education, technology, e-learning 

 

RESUMEN 

Los cursos masivos abiertos en línea (MOOC) han evolucionado a partir de recursos educativos 

abiertos durante la última década en el pináculo de los avances tecnológicos y, por lo tanto, el aprendizaje en 

línea evolucionó y se extendió exponencialmente con la expansión de los MOOC en diversas corrientes. 

Nuestro objetivo es explorar los fundamentos conceptuales de la innovación frugal sostenible en la educación 

superior utilizando los MOOC como una forma de producto frugal que podría ayudar a cerrar la brecha entre 

los sectores desfavorecidos de la sociedad y sus sistemas de educación superior desde la perspectiva de un 

país en desarrollo. Utilizando un enfoque de revisión sistemática, analizamos definiciones relacionadas con los 
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conceptos publicados en artículos de revistas revisadas por pares (n = 71) y validamos de forma cruzada 

nuestros hallazgos de innovadores frugales de base y académicos de educación superior a través de 

entrevistas grupales. Se descubrió que la accesibilidad, la asequibilidad y la escasez de recursos son los 

determinantes más cruciales de la innovación frugal sostenible que los MOOC han adoptado con éxito a lo 

largo de los años. Reforzando nuestro caso desde la perspectiva de un país en desarrollo, nuestros resultados 

significan la importancia de instituir un enfoque frugal hacia la proliferación de MOOC en sistemas que carecen 

de educación de calidad o carecen de los recursos y el liderazgo necesarios para aprovechar el poder 

subyacente del aprendizaje electrónico. 

Palabras clave: cursos masivos abiertos en línea, MOOC, innovación frugal, educación superior, tecnología, e-

learning 

 

INTRODUCTION 

Innovation in education per se is a holistic concept which can be viewed from multiple perspectives 

for explaining the radical reforms over the years. What has evolved is not only a shift towards an engaged 

pedagogy i.e. one which has extensive institutional implications and not confined to changes in classroom 

dynamics (Saltmarsh et al. 2011), but also the inseparable role of technology in aiding such changes (Garcia et 

al. 2015). Al-Huneidi and Schreurs (2012) highlighted the prominence of flexible learning environments and 

collaborative online systems in refurbishing traditional educational ecosystem. These environments would not 

have existed if it were not for technological innovations to reach their existing forms; tabletPCs, classroom 

clickers, instant messaging and WebCT etc. (Blasco-Arcas et al. 2013). From the first use of computers in 

classrooms and universities towards the era of the internet, cloud computing and industry 4.0 technological 

innovation in education have seen expeditious growth. It wouldn’t be wrong to presume that the nature of 

technological innovation inherits the essence of Kranzberg’s second law of technology i.e. ‘invention is the 

mother of necessity’ (Kranzberg 1986). There exists a saturation point of every type or form of technology and 

its use; once reached it acts as a solid foundation for new technology to prosper and grow (Lawton, 2013). The 

evolution of open educational resources (OERs) to massive open online courses (MOOCs) can be considered as 

an apt example of how innovation in technology is changing the fabric of higher education. As soon as the 

availability and accessibility of internet became easy and cheap the OERs automatically evolved, which until 

the last decade were primarily meant for pre-recorded distance education purposes (Alario-Hoyos et al. 2017). 

OERs took ample time to advance from their static form to a much more dynamic MOOCs form but, with the 

pace at which machine learning and artificial intelligence are progressing we might soon be leapfrogging into 

future classroom transactions with augmented and virtual reality experiences (Leahy et al. 2019). But, before 

that materializes we must clear the air around the ongoing technological revolution in higher education and 

understand how we can leverage the underlying power of MOOCs as a type of frugal innovation for such 

higher education systems which are deprived of quality education. For instance: an innovation might be 

product innovation, process innovation or disruptive innovation etc. but, only the presence of certain 

attributes and distinctive features about their nature will help individuals to distinguish between them. We 
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believe the judicious apprehension of these features is one of the most effective ways to bank upon the 

underlying power of any type of innovation, which is also the underpinning theme of this article.  

Over the last decade, researchers have focused on a new form of innovation (frugal) which we believe 

might be in sync with certain characteristics of MOOCs. Thus at first, we seek to examine the characteristic 

features of frugal innovation; which acts as an extended and improvised arm of innovation and has gained 

exponential momentum in the research domain over the last decade (Pisoni et al. 2018). Traces of this concept 

in actual practice dates back to ages in ancient civilizations and their philosophies (Tiwari et al. 2017) such as, 

the ‘Greek Epicurean’ ethics on fundamentals of living life with frugality and the movement of ‘Neo 

Confucianism’ in ancient China which appreciated simplicity and detachment to material self by one of its key 

proponents Lao-Tzu (Tiwari et al. 2017). However, academic research has just recently started to focus on the 

intricacies involved in defining frugal innovation and common grounds are being set up to hedge the 

unpredictable nature of the concept. According to Sharma and Iyer (2012), frugal innovation is a concept that 

“stems from resource scarcity: utilizing limited resources to meet the needs of low-income customers”. 

Literature is replete with similar definitions which have faced barriers of subjective interpretations of the 

concept for example in India, the term ‘Jugaad innovation’ or in China as “Zizhu chuangxin (copycat)” or “jua 

kali” in Kenya (Radjou 2014) is constantly used in reference to frugal innovation but, the understanding, 

implementation and execution of the concept might wary across different countries and cultures (Tiwari et al. 

2017). Nevertheless, it has been sincerely approached by authors such as Ray and Kanta Ray (2011), Zeschky, 

Widenmayer and Gassmann (2014) and Prabhu and Jain (2015) etc. in trying to define the boundaries and 

essential characteristics of such innovation thereby, providing our research with a concrete reference point for 

studying and understanding the determinants of frugal innovation in higher education sector from a MOOCs 

perspective. 

Secondly, MOOCs on the sidelines of innovation in education technology have emerged as one of the 

most successful, widespread and sustaibale models for the dissipation of knowledge and learning through the 

use of e-learning platforms (Jordan 2015). It is observed that during the initial years of exploratory research on 

MOOCs, majority of the researchers divulged more into apprehending the impact, paradox, learning, 

feasibility, performance evaluation and effectiveness etc. of the concept. Major emphases on learning theories 

and new conceptual foundations (Gasevic et al. 2014) have rigorously been researched leading to the 

culmination of key traits and characteristic of MOOCs. Since its inception the concept has been a part of 

academic dialogue amongst scholars who view it as a form of ‘disruptive innovation’ (Flynn, 2013, Yuan & 

Powell 2013). Presumably, the authors believe that MOOCs wield the power for disturbing the make-up of our 

current educational system by changing the roles of student-teacher interaction and technology (Flynn 2013), 

which is true if we understand how one complements the other in presence of rapid technological 

advancements. On the other hand, scepticism looms over the same as few authors believe that the evolution 

of MOOCs from OERs is nothing more than a technological shift and it doesn’t suffice the characteristics of 

disruptive innovation as mentioned in the literature (Al-Imarah & Shields 2018, Kursun 2016). Perelman (2014) 

viewed MOOCs as a symptom of disruption, not a major cause since according to him the academic 

bureaucracy believes that broadcasting online lectures can only put on a masquerade threat to the existing 
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institutional norms and state of affairs in education; nothing substantial. Thus, due to these differences in 

opinions it is still an ongoing debate and we leave it to the scholarly minds out in the field to figure out if 

MOOCs are actually disruptive in nature or not. We however, would like to examine if MOOCs adhere to the 

principles of frugality (thriftiness/skimping) since, frugal innovation in the education sector is not even 

remotely studied. We wish to accumulate key characteristics of MOOCs and frugal innovation under one 

common umbrella and propose to superimpose similarities of both the concepts to form a common ground for 

mutual co-existence. 

Furthermore, we will be drawing and driving our discussions and conclusions from a developing 

countries’ perspective for examining the potential for frugal innovation in MOOCs and vetting them with 

expert comments over our analysis of key definitions.   

 

MATERIAL AND METHODS 

In order to identify research papers with key definitions on both frugal innovation and MOOCs we 

have applied a systematic literature review (SLR) approach for determining an inclusion and exclusion criteria 

for article selection. SLR uses a through methodology to narrow down the scope of research for optimum use, 

re-use and feasibility (Liyanagunawardena et al. 2013). Textual analysis of the selected definitions for both the 

concepts was ideally performed by the authors and cross validated by experts in the fields of frugal innovation 

(primary education) and higher education research to minimize any form of bias arising due to subjective 

interpretations. We refrained from using automated text mining tools such as R-Studio, Python etc. since we 

are not working on the identification of key themes or word associations. We wish to make an educated guess 

at some highly likely explanations of the said text (McKee 2003) for which the feasibility of human 

interpretation is indispensable. We adhered to the same inclusion and exclusion criteria for searching research 

articles on frugal innovation and MOOCs.  

Inclusion criteria: In order to funnel down and select high quality journals, we used the online 

database SCOPUS® for selection of research articles. Setting the publication language criteria to ‘English’ and 

using the keywords “MOOC” OR “Massive Open Online Courses” in ‘title’ OR ‘abstract’ OR ‘keywords’ and 

selecting only ‘research articles’ which are ‘final published’ we extracted a list of top (n=50) cited research 

papers on massive open online courses. Similar procedure was followed for research articles in frugal 

innovation (n=50) using the keywords “Frugal innovation” in ‘title’ OR ‘abstract’ OR ‘keywords’. Therefore a 

consolidated list of (n=100) articles was prepared for analysis.  

However, the initial number for our sample might seem to be arbitrary since, going for a fixed number does 

not guarantee the results one might require for qualitative analysis (Gergen et al. 2015). Therefore, we took 

this opportunity to also verify the concept of ‘data saturation’ (Fusch & Ness 2015) in qualitative analysis for 

our own research. In a major study conducted by Vasileiou et al. (2018) identified the key reasons behind 

sample size determination for qualitative research in health sciences and found that 55% of the studies 

reported determination of ‘saturation level’ of information as the benchmark for sample size justification. It 

was only appropriate to look for similarities in definitions up-to a certain point of information redundancy 

after which no new data could prove to be useful.    
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Exclusion criteria: Our study has focused only on published peer-reviewed research articles since we 

aim for high inclusion of quality not quantity. We are currently working only on the definitions of both the 

concepts thus; other published materials such as case studies, reports, conference proceedings, book review 

etc. did not fall in the scope for this research. We also withheld ourselves from selecting articles in press.  

After reviewing the articles it was found that not all of them focused upon explicit definitions or 

characteristics of MOOCs thus, we removed those research articles from our list. Data from the sample further 

started to saturate at the final list of 30 articles for MOOCs and 41 articles for frugal innovation (see Appendix 

A for sample definitions and references) (n=71).  

Elucidating definitions of MOOCs and Frugal Innovation: The definitions (see Appendix A) instantly 

gave away a quick and general understanding of researchers understanding of both the concepts. As, they 

expounded about MOOCs, it was found that the majority of them had a notion of MOOC as a free course 

whilst being open in nature. They are accessible from any part of the world to anyone who wishes to enrol and 

learn. The definitions consistently feature two major technological pre-requisites i.e. the presence of a digital 

device such as a laptop, computer or a mobile phone which can support MOOCs platforms and a good enough 

internet connection. Massive influxes of students attracted by top tier universities have laid the foundations 

for these courses thus, for an online course to be called a MOOC huge number of student enrolment is an 

important factor. Some of the authors believe, that in the right philanthropic mindset MOOCs have been 

efficient in removing the financial barriers for students coming from both developing and under-developed 

countries; allowing them to access high quality learning resources which otherwise would have been limited 

for them. Hence, they are also considered as a gateway for unlimited learning opportunities for students 

across all spectrums of socio-economic structures. 

But, for MOOCs to be scrutinized as a form of frugal innovation they must hold true to the primary 

determinants of sustainable frugality such as affordability, accessibility and resource scarcity which, are the 

three most crucial aspects of frugal innovation as highlighted in the definitions. Since, the name speaks for 

itself resource constrained environments are at the core of defining frugal innovation thus, minimal use of 

resources is not a choice but a matter of human ingenuity and adaptability in problem solving using given 

resources at hand. Use of technology in such a way that minimizes not only the manufacturing cost but also 

the accessibility costs for destitute sections of the society is of major significance for every innovation to be 

considered frugal. It is interesting to note that majority of the frugal innovations are product centric i.e. the 

authors have till date focused only on those innovations which possess physical characteristics and their 

services as frugal innovation, for example Wonderbag (South Africa), ChotuKool (India), Aakash Tablet (India),  

BYD Lithium-ion batteries (China) etc. (Nevejan, 2016). Other definitions highlight the importance of a frugal 

mindset which in layman terms could be interpreted as, ‘an ability to work out of line with creativity at its 

behest’.  

Understanding sustainable frugality in the context of its determinants (resource scarcity, affordability 

and accessibility) from a developing country (Indian) perspective: In a research conducted by Shah and 

Santandreu Calonge (2017) an attempt has been made to address the frugal power of MOOCs and how they 

could be utilized to access millions of displaced refugees in war torn countries of the middle east. They 
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developed a ‘frugal MOOCs’ model for school going Syrian refugees which addresses real issues of learners’ 

needs, local stakeholders and technological challenges. It is quite evident from their model that without an 

established infrastructure (mobile and internet) and the help of local stakeholders in customizing learners’ 

education needs the frugal MOOCs model will not suffice the end goal of making quality education accessible 

to underprivileged sections of the society. This is the power of frugality in innovation when resource scarce 

educational environments could access free and high quality learning materials from some of the top 

universities in the world. It is also worthwhile to note that majority of the frugal innovations have come from 

developing or under-developed nations since they share similar technological, economic and leadership 

challenges. Therefore, we now look at frugal innovation from an Indian perspective because the country has 

always been at the forefront of frugal or ‘jugaad innovation’ in the world (Radjou 2014) and dive deeper into 

the conceptual confluence of MOOCs as a form of frugal innovation.  

Resource scarcity in frugal innovation is generally debated in the context of people living under the 

bottom of pyramid (BoP) (Pansera et al. 2016) thus, acting as the driving force for some form of frugal 

innovation to happen but, when we discuss about resource scarcity in the context of higher education and 

particularly MOOCs, it could not be denied that there is a huge chunk of students in developing countries who 

still do not have ways to leapfrog technological barriers (Davison et al. 2000). Further, educational institutions 

and teachers in these countries might not have an idea about the power of MOOCs in enhancing their 

academic acumen. Lack of awareness and alignment of learners’ digital literacy, background and culture with 

content and medium of instruction is a major hindrance for effective dissemination of MOOCs in these areas. 

Thus, at first the environment needs to be conducive enough to support MOOCs as a form of frugal innovation 

in higher education. For example in India, the government is on a mission to expand the reach of internet 

services to the marginalized sections of the society which will not only help in financial inclusion for 

government schemes but could also be used to connect with educational institutions on both national and 

international levels. The same platform could be used by higher education institutions (HEIs) lacking quality 

education to aid their curriculum with learning materials and instructional teaching available at both 

government and private funded MOOCs platforms such as SWAYAM®, IITBx®, mooKIT® etc. But, the 

integration will only work if the educational institutions have the right intent to embed MOOCs into their 

educational ecosystem. It might be true to say that online educational resources (OERs) re-invented 

themselves in the face of MOOCs over technological advancements and MOOCs now have the power to serve 

as a frugal solution to resource scarce educational environments where students don’t have access to quality 

educational systems.  

Affordability constraint is another factor that hinders the access of quality higher education services 

to students living in rural areas or tier 2 and 3 cities. Even in the current age of digitization and internet 4.0 it is 

absolutely not necessary in the developing and under-developed countries that underprivileged students could 

even afford the basic fee for MOOCs available on for-profit online platforms such as Udemy®, Edx® or 

Coursera®. As lucrative as they might sound but paying for such courses might not resonate with their actual 

needs. Thus, MOOCs which are entirely free of cost have massive potential to bridge this gap in the same way 

Indian car manufacturer TATA® with their Nano® car did as one of the most successful frugal innovations in the 
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automobile sector by bringing the luxury of owning a car to the common man (Rao 2013). To put the matter 

into an Indian perspective the exponential growth of a government run platform SWAYAM® (self-induced) is 

currently being used by students absolutely free of cost. All the courses are freely accessible which has led to 

the huge number of student enrolments across multiple domains from all parts of the country. Since the 

courses are made by lecturers from the top institutions in the country the appeal is much stronger and 

encouraging. Thus, the second step for banking upon the power of frugality is to make sure affordability is not 

a constraint on any level for any student.  

Accessibility constraint is one that is based under the context of resource scarcity. According to (Horn 

et al. 2013) for an innovation to be considered as frugal, it has to be accessible by the masses and not 

restricted to a particular niche of the society. A student with a good enough internet connection can access 

MOOCs from any part of the world. But, good enough is a relative term and could be probed under the aegis of 

resource scarce environments where access to high speed internet might not be that easy. The video sessions 

for MOOCs which are broadcasted live require high speed internet connection and according to Roser, Ritchie 

and Ortiz-Ospina (2020) access to internet services in the world is still skewed on one side of the scale. In the 

Indian scenario the government is spending huge amounts of money via local schemes such as ‘BharatNet’ to 

make sure internet access is easy for villages and remote areas ("Vikaspedia Domains" 2016). It is an attempt 

to connect local villages with government schemes aimed at improving e-governance, e-banking, e-health and 

e-education. Therefore, improving accessibility to internet services is equally important for frugal innovations 

to thrive in the backdrop of establishing frugal MOOCs.  

Finally, the relationship between innovation, frugal innovation and MOOCs could be summed up in 

the form of similarities depicted in the three concepts (see Figure 1).   

 

Figure 1. Relationship between innovation, MOOCs and frugal innovation 
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RESULTS AND DISCUSSION 

Once the review of definitions was done, it was necessary to vet our findings from users/experts in 

both the fields and understand how one can optimally make use of the frugal characteristics of MOOCs. We 

conducted semi-structured interviews with a group of lecturers from a technical university where a choice 

based credit system for MOOCs is embedded in undergraduate (UG) degree programme curriculum. A focused 

group interview was also conducted with grass root frugal innovators (teachers) in primary education in rural 

areas why? Because, these teachers work in some of the most remote areas of the country and face numerous 

challenges due to lack of resources (capital, labour and technological) pushing them to perform acts of 

frugality in their everyday lives. Some of the excerpts from the commentaries of various experts in both fields 

are mentioned below: 

Opinion of Primary school teachers: “We have to perform ‘jugaad’ in our day to day lives due to 

resource constraints from the government. To run an institution various resources are needed but we have to 

eventually manage with little at hand (see figure 2). For example, we are teaching students to become self-

sufficient and embed values of sustainability in them. These children come from the marginalized sections of 

the society and we teach them how to improvise for daily challenges. We don’t have text books to be 

distributed to all the students for primary education so; we have devised a method of teaching basic numeracy 

skills by changing our teaching pedagogy and all inclusive participatory learning etc.” 

In developing countries such as Guatemala, Philippines, Bolivia etc. access to internet is still considered as a 

luxury in rural areas (Istance et al. 2019). In rural India there is only (21.2%) access to computers in primary 

and secondary (ASER Centre 2018) schools. Reports have shown that almost half of primary school (5th grade) 

students can’t read or write properly in India and one of the worlds’ biggest educational systems is facing a 

learning crisis (ASER Centre 2018). During our visit, it was not startling to see that there was a lack of resources 

in rural areas, but what were more important to note from our experience was teachers’ willingness and a pro-

active approach to sensitize the stalled education system with change. Our interviewees considered 

themselves duty bound ethically and morally to teach and up-skill the students by simple acts of frugality. 

Therefore, for such education systems where the government leadership and policy making is consuming 

much more time than needed teachers could use OERs and MOOCs to suffice the immediate needs of the 

students. Further, we also introduced the teachers to online learning platforms (see figure 3) Khan Academy® 

(US) and Byjus® (India) and asked them if they can supplement their teaching with high quality learning 

material from these platforms for faster, efficient and up-to-date growth of the children. However, at the 

current stage, it is hard to measure how efficient these interventions would prove to be in the long run since 

lack of awareness and support from competent authorities might dilute their motivation to appreciate the 

power of frugality underlying OERs and MOOCs. 

Opinions of academicians on frugal nature of MOOCs in higher education:  “[...] I do acknowledge the 

presence of an inherent power of frugality in MOOCs but there is major lack of awareness amongst 

academicians in higher education regarding its feasibility and effectiveness in our country which is clouded by 

the rudimentary ideologies of higher authorities”  
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Figure 2. Students engaged via participatory learning and role play as street vendors during authors’ 

visit at a primary school (Nhu district, Haryana, India, February 10, 2022).   

 

 

Figure 3. Teacher acquainting students with online learning platforms for grades 1-5 via Khan 

Academy® and Byjus® apps on mobile phone during authors’ visit at a primary school (Nhu district, Haryana, 

India, February 10, 2022). 

 

“[...] By virtue of definition MOOCs might be called as frugal innovation since there are institutions 

which lack resources in our country. MOOCs can aid these institutions in providing quality higher education 

anytime at their disposal”    
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“[...] As, understood from the definitions, frugality is a mindset which means doing something more efficiently 

with limited resources and constraints. There is a major issue of skill-gap in our country and quality education 

is lacking in major domains thus, the students who cannot access or afford quality higher education can make 

use of the MOOCs model to up-skill themselves but proper guidance is a must” 

It was evident from our discussions that the same awareness gap and lack of leadership that drags the 

growth of students in primary education lingers on in higher education as well. The power had predominantly 

been dormant in nature due to lack of attention and trust in MOOCs models for disseminating quality 

education. Hence, a niche of students’ accessing MOOCs is rapidly evolving majorly in tier-1 institutions and 

cities and not across the rest of the country. In words of Stephen Downes one of the co-founders of MOOCs, 

sharp criticism of the rapidly evolving MOOCs system as a for-profit business model could be heard in an 

interview (Downes, 2012) where he explicitly said: 

“ [...] I don’t see how you can call something open and charge money for it, I am sorry those two 

concepts to me just don’t down go together in the same sentence”  

It is in nature of every system to evolve and mould itself according to the decisions taken by its key 

players. In the case of MOOCs the platforms such as Coursera®, Edx® and Udemy® etc. are charging a fee for 

earning certification of a course but, what value are these if a particular student segment can’t afford them? 

Should we not debate about the acceptability of these certificates in various job markets? Why only the 

students from top institutions and tier-1 cities in the country are accessing MOOCs rapidly? The majority of the 

courses on these platforms have options for a paid certificate and the misconception around the word ‘open’ 

in MOOCs is now beginning to clear. Thus, the marketing and selling of ‘education’ as an online product is 

beginning to penetrate the upper layers of MOOCs. In coming years it would not be dramatic to view these 

online courses and certifications “on happy hour” sales or “1+1” offers. We are not counter arguing the 

business models of these platforms and MOOCs are definitely accessible to anyone with an internet 

connection but, we argue that the real value will not trickle down on its own until and unless students are 

guided by teachers and their institutions are financially aided by the government in such countries. Thus, 

Institutional and governmental interventions are a must for MOOCs to co-exist between all divisions of a 

society in an unbiased manner. 

HEIs are not devoid of resources needed to exploit the potential of MOOCs but in order to maximize 

efficiency they must play an active role in developing networks with partnering institutions, prospective 

employers and the government. It is necessary for institutions to develop policies that communicate the 

benefits of MOOCs in a way, that doesn’t disrupt or undermine the current educational systems in place. It is 

important to understand the needs of the market not only on a national level but also on a global level for 

appropriate student guidance and support. It is the right time to bank upon the frugal power of MOOCs i.e. 

easy accessibility and affordability for supplementing educational environments with high quality e-learning 

certifications and courses via a connectivist mode of learning. It will empower institutions to get connected 

with the national and global education systems which have progressed substantially in proliferating MOOCs on 

various platforms. Thus, it is altogether more crucial for underdeveloped higher education systems to embrace 

the MOOCs model with a frugal mindset. For example, the higher education systems across the globe have 
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recently shown exemplary behaviour in the darkness of the ongoing pandemic COVID-19. Around the globe 

multiple HEIs have moved towards the use of MOOCs and online education platforms to aid their stalled 

educational systems (Mineo 2020). Since free e-content knows no boundaries, voices from all education 

systems are being heard across top global universities which have opened access to free learning for students 

across the globe. During these crucial times live online learning has emerged as a potent tool to tackle 

problems of disseminating knowledge and learning activities (Burgess et al. 2020). Thus, the situation has been 

a blessing in disguise for all educational systems that were not globally connected and lacked sophisticated 

tools and technologies by pushing them to become more frugal in using e-resources for accessing quality 

higher education. 

 

CONCLUSION 

On a very primary level of elucidation after thorough textual analysis we have observed that ‘any 

form of innovation be it new or induced after changes in the existing structure of products or services for the 

better good of masses be them poor or rich can be defined as frugal innovation’. MOOCs don’t fail to identify 

themselves as a form of frugal innovation on tracks of low cost educational services targeted at students who 

either have marginal access to study resources or limited affordability to quality higher education. The only 

promising way of realising the hidden potential of MOOCs is by unleashing the power of frugality which 

prerequisites a certain degree of philanthropic and visionary mindset on part of partnering HEIs, MOOCs 

offering platforms and the government. In context of developing countries primary issues such as, lack of 

awareness amongst academia, over-reliance on orthodox teaching pedagogies and stagnant curriculum across 

majority of HEIs needs to be revamped first by corroborative efforts of top institutions and the government. 

Only with efficient policy interventions, the issues of access to quality higher education and reduction of skill 

gaps arising due to lack of knowledge could be addressed with the help of MOOCs. Since, MOOCs are low cost 

educational services we vouch for government and HEIs support in aiding students deprived of quality 

education primarily due to financial constraints. Whilst looking at the higher education systems at large, the 

need for private players offering online platforms for the culmination of e-resources should not be sidelined. 

Our study is not against the commercialization of education; that has already happened long ago and will 

continue to flourish with changes and advancements in technologies. But, we aim to spread a message for an 

integrated approach which reduces the burden on HEIs for churning out individuals who are highly skilled, self 

sufficient and job ready for a disruptive global context.  

Limitations and future research: Even though with all of our best knowledge and experience put to 

test, we believe our study might be limited by the subjective interpretations of select definitions. Additionally, 

we have selected limited research articles for the review and we might have had missed out on a few good 

papers. Techniques such as text mining via tools such as R-Studio® or Python® could also be used to analyse a 

greater number of papers depending upon the feasibility of the study. Since, frugal innovation is not 

appropriately researched in the education sector we leave it up to the research community to corroborate our 

findings and look for patterns of frugality in the education sector.  
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As of now we have highlighted the implicit determinants of frugal innovation and their relation with 

MOOCs but, we would also like to propose a conceptual model which is in its testing phase. Explanation of the 

model is not within the scope of the present study rather a brief overview is provided (see figure 4). We are 

primarily concerned about the efficient integration and acceptance of MOOCs into the HE systems of 

developing and underdeveloped countries which are plagued with several institutional and human-induced 

biases. Literature apprises that the three independent variables represent the basic nature of frugal innovation 

and we believe they might have a direct and substantial bearing on effective integration of MOOCs into such 

higher education systems. To actually benefit from the frugal power of MOOCs one must delve deeper into the 

reasons and degree of affect the aforementioned constraints have on such form of unification such that, 

effective policy making and guided decisions could be made.    

 

 

 

 

 

 

 

 

 

 

 

 

Figure 4: Conceptual framework for frugal MOOCs 
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Abstract
The Copper (Cu)-based perovskite materials, (CH3NH3)2CuX4 or (MA)2CuX4 with 
[X = Cl4, Cl2I2, and Cl2Br2] are explored for use in perovskite solar cells (PSCs). The fore-
most objectives of this investigation are the optimization and finding the combination of 
Electron Transport Layer [ETL], Perovskite Absorber Layer (PAL) and the different organic 
and inorganic Hole Transport Layers [HTLs] for better device performance. The impact of 
other important functional parameters on the performance of PSCs are also studied. These 
parameters are, thicknesses of PAL, operating temperature (T), series resistance (RS), and 
radiative recombination rate under the illuminance of AM1.5. This SCAPS-1D simulation 
study deduced the optimized value of the thickness for (MA)2CuCl4, (MA)2CuCl2I2 and 
(MA)2CuCl2Br2 based absorber layer to be 400 nm, 500 nm and 600 nm, respectively at 
defect density (Nt) of 1 × 1013 cm−3 and 300 K operating temperature. The optimum value 
of operating temperature is 300 K for all PSCs but for C60/(MA)2CuCl4/Cu2O PSC, opti-
mum value is 320 K at 400 nm of absorber layer. With considerations of all these opti-
mum values, the highest power conversion efficiency of 28.31% has been obtained for 
the PCBM/(MA)2CuCl2Br2/CuI configuration at operating temperature of 300  K. Thus, 
the study reveals that PCBM as ETL, while CuI and Cu2O as HTLs are most suitable for 
the Cu-based PSC. Based upon the comparison with experimental results, our findings 
are indicative of the fact that traditional charge transport materials like TiO2 and spiro-
OMeTAD may not be the best choices for new lead-free Cu-based PSCs.

Keywords  SCAPS-1D · Cu-based perovskite solar cell · Hole transport layer · Electron 
transport layer

1  Introduction

In the field of solar photovoltaic research, organic–inorganic perovskite materi-
als are gaining considerable interest. These materials have a lot of potential as 
they are inexpensive, abundant and have easy processing techniques. Currently, in 
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comparison with other perovskite materials, lead perovskites of methyl ammonium hal-
ide (CH3NH3PbX3) are achieving higher power conversion efficiencies (Mahajan et al. 
2021; Sahli et al. 2018). Some of the factors associated with their superior photovol-
taic performance are suitable band gap, long electron and hole diffusion lengths, high 
absorption coefficients, low defect density (Nt) (Momblona et al. 2016; Park 2015; Cao 
et  al. 2021; Kumar et  al. 2021). However, despite the several advantages, lead based 
perovskites cannot be regarded as a sustainable class of photovoltaics as lead is highly 
toxic, not only to living beings but to the entire earth ecosystem (Giustino and Snaith 
2016). In addition to the environmental concern, lead based perovskite solar cells also 
face stability issues due to rapid oxidation of Pb cation (Ke et al. 2019).

There is a need to replace lead-based perovskites with some other perovskite mate-
rials which are not only less toxic and environment friendly, but also, have potential 
to deliver superior photovoltaic performance. In order to find a suitable substitute for 
lead, researchers have investigated many potential candidates. Lead has been success-
fully replaced by Sn (Noel et al. 2014), Ge (Ju et al. 2018), Bi (Zhang et al. 2017), Sb 
(Wang et  al. 2018), Ag (Zong et  al. 2018) and subsequent experiments have demon-
strated device power conversion efficiency up to 9% (Kour et al. 2019). However, there 
remain many challenges that need to be addressed. Sn2+ and Sb2+ exhibit low open 
circuit voltage whereas Ge2+ has stability issues due to oxidation.

Therefore, exploration of transition metals has now gathered momentum. Many tran-
sition metals (e.g. Fe2+, Cu2+, Zn2) are attractive alternatives as they are cost effective, 
earth abundant and low on toxicity. In this direction, Cu metal has also been investi-
gated as a substitute for lead. To the best of our knowledge there are only two studies 
that explored the application of copper as a lead substitute (Cortecchia et  al. 2016; 
Elseman et al. 2018). Recently, PCE efficiencies up to 2.41% has been experimentally 
reported by Elseman et  al. (2018) by using Cu substituted lead perovskite materials 
((MA)2CuX4) for solar cell fabrication. This Cu based hybrid perovskite material also 
exhibits band gap tunability with varying content of halides (X = Cl4, Cl2I2, Cl2Br2). 
However, despite optimized Low efficiency was attributed to factors such as recombi-
nation rate, absorption coefficient, surface roughness and thickness of perovskite films. 
Also, mismatch between the band levels of electron transport layer (ETL) and hole 
transfer layer (HTL) with respect to perovskite absorber layer (PAL) was identified as 
an important functional parameter for low efficiency. A general perovskite solar cell 
structure contains a PAL sandwiched between ETL and HTL. A photocurrent is gen-
erated when photoelectrons (e−) are injected into ETL and holes (h+) are transferred 
to HTL from the perovskite layer. Hence, proper alignment of energy band levels of 
all three layers is extremely crucial for efficient device performance. so there exists a 
need to carefully select and optimize ETL and HTL according to the properties of the 
perovskite absorber layer. (MA)2CuX4, TiO2 and spiro-OMeTAD were used as ETL 
and HTL materials respectively, which are the traditional choices. However, other 
suitable alternatives are also available for this role. In this work, we have examined 
effect of different organic and inorganic ETL and HTL materials on the performance of 
(MA)2Cucl4, (MA)2Cucl2I2, (MA)2Cucl2Br2 based PSCs using SCAPS-1D simulation 
software. Simulation work also includes analysis and optimization of different device 
parameters (perovskite layer thickness, recombination rate, device temperature, series 
resistance) for enhanced photovoltaic performance.
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2 � Material and methods

2.1 � Device architecture

The device architecture for the simulation of PSCs is shown below in Fig. 1. The primary 
architecture of PSC basically consists of following different layers, a PAL is placed in the 
middle of the ETL and HTL. In this structure we have (MA)2CuX4 PAL with different 
halides groups such as Cl4, Cl2I2, and Cl2Br2 are utilized in PSC with the thickness of 
400 nm shown below in Table 1. In modelling of Cu-based PSC, the various ETLs and 
HTLs are employed for obtaining the maximum PCE with optimum value of absorber layer 
thickness. The thickness of three different ETLs such as PCBM, TiO2 and C60 with val-
ues of 500  nm, 40  nm and 50  nm respectively employed shown below in Table  2. The 
various HTLs are employed for efficient PSC such as PEDOT: PSS, Cu2O, CuI, and Spiro-
OMeTAD. The thickness of the HTLs varies from 80 to 250 nm. In p-i-n devices, electrons 
are collected at the fluorine doped tin oxide (FTO) and holes at the metal back contact 
(Bhattarai and Das 2021).

Fig. 1   Architecture of 
the simulated model of 
(MA)2CuCl4, (MA)2CuCl2I2 and 
(MA)2CuCl2Br2 PSC

Table 1   Various input parameters of perovskite layers employed in simulation

Parameter (MA)2CuCl4 (Elseman 
et al. 2018)

(MA)2CuCl2I2 (Elseman 
et al. 2018)

(MA)2CuCl2Br2 
(Elseman et al. 
2018)

Thickness (μm) 0.400 0.400 0.400
Eg (eV) 2.36 1.99 1.04
χ (eV) 2.92 3.9 3.8
εr 25 20 15
NC (cm−3) 3.5 × 1020 2.5 × 1020 3.0 × 1018

NV (cm−3) 3.5 × 1020 2.5 × 1020 4.0 × 1018

μn (cm2/Vs) 10 14 15
μp (cm2/Vs) 10 14 15
ND (cm−3) 7.0 × 1014 – 1.0 × 1010

NA (cm−3) 7.0 × 1014 6.0 × 1014 1.0 × 1010

Nt (cm−3) 1 × 1013 1 × 1013 1 × 1013
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2.2 � Simulation parameters

In this work, the SCAPS-1D software is employed in simulation. The Gent University of 
Belgium developed SCAPS simulation software, which allows users to simulate a maxi-
mum of seven semiconducting layers in both light and dark conditions. The stepwise pro-
cedure of SCAPS-1D simulation is demonstrated in Fig. 2. The Photovoltaic (PV) param-
eters such as open circuit voltage (VOC), short circuit current density (JSC), fill factor (FF) 
and PCE can be calculated at different temperatures and illuminations. The software is 
numerically based on solving semiconductor, Poisson’s, and continuity equations for both 
electrons and holes under steady-state conditions given below.

Table 2   Various input parameters employed in simulation of different ETLs

*In this work

Parameter TiO2 (Rai et al. 2020; Lakhdar 
and Hima 2020)

PCBM (Mandadapu et al. 2017; 
Azri et al. 2019)

C60 (Jayan 
and Sebastian 
2021)

Thickness (μm) 0.040 0.500 0.050
Eg (eV) 3.2 2.1 1.7
χ (eV) 3.9 3.9 3.9
εr 9 3.9 4.2
NC (cm−3) 1 × 1021 2.2 × 1019 8.0 × 1019

NV (cm−3) 2 × 1020 2.2 × 1019 8.0 × 1019

μn (cm2/Vs) 20 0.001 8.0 × 10–2

μp (cm2/Vs) 10 0.002 3.5 × 10–3

ND (cm−3) 1 × 1019 1 × 1019 2.6 × 1017

NA (cm−3) – – –
Nt (cm−3) 1 × 1015 1 × 109* 1 × 1014

Fig. 2   SCAPS-1D software 
simulation procedure
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The basic structure of PSC consists of three different layers such as TiO2 (n-type ETL), 
PAL and p-type HTL demonstrated in Fig. 1. The primarily input data employed in simu-
lation of various layers are enclosed in Tables 1, 2 and 3 including thickness, band gap 
energy (Eg), electron affinity (χ), relative dielectric permittivity (εr), mobility of electron 
(μn), mobility of hole (μp) and Nt. This simulation is based on the change in thickness of 
absorber layer, operating temperature and Nt of different PSCs (Rai et  al. 2020; Haider 
et al. 2019).

3 � Result and discussion

3.1 � Modulation of various ETLs and HTLs to impact device performance

In this study we have simulated different ETLs and HTLs, the ETLs are TiO2, PCBM and 
C60 with the Eg of 3.2 eV, 2.1 eV and 1.7 eV respectively. Four different HTLs employed in 
simulation are CuI, Cu2O, inorganic materials and Spiro-OMeTAD and PEDOT: PSS are 
organic materials. The bandgap energy for CuI is 3.1 eV, Cu2O is 2.17 eV, Spiro-OMeTAD 
is 3  eV and for PEDOT: PSS is 2.2  eV shown in Table 3. The energy level diagram of 
ETL, PAL and HTL demonstrated in Fig. 3. The optimum thickness of each ETL was first 
found to be of 500 nm, 40 nm and 50 nm respectively by multiple simulations as shown 
below in Table  2. These values were then kept constant. For a particular PAL, all pos-
sible combinations of 3 ETLs and 4 HTLs are studied. Hence for each PAL, there are 12 
combinations. Hence, the resulting PCEs are shown in the Table 4. Best two configura-
tions for each perovskite are chosen for further evaluation through J–V characteristics. J–V 
characteristics for the best six configurations have been shown in Fig. 4. The variation of 
quantum efficiency with wavelength for various optimized Cu-based PSCs shown in Fig. 5. 
These Simulation outcomes demonstrated that (MA)2CuCl4 based PSC gives the maximum 
PCE is 18.41% for PCBM as ETL and PEDOT: PSS as HTL. This can be attributed to 
high electrical conductivity of PCBM and the highest occupied molecular orbital (HOMO) 
level properly matching with PAL with their Eg difference of 0.74 eV. Similarly, by using 
(MA)2CuCl2I2 as absorber layer PSC gives PCE of 17.38% for Cu2O with PCBM as ETL 
due to high hole mobility responsible for high performance of PSC and exact band align-
ment between HOMO level of PAL and Cu2O (Anwar et  al. 2017; Hossain and Alharbi 
2013; Minami et al. 2014). However, the (MA)2CuCl2Br2 based PSC gives the maximum 
PCE of 28.31% which is highest among all of three Cu-based PSCs by employing PCBM 
as ETL and CuI as HTL (Yamada et al. 2016). The (MA)2CuCl2Br2 PSC has a high absorp-
tion coefficient which is responsible for high value of current density (JSC) resulting in high 
efficiency shown in Fig. 6 (Elseman et al. 2018). Material with a low absorption coefficient, 

(1)
�2�

�x2
+

q

�
[p(x) − n(x) + ND − NA + �p − �n = 0

(2)1

q

dJp

dx
= Gop(x) − R(x)

(3)
1

q

dJn

dx
= −Gop(x) + R(x)
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light is imperfectly absorbed, it should be large for high performance of PSC (https://​www.​
pvedu​cation.​org/​pvcdr​om/​pn-​junct​ions/​absor​ption-​coeff​icient/; Kalaiselvi et al. 2018). The 
absorption coefficient of (MA)2CuCl2Br2 based PSC is greater than other two Cu-based 
PSCs hence the PCE of (MA)2CuCl2Br2 based PSC is higher than the (MA)2CuCl2I2 based 

Fig. 3   The energy level align-
ment between ETL, PAL and 
HTL materials

Table 4   PCE (%) of various combinations of Cu-based PSC with different ETL and HTL

HTL (MA)2CuCl4 (MA)2CuCl2I2 (MA)2CuCl2Br2

ETL ETL ETL

TiO2 C60 PCBM TiO2 C60 PCBM TiO2 C60 PCBM

PEDOT: PSS 8.42 9.87 18.41 13.44 11.67 14.94 12.20 22.45 22.53
Spiro-OMeTAD 7.81 9.47 18.40 14.69 12.63 16.51 12.49 6.68 6.68
CuI 7.76 9.46 18.40 14.46 11.79 16.26 12.33 28.09 28.31
Cu2O 8.96 10.68 18.39 16.13 14.28 17.38 14.41 13.79 13.78

Fig. 4   J-V characteristics of Cu-
based PSCs

https://www.pveducation.org/pvcdrom/pn-junctions/absorption-coefficient/
https://www.pveducation.org/pvcdrom/pn-junctions/absorption-coefficient/


	 R. Kundara, S. Baghel 

1 3

  968   Page 8 of 18

PSC (Elseman et al. 2018). In addition, (MA)2CuCl2Br2 absorber layer has an appropriate 
band gap (1.0–1.6 eV) that would maximize efficiency (Qiu et al. 2017).

The band alignment is also a crucial factor for superior performance of (MA)2CuCl2Br2 
PSC as shown in Fig. 7. The conduction band of the ETL is always less than the lowest 
unoccupied molecular orbital (LUMO) of the PAL. The difference between the valence 
band of ETL and HOMO level of PAL should be always high, which prevents the recombi-
nation in the PAL. In this simulation work we have employed various HTLs among which 
CuI is most suitable for obtaining high performance of Cu-based PSCs. The CuI layer as 
HTL is more appropriate than spiro-OMeTAD layer because of the high hole mobility and 
low hysteresis. The HOMO level of CuI and PEDOT: PSS has good band alignment with 
absorber layer of (MA)2CuCl2Br2 based PSC therefore with CuI it has achieved best PCE 
but not for PEDOT: PSS because lower value of holes mobility (μp) than CuI. Hence, CuI 
is a more suitable HTL for achieving high efficiency for (MA)2CuCl2Br2 based PSC. Fur-
thermore, the CuI based PSCs exhibit good long-term stability in the ambient atmosphere 

Fig. 5   Quantum efficiency (QE) 
curve for Cu-based PSCs

Fig. 6   Absorption coefficient of 
Cu-based PSCs (Elseman et al. 
2018)



Device modelling of lead free (CH3NH3)2CuX4 based…

1 3

Page 9 of 18    968 

because of its hydrophobic property (Shi et  al. 2021). The CuI has outstanding proper-
ties such as band matching with the PAL; a wide Eg of 3.1 eV; a high μp of 43.9 cm2/Vs, 
inexpensive; high chemical stability; and non-toxicity make CuI a good choice for HTL 
in PSCs. This numerical modelling helped in the investigation of the best ETL and HTL 
combination with (MA)2CuCl2Br2 based PSC for the high PCE. The optimized result of 
various ETLs and HTLs with Cu-based PSCs is shown below in Table 5.

3.1.1 � Comparison with experimental results

The experimentally obtained efficiency of three PAL: (MA)2CuCl4, (MA)2CuCl2Br2 and 
(MA)2CuCl2I2 PSCs were 2.41%, 1.75% and 0.99% respectively shown below in Table 6 
using thin film structure of glass/FTO/TiO2/(MA)2CuX4/spiro-OMeTAD/Au. The reason 
behind the generally low PCE achieved in all reported cells may come from the recombina-
tion occurring in perovskite layers. Apart from perovskite absorber layer properties, lower 

Fig. 7   Band alignment diagram 
of optimized device

Table 5   Optimized PCE of Cu-based PSC with various ETLs and HTLs

Perovskite VOC (V) JSC (mA/cm2) FF (%) PCE (%)

PCBM/(MA)2CuCl4/PEDOT: PSS 2.00 10.63 86.48 18.41
C60/(MA)2CuCl4/Cu2O 1.34 9.83 80.85 10.68
PCBM/(MA)2CuCl2I2/Cu2O 1.54 12.97 86.82 17.38
TiO2/(MA)2CuCl2I2/Cu2O 1.53 12.14 86.46 16.13
PCBM/(MA)2CuCl2Br2/CuI 0.87 41.30 78.69 28.31
C60/(MA)2CuCl2Br2/CuI 0.87 41.00 78.70 28.09

Table 6   The previously reported result of different Cu-based PSCs

Device VOC (V) JSC (mA/cm2) FF (%) PCE (%)

TiO2/(MA)2CuCl4/Spiro-OMeTAD 0.560 8.12 52 2.41 (Elseman et al. 2018)
TiO2/(MA)2CuCl2I2/Spiro-OMeTAD 0.545 6.78 47 1.75 (Elseman et al. 2018)
TiO2/(MA)2CuCl2Br2/Spiro-OMeTAD 0.581 3.35 50 0.99 (Elseman et al. 2018)
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efficiency can be explained by mismatch in the energy bands of ETL, HTL and PAL. For 
all three perovskites, TiO2 and Spiro-OMeTAD are employed as ETL and HTL respec-
tively. These can be suitable choices for (MA)2CuCl4 but not for (MA)2CuCl2Br2 and 
(MA)2CuCl2I2 PSCs. This is evident from our simulation results. By using more appropri-
ate HTL such as CuI and Cu2O (MA)2CuCl2Br2 and (MA)2CuCl2I2 PSCs can give much 
better results. Cu2O as HTL is suitable for high efficiency because of its high carrier mobil-
ity and a long carrier diffusion length and high charge extraction ability leads to the high 
JSC (Chatterjee and Pal 2016; Nejand et al. 2016). It shows high acceptor density because 
of a suitable band gap of 2.17 eV which may give high PV performance (Kale et al. 2021). 
Also, for CuI, Higher values of JSC are obtained because of a much higher μp of CuI rela-
tive to spiro-OMeTAD. Optimization of the perovskite/HTL interface is very crucial to 
reduce recombination as well as for achieving higher VOC and FF for PSCs (Gharibzadeh 
et al. 2016). It has been found that there is an enhancement in VOC due to two factors: (i) 
increase in charge carrier mobilities ratio (μn/μh) of HTL (ii) decrease in the energy gap 
between HOMO of the HTL and conduction band of PAL (Ompong and Singh 2018). The 
electron and hole mobility ratio for CuI and Cu2O is above 2 while for spiro-OMeTAD, 
this ratio is 1, hence simulation results for CuI and Cu2O as HTL give high VOC leading to 
higher efficiencies, more so for (MA)2CuCl2Br2 PSC than to experimental results (obtained 
with spiro-OMeTAD as HTL). Our findings are indicative of the fact that traditional charge 
transport materials like TiO2 and spiro-OMeTAD may not be the best choices for new lead-
free Cu-based PSCs.

3.2 � Impact of thickness of absorber layer on device performance

The thickness of the (MA)2CuX4 absorber layer has exhibited an apparent impact on the 
diffusion length of charge carriers. The thickness of PAL varied in the range of 200–900 nm 
at defect density (Nt) of 1 × 1013 cm−3 and operating temperature of 300 K. The absorption 
rate is low for the thin PAL which results in low photocurrent, hence efficiency decreases. 
As the thickness increases, the charge carriers may not have suitable diffusion length to 
travel up to the charge collecting layers resulting in a high value of Rs which limits the 
device performance. Beyond the optimum value of thickness, the device performance stag-
nates due to the higher recombination of electron–hole pairs. Therefore, there is an incre-
ment in the dark saturation current which allows VOC and JSC to fluctuate extremely slowly 
after a definite value of thickness. This results in flattening of the PCE curve (Mushtaq 
et al. 2023; Hao et al. 2021). The n-layer thickness should be optimized for high PCE of a 
PSC, when the thickness of ETL is near to the surface of PAL, conductance of the device 
increases towards absorption of radiation (Nejand et  al. 2016). The obtained optimized 
value of thickness, for PCBM/(MA)2CuCl4/PEDOT: PSS is 400  nm, C60/(MA)2CuCl4/
Cu2O is 600  nm, PCBM/(MA)2CuCl2I2/Cu2O is 500  nm, TiO2/(MA)2CuCl2I2/Cu2O is 
600  nm, PCBM/(MA)2CuCl2Br2/CuI is 600  nm and C60/(MA)2CuCl2Br2/CuI is 500  nm 
shown below in Fig. 8 for better performance of PSC. The maximum efficiency of PCBM/
(MA)2CuCl2Br2/CuI PSC goes up to 29.01% together with VOC is 0.85 V, JSC is 43.44 mA/
cm2 and FF is 78.34% at 600 nm. The change in other PV parameters is also shown in 
Fig.  8. The PCBM/(MA)2CuCl4/PEDOT: PSS PSC is most stable towards variation in 
thickness of PAL because change in the PCE is only 0.43% for the range of thickness of 
PAL from 200 to 900 nm. For the TiO2/(MA)2CuCl2I2/Cu2O PSC change in PSC is 28.35% 
with thickness which varies from 200 to 900 nm, hence it is the most unstable PSC with 
the variation of thickness of PAL.
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3.3 � Effect of operating temperature on absorber layer

To analyze the impact of temperature on the performance of solar cells, the working 
temperature has been varied in the range of 260–360 K. As a rise in temperature, the 
PCE drops drastically. Fall in efficiency with temperature is related with decrease in 
diffusion length of the charge carriers. If the deformation stress on the layers is high, 
it results in interfacial defects and low interconnectivity among layers. This low inter-
connectivity alludes to increment of recombination rate in PAL, hence resulting in 
reducing the diffusion length and increasing RS, fall in the performance of solar cells 
(Nejand et al. 2016). In PCBM/(MA)2CuCl4/PEDOT: PSS fall in efficiency with tem-
perature is 17.31%, for C60/(MA)2CuCl4/Cu2O fall is 0.92%, for PCBM/(MA)2CuCl2I2/
Cu2O fall is 13.56%, TiO2/(MA)2CuCl2I2/Cu2O is 11.85%, PCBM/(MA)2CuCl2Br2/CuI 
is 16.95% and for C60/(MA)2CuCl2Br2/CuI is 16.73%. This shows that the fall in effi-
ciency of C60/(MA)2CuCl4/Cu2O PSC is most stable with increase in operating and for 
PCBM/(MA)2CuCl4/PEDOT: PSS PSC is most unstable. The trend of PV parameters 
of different Cu-based PSCs as function of operating temperature shown in Fig. 9.

Fig. 8   Change in photovoltaic parameters with the thickness of PAL for different ETL and HTL of Cu-
based PSC
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3.4 � Effect of change in series resistance on performance

The impact of variation in the series resistance (RS) on the performance of Cu-PSC has 
been examined. It has a significant effect, especially on the FF and JSC. As RSC increases, 
resulting in a decrease in FF, JSC also starts decreasing for a high value of RS. Consequently, 
high values of RS in a solar device result in poor PCE (Chakraborty et al. 2019). In PSC, 
RS mainly exists in the interfaces: resistance at the HTL/perovskite interface, ETL/perovs-
kite interface, and at the metal contacts. When solar cells come in contact with the environ-
ment, thermomechanical fatigue or cracks evolve in the solder bonds depending on weather 
circumstances. These cracks result in increment in the value of RS hence PCE drops (Islam 
et al. 2021a; Poorkazem et al. 2015). The numerical modelling outcomes on the change in 
RS on the introduced (MA)2CuX4 based PSCs structure is shown below in Fig. 10. The PCE 
of three Cu-based PSCs, (MA)2CuCl4, (MA)2CuCl2I2, and (MA)2CuCl2Br2, varies with the 
value of series resistance. In this study, it is analyzed that for less value of RS, the solar cell 
device is performance high with large FF, resulting in high PCE. As the RS increases, the 
performance of active material falls significantly (Jeon et al. 2015). It has been studied that 
when the RS varied from 0 to 6 (Ohm Cm2), PCE fall nearly 3.25%, 4.49%, 5.46%, 5.08%, 
30.06% and 29.79% respectively for PCBM/(MA)2CuCl4/PEDOT:PSS, C60/(MA)2CuCl4/
Cu2O, PCBM/(MA)2CuCl2I2/Cu2O, TiO2/(MA)2CuCl2I2/Cu2O, PCBM/(MA)2CuCl2Br2/
CuI and C60/(MA)2CuCl2Br2/CuI at thickness of 400 nm, defect density is 1 × 1013  cm−3 

Fig. 9   Change in photovoltaic parameters with the operating temperature for various Cu-based PSCs
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and operating temperature is 300 K shown below in Fig. 10. This shows that the PCBM/
(MA)2CuCl4/PEDOT: PSS is the most stable and PCBM/(MA)2CuCl2Br2/CuI is the most 
unstable PSC with increase in series resistance.

3.5 � Radiative recombination rate effect on PCE

The effect on performance of solar devices by changing the radiative recombination rate. 
In this simulation study we varied the radiative recombination rate from 2.3 × 10−8 to 
2.3 × 10–12  cm3/sec and examined PV parameters trend of PSC devices for different rates 
with the thickness of PAL which is between 200 and 900 nm. Usually, increment in radiative 
recombination, carrier lifetime reduces, and PV parameters of device is influenced as shown 
in Fig. 11 for Cu-based PSCs respectively. The Gaussian shape of the curve can be explained 
by the fact that with an increment in thickness of PAL, large electron–hole pairs are produced 
(Islam et al. 2021b). The PCE of (MA)2CuCl4 based PSC with PCBM as ETL and PEDOT: 
PSS as HTL, the maximum PCE has achieved is 18.43% at PAL thickness of 200 nm and 
recombination rate of 2.3 × 10−12 cm3/sec whereas when C60 as ETL and Cu2O as HTL the 
maximum PCE is 11.29% at thickness of 900 nm with recombination rate of 2.3 × 10−12 cm3/
sec. The obtained PCE is 17.74% for (MA)2CuCl2I2 based PSC with PCBM as ETL and Cu2O 
as HTL and when TiO2 as ETL and Cu2O as HTL maximum PCE is 17.55% at PAL thickness 
of 900 nm with the value of recombination rate is 2.3 × 10−12 cm3/sec. For the (MA)2CuCl2Br2 
based PSC with PCBM as ETL and CuI as HTL, the PCE is 28.61% whereas C60 as ETL and 

Fig. 10   Change in PCE of different PSCs with RS
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CuI as HTL obtained maximum PCE is 28.41% at PAL thickness of 700 nm for the recombi-
nation rate of 2.3 × 10−12 cm3/sec shown below in Fig. 11.

3.6 � Effect of metal back contact work function on PCE

The power conversion efficiencies listed in Table  5 have been achieved by choosing Gold 
(Au) as a metal electrode. Gold was taken after carefully studying the impact of metal elec-
trode work function on the PCE as shown in Fig.  12. The work function was varied from 
4.6 to 5.8  eV. This range covers the work function of most of the available metals which 
are employed as back contact in PSCs. Figure 12 reveals that the photovoltaic performance 
decreases gradually as the work function of the metal back contact is reduced below 5.1 eV 
due to formation of Schottky junction at a smaller value of work function (Jannat et al. 2021). 
We observed that the maximum PCE of 28.31% achieved at work function of 5.1 eV (Au) 
(Kanoun et al. 2019).

4 � Conclusions

We have simulated environment-friendly Cu-based PSCs with optimized ETLs and 
HTLs for achieving maximum PCE. The PV parameters for first optimized cell FTO/
PCBM/(MA)2CuCl4/PEDOT: PSS PSC are PCE of 18.41%, VOC is 2.00  V, JSC is 

Fig. 11   The change in PV parameters with recombination coefficient for Cu-based PSCs
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10.63 mA/cm2 and FF is 86.48%. The second optimized cell structure is FTO/PCBM/
(MA)2CuCl2I2/Cu2O with the maximum PCE of 17.38%, VOC is 1.54  V and FF is 
86.82%. Third optimized cell structure is FTO/PCBM/(MA)2CuCl2Br2/CuI has obtained 
maximum PCE of 28.31%, VOC is 0.87  V, JSC is 41.30  mA/cm2 and FF is 78.69% at 
400 nm thickness of PAL, operating temperature is 300 K and Nt is 1 × 1013 cm−3. The 
maximum PCE of 18.41%, 17.53% and 29.01% have been obtained for all three opti-
mized PSCs with the thickness of PAL as 400 nm, 500 nm and 600 nm respectively for 
first, second and third cell by using SCAPS-1D. This work also comprises the oper-
ating temperature optimization for high performance of PSCs. The optimized value 
of temperature is 300  K for the PSCs structure. The maximum PCE has obtained of 
18.41%, 17.38% and 28.31% for the PSC structure such as FTO/PCBM/(MA)2CuCl4/
PEDOT: PSS, FTO/PCBM/(MA)2CuCl2I2/Cu2O and FTO/PCBM/(MA)2CuCl2Br2/CuI 
respectively at 300 K. Experimentally published results are also compared with simula-
tion results and findings were analyzed which highlighted poor ETL and HTL selection 
as one of the reasons for lower performance of (MA)2CuX4 PSCs. The series resist-
ance (Rs) effect on PCE is also studied which indicates that (MA)2CuCl4 PSC is most 
stable and (MA)2CuCl2Br2 based PSC is highly unstable with increase in value of Rs. 
The optimized radiative recombination rate is 2.3 × 10−12 cm3/sec with function of PAL 
thickness for high PCE of Cu-based PSC with different ETLs and HTLs. Copper based 
PSC overcome stability and toxicity issue in PSCs. This work helpful in deeply under-
standing of design, operation mechanism, and in optimization of high efficiency Cu-
based PSC in near future.
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Abstract
The availability of adult content on the internet through images or videos is easily accessible to 
minors and adults as well. In addition, this type of content may lead to poor mental health, sex-
ism and objectification, and sexual violence. Therefore, It is extremely important to detect and 
classify pornographic content. In this paper, DVRGNet, a hierarchical CNN framework for the 
detection and classification of obscene content from videos is proposed. The proposed frame-
work incorporates motion data and the capture of motion movement to deal with the prob-
lem of mapping skin exposure to pornographic content. DVRGNet is a network that leverages 
DenseNet, VGGNet, ResNet, and GoogLeNet for feature extraction. This network includes dif-
ferent fusions of various sub-networks, which can be seen as diverse tiers of neurons in human 
brains. The framework also incorporates a 5-layer Bi-LSTM-based classification of obscenity 
from videos. The proposed framework makes better use of automated pornography detection 
through computational intelligence architectures. Furthermore, the fusion of these four net-
works strengthens feature propagation by reducing the vanishing gradient problem. Extensive 
experiments are conducted on Pornography-2K and Pornography-800 datasets to validate the 
effectiveness of the proposed framework. The proposed framework achieves an accuracy of 
99.42% on the Pronography-2K and 99.04% on the Pornography-800 datasets. An ablation 
study is also conducted to demonstrate the performance of proposed framework.
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1  Introduction

We witness a lot of content being placed, and/or accessed on social media and the Internet eve-
ryday. This content may or may not contain useful information. The presence of illicit content 
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cannot be denied. This is of more concern to society at large when one notices the image of an 
infant’s adult material. This may become a contentious problem because this market has the 
potential to incite more abuse and is an obvious assault on children’s dignity by exposing them 
as sex products [1, 2]. The illicit access to pornographic content by the teenagers is caused 
by more than just curiosity. However, this may be an inappropriate form of self-expression. 
Teenagers may take it as a fashion statement and keep it going. The worst part could be that 
children may emulate this phenomenon as well. If no timely efforts are made to impose restric-
tion on access to such content, this may jeopardize moral quality and character in the long run. 
In concrete terms, the number of criminal cases involving immoral acts will also increase [3].

Pornographic content can be spread through pornographic websites, social networking, 
e-mails, and live streaming platforms. This will undoubtedly have an impact on the video 
streaming platform’s image. Because pornographic content is so easily accessible, service pro-
viders frequently keep on blocking the accounts that are suspected of revealing such action. The 
issue here is that the platform is unable to automatically filter such content, thereby making us 
think of an approach that may help block such content. So, the main aim is to prohibit certain 
demographics or surroundings from submitting or downloading inappropriate content [4].

A natural method for detecting pornography is to automatically detect nudity first, and 
then develop reasonable thresholds to further filter the data. Human skin traits, including 
color and texture, as well as human geometry, are widely used in such detection techniques 
[5–8]. These methods typically use the data to model the pixel values and spatial distribution 
of a nude person. But, the problem with these methods is that people may expose a lot of skin 
while participating in activities like wrestling, sunbathing, running, swimming, and similar 
ones, leading to numerous false positives. On the other hand, some sexual activities expose 
very little skin, resulting in undesirable false negatives [4]. So, pornography detection cannot 
be based solely on skin exposure. The examples of some cases are depicted in Fig. 1.

Many researchers have explored alternatives to low-level skin-based techniques for 
sexually explicit content filtering solutions in recent years. Some of them include word 

Fig. 1   Examples of video mistaken cases based solely on skin exposure (a) shows match between two wres-
tlers, (b) kids are swimming, (c) peoples are sunbathing at a beach, and (d) running
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models from text classification, convolution neural network-based classification videos, 
and third-party solutions. Due to the complexity of developing suitable thresholds for 
skin-based detectors, numerous options are available for programming low and mid-level 
features. The absence of proper features related to motion downgrades the overall perfor-
mance of deep learning systems. In addition to that, a complex neural network is suitable 
for classifying images that are hard to distinguish, but it could cause the model to overfit on 
simple images. Since humans process information by activating different levels of neurons 
depending on how difficult it is to recognize an object, we should use different models for 
different frames. We propose an integration of networks named DVRGNet to automatically 
gather static and motion-related deep representations directly from the data.

This paper make an effort to integrate previously trained models for image classification 
problems, including motion and information to support spatial and static data, in order to 
handle the aforementioned problems. The contributions of this paper are as follows:

•	 A literature review of various methods for combining motion and static data extracted 
from investigated videos.

•	 Our proposed image classification model, DVRGNet, works by utilizing sub-network 
modules with varying depths of network layers. These modules extract different levels 
of visual features from images and provide classification results for the corresponding 
images.

•	 DVRGNet can leverage the fusion of features extracted from DenseNet, VGGNet, 
ResNet, and GoogLeNet. This makes it simple and quick to classify the obscenity con-
tent in videos.

•	 Using an integrated network along with static and motion information, we aim to 
decrease the distance between the features of samples belonging to the same category 
and increase the distance between the features of samples from different categories.

•	 The proposed model also provides Bi-LSTM at the classification stage, which learns 
the image features from both backward and forward directions.

•	 Extensive experiments on the Pornography-800 and Pornography-2K datasets are per-
formed. An ablation study is also carried out to justify the performance efficacy of the 
proposed DVRGNet.

The organization of this paper is as follows: The existing approaches for addressing 
issues associated with pornography detection are mentioned in Section 2. In Section 3, the 
proposed method for classifying pornography in videos using both static and motion data 
is briefly described. The computational complexity of the proposed approach is discussed 
in Section 4. Section 5 presents the experimental results and discussion. The concluding 
remarks are drawn in Section 6.

2 � Related works

Skin exposure is at the epicenter of most pornographic content detection techniques. The 
use of CNN is a common method for classifying images [29]. It consists of the feature 
extraction and classification steps. The human skin is by far the most significant area of 
interest in detection. If the input includes an exceedingly massive area of skin, it is consid-
ered an important indicator of nudity. However, the skin may not be the most obvious fac-
tor that impacts the output [9]. It is complex to develop a suitable threshold for skin-based 



	 Multimedia Tools and Applications

1 3

detectors. As a result, the challenge is to discover the best method for comprehending video 
context. Video classification is widely studied in both computer vision and machine learn-
ing as one of the fundamental concepts for video understanding [10].

Avila et al. [12] developed a new pooling strategy to enhance the performance of the 
Bag-of-Words model. They developed a new representation for content description named 
BossaNova. BossaNova preserved the information about the distribution of local descrip-
tors in codewords. BoosNova attained a 2.4% improvement over BOSSA [11] for video 
classification. Wehrmann et al. [9] proposed an adult content detector using the Convolu-
tional Neural Networks (CNN) and Long Short-Term Memory (LSTM) models. The fea-
tures were extracted from videos by using CNN and prepared a set of semantic descriptors. 
These descriptors were applied in LSTM for classification, evaluated on the NPDI dataset, 
and attained the accuracy of 95.3%. However, the parameter tuning greatly affected the 
performance of the developed detector. Perez et al. [4] used CNN to extract both static and 
dynamic features from pornographic videos. The classification accuracy obtained from this 
method was 96.4%. Wang et al. [13] proposed a multimodal deep learning framework for 
detecting inappropriate contents in live video. The audio and visual features were extracted 
from CNN. These features were applied in Bidirectional Gated Recurrent Unit (Bi-GRU) to 
determine temporal context. Their approach was evaluated on the BJUTSD_V2 dataset and 
attained the accuracy of 69.24%. However, it suffered from high computational complexity. 
Cheng et al. [14] utilized a Deep CNN (DCNN) to classify the images into three different 
classes. The local and global contexts were utilized for classification. Both AIC and NPDI 
datasets were used to validate the performance of the proposed approach. The classification 
accuracies obtained from this approach were 96.6% and 92.7% over AIC and NPDI data-
sets, respectively. Silva et al. [15] explored the Convolution3D based CNN architectures to 
encapsulate Spatio-temporal information in a single stream network using Conv3D layer, 
which learns Spatio-temporal embedding on training from the videos. This technique was 
used to detect the pornographic content.

The attention mechanism is frequently employed in image classification, object iden-
tification, natural language processing, and other fields due to its various benefits [23]. 
However, the use of attention mechanisms in the classification of obscene images is slowly 
growing. An innovative dot-product-based attention technique with 92.72% accuracy was 
proposed for pornography detection [24]. A unique visual attention mechanism called 
CBAM and Scale Constraint Pooling (SCP) were used to create a moderate CNN called 
DOCAPorn, which had an accuracy of 98.41%. It also minimized same-class fluctuation 
and optimized the distance between classes [25].

Gautam et al. [16] proposed a Frame Sequence ConvNet Pipeline that used ResNet-18 
for feature extraction and ConvNet to analyze N frame feature-maps for frame sequence 
classification. Their accuracy rates for Pornography-800 and Pornography-2k datasets were 
98.25% and 97.17%, respectively. Yousaf et al. [17] proposed a deep learning model Effi-
cientNet-B7 for detection and classification of pornographic content in videos. A dataset 
of 111,156 YouTube cartoon clips that had been manually annotated was used, and the 
accuracy obtained was 95.66%. Further, deep learning-based methods have demonstrated 
excellent performance in detecting the abundance of pornographic images and videos on 
social media. Samal et al. [26] utilized transfer learning and feature fusion to identify por-
nographic images. Samal et al. [27] also developed an attention mechanism and a suitable 
pooling strategy to classify and label the obscene portion. Live broadcasting has enriched 
people’s lives and become an indispensable part of their entertainment because of the quick 
development of online live streaming. Yuan et  al. [28] proposed a deep-learning frame-
work-based detection of pornographic content from live broadcasting.
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There is a vast literature on detecting inappropriate video content with handcrafted 
or techniques based on deep learning feature extraction. These studies used binary clas-
sification to categories the videos as safe or risky. It does not, however, include research 
into detecting or classifying various types of discomforting content using motion fea-
tures. Secondly, no studies have investigated the use of a hybrid network for enhanced 
feature extraction in the detection of inappropriate video content. This paper proposes 
the integration of four most widely used learning models to obtain better results.

3 � Proposed work

The proposed approach classifies pornographic content by integrating different CNN 
learning models, as shown in Fig. 2. The framework starts with dividing a video clip 
into two sources, i.e., motion information and static information. The static informa-
tion uses raw frames from video clips as an input, then filters and detects the needed 
information for classification. Whereas the motion detector uses the motion from the 
video clip to filter and detect useful information. The information, so detected, from 
both (motion information and static information) is then added and fed to the DVRG-
Net, which is an integration of four different CNN models, i.e., DenseNet, VGG, ResNet 
and GooGleNet, used for image feature extraction and classification. The integration of 
these four networks results in strengthening feature propagation and elevating vanishing 
gradient problem. Further, this integration increases the training speed without increas-
ing the error percentage. Also, for the classification of obscenity-based content from 
videos, 5-layers of Bi-LSTM are incorporated that enhances abstract visual features and 
provides higher recognition accuracy and efficiency. The unified model is trained on the 
Pornography-800 and Pornography-2k datasets, individually. Finally, the proposed net-
work is evaluated using the test images.

Fig. 2   Proposed obscenity detection framework
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3.1 � Dataset used

The dataset used in this work is developed by Avila et al. [12]. Previously, most of the 
experimentation was done on the Pornography-800 dataset. This dataset comprises both 
pornographic and non-pornographic videos, the latter of which is categorized into two 
classes namely, easy and difficult. It includes 77  h of video, 57 of which are porno-
graphic, with the other hours being non-pornographic. This dataset presents a difficult 
classification problem because the videos involve people of various skin colors, ranging 
from dark skin to white complexions. Pornography-2k, on the other hand, is a larger 
version of the Pornography-800 dataset. There are 1000 pornographic and non-porno-
graphic videos in its 140 h of content. The length of the video ranges from 6 s to 33 min. 
This dataset is more difficult to analyze because it includes a wide range of photo styles, 
including a variety of cartoons, genres, diverse behavior patterns, and ethnicity.

3.2 � Data preprocessing

Prior to feeding into the proposed DVRGNet, the images underwent a number of pre-
processing steps. The dataset contains videos that are divided into two components 
namely, video and frames. To accommodate the input structure of a DVRGNet, the ini-
tial video frames are used to detect the actions of the figures, and motions are detected 
with the help of motion vector data obtained from the videos. Each vector for a specific 
frame contains an encoded representation of the locations of a given macro-block of 
pixels in both the current frame and the reference frame.

Let Im(a, b) be intensity representation of an image at (a, b) and IT be a complete 
image at time T  , which is split into micro-blocks Bm[n](a

�, b�) . The velocity vector 
� = (�1, �2)

t is  used to describe motion in continuous images. Here, �(z) is velocity at 
z position. Then, the distance in pixel coordinates between the current and reference 
positions is computed independently in both the vertical and horizontal directions to see 
how far the blocks have moved using each motion vector. Furthermore, these distances 
are proportional to the magnitude of movement in the micro-block region, resulting in 
two motion maps, one per direction. The information from both the blocks is then fed 
to proposed DVRGNet. In this proposed model, we merge multiple CNNs in accordance 
with the fundamentals of ensemble learning in order to produce a robust image classifi-
cation model.

3.3 � DVRGNet 

DVRGNet is an aggregation of multiple CNNs for a strong image classification 
model. The proposed DVRGNet model, as shown in Fig.  3, is a network that lever-
ages four well-known CNN models namely, DenseNet, VGG, ResNet and GoogLeNet, 
respectively. These models extract features from preprocessed images separately and 
then integrate them for classification using a fully connected layer. High-level function-
ality is represented by these  integrated parameters. The proposed framework "DVRG-
Net" has 11,177,538 parameters after combining all of the features, which is nearly 
three times more than the independent DenseNet, VGG, ResNet and GooGleNet net-
work, respectively. Our approach, referred to as DVRGNet, is distinct from conventional 
ensemble learning methods, which frequently employ identical sub-networks that are 
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trained and tested indiscriminately. Instead, DVRGNet is made up of numerous differ-
ent CNN sub-networks that are trained sequentially and progressively. Also, a deeper 
network (like DVRGNet) is beneficial for the recognition of obscene scenes. The sub-
sections that follow include details on the basic structure of each CNN network that has 
been adopted as well as the process of fine-tuning.

3.3.1 � DenseNet

The DenseNet network was created by Huang et al. [18] in 2017 and has the best classi-
fication accuracy on the CIFAR100, ImageNet, and CIFAR-10 datasets. This network is 
based on the ResNet architecture, where each layer is connected to others using a feed 
forward. This connection allows the network to communicate vital information inter-
nally, improving network performance and enhancing network training [19].

3.3.2 � VGGNet

In 2014 at  ILSVRC competition, VGGNet  [20] network was first designed for image 
localization before being used for classification. When compared to the AlexNet archi-
tecture, this network performed exceptionally well, with an error rate of only 8.1%. We 
use VGG as the feature extractor in this study. Here, the first two blocks consist of four 
convolution layers, while the remaining nine convolution layers are located in the next 
three blocks. Further, each block is followed by a max-pooling layer.

Fig. 3   Internal architecture of proposed DVRGNet
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3.3.3 � ResNet

Simonyan and Zisserman [21] introduced a skip connection architecture known as the 
Residual Network. The important thing to note is that each pair of filters now has a 
shortcut connection. For all shortcuts, ResNet uses identity mapping and for increasing 
dimensions, zero-padding.

3.3.4 � GoogLeNet

The main goal of the Inception architecture is to determine whether the optimal local 
sparse structure of a convolutional vision network can be estimated and covered by 
commonly available dense components [22].

3.4 � Fine tuning of DVRGNet

Here, CNN models for categorizing pornographic videos are integrated using different 
fully connected layers of all the four networks. After extracting the features one at a 
time, all of the networks use GlobalAveragePooling2D to flatten all of the layers into a 
vector by computing the mean value for each of the source channels at the same time. 
The concatenate layer is then used to combine all of the individual vectors into a single 
vector. Following that, six layers are used to fine-tune the integrated features for classi-
fication, which is followed by the activation function softmax. The descriptions of each 
layer are listed below.

In the proposed classification model, we use four  batch normalization layers, each 
of which is crucial. All of the data is re-scaled by the batch normalization layer so that 
we can normalize it. During the training phase, images are assigned weights to reflect 
the level of difficulty in correctly classifying them by the model. If a sub-network can-
not accurately classify an image, the weight assigned to that image will be increased. 
The rescaled data aids in the training phase and reduces network initialization sensitiv-
ity. The gradient descent loss and optimizer function are the two key hyperparameters 
for training a model. Adam optimizer is used that combines the features of RMSProp 
and AdaGrad, thereby, allowing it to handle sparse gradients on large amounts of data. 
Further, each previous and current layers’ neurons is connected with the dense layer to 
process the data and produce a result. In this case, four dense layers are used, with the 
last dense layer performing the classification task, followed by the activation function. 
This layer will make a prediction based on the length of the prediction class. The activa-
tion function determines which features are most closely related to the predicted class 
based on the outcome probability. The outcome value for the softmax activation func-
tion ranges from 0 to 1. It is defined mathematically as:

The detailed architecture of the proposed DVRGNet is given in the Table  1. This 
model is made up of  eleven  layers that can be learned, each of which has different 

(1)Soft max(s)i =
���(si)

∑n

m=1
���(sm)
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parameters and different output sizes. During the backpropagation process, the DVRG-
Net is trained with approximately eleven million parameters.

During the training phase, images are assigned weights to reflect the level of difficulty 
in correctly classifying them by the model. A sub-network’s weight will be increased if 
it is unable to correctly classify an image. The images are then sent into the next sub-
network to extract more complex and effective visual features. This sub-network has 
been given new weights based on the difficulty of the classification task. Assume that 
DVRGNet consists of S distinct sub-networks that are successively trained. Each image 
sample has its weight for the specific sub-networks. Z1,Z2, … , Z4 represent the image 
weights for the sub-networks, respectively. Each sub-network combines the results of 
the preceding sub-networks to make decisions. Let Ws

i
 be the weight of ith image for 

sth sub-network, and Zs =
[

Ws
1
,Ws

2
,Ws

3
,… ,Ws

t

]

 . Here, i ∈ {1, 2,… , t} , s ∈ {1, 2,… , S}, 
while t  is the total number of images in the training dataset.

Initially, the weights for all the images are set and initialized. Then, these training 
images along with their respective initial weights are fed into the first sub-network, 
which is DenseNet with s = 1 , to train the model.

The weights for the first sub-network, denoted as W1

i
 , are set to 1∕

n
 for i = {1, 2,… , t} . 

The first sub-network is then trained for several iterations using gradient descent to 
update its parameters. After the training is completed, the sub-network is capable of 
making predictions.

In the equation, Ms(⋅) refers to the m-th sub-network, and ps
i
 is the predicted label for 

the ith sample by Ms . Then, we identify the samples for which ps
i
 is not equal to its true 

label ni . Using the following equation, we calculate the weighted error rate (�s) of the sth 
sub-network Ms(⋅)  for all the selected samples in the training set.

(2)Z1 =
[

W1

1
,W1

2
,W1

3
,… ,W1

t

]

(3)ps
i
= Ms

(

xi
)

,

Table 1   Architecture of 
DVRGNet

Total parameters: 11,177,538
Trainable parameters: 11,177,538
Non-trainable parameters: 0

Type Layer Parameters Output Size

Input Layer 1 0 64 × 64 × 112 × 112
DenseNet Layer 2 3,147,256 64 × 64 × 56 × 56
VGG Layer 3 2,269,716 64 × 128 × 28 × 28
ResNet Layer 4 3,347,296 64 × 64 × 56 × 56
GoogLeNet Layer 5 1,179,648 64 × 256 × 14 × 14
(AdaptiveAvg) Pooling Layer 6 0 64 × 512 × 1 × 1
Concatenate Layer 7 0 64 × 512 × 1 × 1
Flatten Layer 8 0 64 × 2
Dense (FC) Layer 9 1,155,340 64 × 2
Dropout Layer 10 0 64 × 2
Softmax Layer 11 120,230 3
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In the equation, Ws
i_a

 represents the weight of the i_ath selected sample for Ms(⋅) , and 
Ni_a is the total number of selected samples. Then, we use �s to determine the weight coef-
ficient �s of Ms , which represents the significance of Ms in DVRGNet.

Equation (5) indicates that �s is inversely related to �s , suggesting that the sub-network 
with the lower error rate �s will have a higher significance coefficient value in the entire 
DVRGNet. Moreover, �s is utilized to adjust the weights of the samples for training the 
subsequent sub-network. We have for the images that meet the condition ps

i
= ni,

Otherwise,

Then,

Consequently, the weights of the images for the subsequent sub-network are decreased 
when the predicted results ps

i
 closely match the true labels ni, of the images. Conversely, the 

weights of the images are increased if there is a discrepancy between the predicted results 
and the true labels. The next sub-network is trained iteratively for multiple rounds using 
the updated weights of the image samples.

3.5 � Obscenity classification network

This section discusses the Bi-LSTM-based classification. The input of Bi-LSTM is the fea-
ture vector extracted from DVRGNet module. The extracted features are learned via five 
layers of Bi-LSTM, and each layer’s extracted learned features are concatenated. The input 
is divided into three categories namely, vPorn, VPorn Easy, and vPorn Difficult by passing 
the concatenated features via the FC, linear layer, and softmax layer.

4 � Computational complexity

This section describes the computational complexity of the proposed DVRGNet. The space 
and time complexities are explained below:

4.1 � Time complexity

•	 The initialization of proposed model needs O
(

VF(g × h)
)

+ O
(

VVD(g × h)
)

 time. 
Where VF represents the image frame captured from videos. VVD represents the video 
for motion detection. g and h are the number of rows and columns, respectively.

(4)�
s =

∑Ni_a

i_a
Ws

i_a
,

(5)�
s =

1

2
log

1 − �
s

�s
,

(6)Ws+1
i

= Ws
i
exp(−�s),

(7)Ws+1
i

= Ws
i
exp(�s),

(8)Zs+1 =
[

Ws+1
1

,Ws+1
2

,Ws+1
3

,… ,Ws+1
t

]
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•	 The information from VF and VVD are merged together and requires O
(

VF+VD(g × h)
)

.
•	 DVRGNet is an integrated network combining DenseNet, VGG, ResNet and GooG-

leNet, for achieving efficient detection and classification.

	   Here, DF+VD , VGGF+VD , RF+VD , and GF+VD are the outputs of DenseNet, VGG, 
ResNet and GooGleNet, respectively.

•	 Time taken by training and testing of the proposed model is

•	 Therefore, the overall time complexity of the proposed model is

O(UF+VD) = O[
(

DF+VD(g × h)
)

+
(

VGGF+VD(g × h)
)

+
(

RF+VD(g × h)
)

+
(

GF+VD(g × h)
)

]

OTT = O
(

VF+VD(g × h)
)

+ O
(

VF+VD(Train)
)

+ O
(

VF+VD(Test)
)

Input: Training set ( ), Test set ( ), Validation set ( )

Learning rate ( ) = 0.001

Epochs ( ) = 50

Batch size ( ) = 64

Images in 1 batch ( )

Output: Model Accuracy ( ), Loss ( ), Precision ( ), Recall ( )

Begin: Each frame in the training set to be converted to 64 x 64

Extract Features:
for epoch 0→50

for all ←feature extraction

end for
Train Classifier:

X→ np.array( )

Y→Transform

Model→ Train classifier (X,Y)

end for
for epoch 0→50

for all ←feature extraction

end for
Validate:

X→ np.array( )

Y→ Validation

Model→ Test classifier (X,Y)

end for

Algorithm 1.   Automated obscenity detection and classification
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4.2 � Space complexity

The proposed network space complexity is considered during the initialization. The overall 
space complexity of the proposed approach is as given below:

5 � Results and discussions

This section presents and discusses the outputs from experimental evaluations of various 
CNN model approaches and the proposed DVRGNet  for video obscenity detection and 
classification.

5.1 � Evaluation metrics

The DVRGNet model’s accuracy, precision, recall, and loss are calculated, as well as those 
of individual networks whose merger produced DVRGNet. Accuracy is calculated as the 
ratio of the percentage of positive predictions for every class to the total number of predic-
tions for all classes [4]:

 Here, Ac represents the accuracy. Tp and Fp depict the true and false positives, respec-
tively. Fn and Tn denote the false and true negatives, respectively. The  ratio of the total 
number of correct positive to the total number of positive predictions is known as preci-
sion. Sensitivity (Recall) is the ratio of the number of correct positive to the total number 
of predictions in actual class. The mathematical representations of precision (P) and recall 
(R) can be rewritten as [4, 5]:

Figures 4 and 5 represent the training and testing accuracy curves for the proposed 
DVRGNet model on the Pornography-800 and Pornography-2K datasets. Additionally, 
the curves provide comparisons of the proposed model with DenseNet, VGGNet, Goog-
LeNet, and ResNet respectively. On the Pornography-2K dataset, training accuracies 
obtained from DVRGNet, DenseNet, VGG, ResNet, and GooGleNet are 99.04%, 95.7%, 
96%, 96.2%, and 89.2%, respectively. On the Pornography-800 dataset, the training 

O(UF+VD) + O
(

VF+VD(Train)
)

+ O
(

VF+VD(Test)
)

O
(

VF(g × h)
)

+ O
(

VVD(g × h)
)

+ O
(

VF+VD(Train)
)

+ O
(

VF+VD(Test)
)

(9)Ac =
Tp + Tn

Tp + Fp + Fn + Tn

(10)P =
Tp

Tp + Fp

(11)R =
Tp

Tp + Fn
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accuracies for the corresponding networks are 99.42%, 97.4%, 97%, 96.9% and 98.1%, 
respectively. Similarly, Figs.  6 and 7 show the losses corresponding to DVRGNet, 
DenseNet, VGG, ResNet and GoogLeNet for the Pornoography-800 and Pornography-
2k datasets, respectively. Also, Fig. 8 shows the ROC-AUC curve, which provides the 
sensitivity to specificity ratio at each threshold.

Fig. 4   Training and testing accuracy curves on pornography-800 dataset

Fig. 5   Training and testing accuracy curves on pornography-2K dataset

Fig. 6   Training and testing loss curves on pornography-2K dataset
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5.2 � Comparison with state‑of‑the‑art

Table 2 shows the comparative analysis of the proposed obscenity detection model and 
other existing models. It is evident from Table 2 that the proposed obscenity detection 
model was able to provide the optimal results over Pornography-800 and Pornography-
2K datasets. The proposed model aggregates four CNN models and Bi-LSTM layers 
to form a strong image classification model. In addition, the proposed model has been 
compared with six well-known techniques. Perez et  al. [4] utilized CNN-based archi-
tecture with LSTM model to achieve 95.3% accuracy on the NDPI dataset. Avila et al. 
[12] used Bag-of-Words method and attained the accuracy of 88.6% on the NDPI data-
set. Wehrmann et al. [9] and Yousaf and Nawaz [17] utilized CNN-based architectures 
and attained the accuracy of 96.4% and 98.25%, respectively. In addition, Gautam et al. 
[16] used ResNet-18 to extract image features and encapsulated the motion information, 
obtaining accuracy of 97.15% and 96% using 8-frame and 16-frame sequence, respec-
tively, which is enhanced by the proposed framework.

Fig. 7   Training and testing loss curves on pornography-800 dataset

Fig. 8   ROC-AUC curve for 
pornography-2K and pornogra-
phy-800 dataset
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5.3 � Ablation studies

An ablation study is carried out to demonstrate the influence of the proposed obscenity 
detection framework. Four CNN models are individually updated with a B-LSTM-based 
classification model, and DVRGNet is created by combining these models. Table  3 
depicts the accuracy, precision and recall for the Pornography-800 and Pornography-2K 
datasets. We began the investigation by employing the individual networks, and ana-
lyzed the accuracies of DenseNet, ResNet, VGGNet, and GoogleNet. Further, the merg-
ing of two models results in improvements in the accuracy of the Pornography-800 and 
Pornography-2K datasets.

The Pornography-800 and Pornography-2K datasets showed an accuracy of 99.04% 
and 99.42%, respectively, after they were combined to improve detection and classifica-
tion performance. Furthermore, it is clear from the findings listed in Table 3 that the 
proposed framework (DVRGNet) provided the best results in terms of accuracy, preci-
sion, and recall for both datasets. Therefore, the classification accuracy, precision and 
recall are improved by integrating four CNN models.

Table 2   Comparison Results of Proposed Framework with other State-of-the-art

Ref Year Model used Dataset Performance

[12] 2013 Bag-of-Words NPDI Acc = 88.6%
[4] 2017 CNN, LSTM NPDI Acc = 95.3%
[9] 2018 CNN Pornography-2K,

Pornography-800
Acc = 96.4%

[13] 2020 CNN, Bi-GRU​ BJUTSD_V2 Acc = 69.2%
[15] 2019 DCNN AIC, NPDI Acc = 96.6% (AIC)

Acc = 92.7% (NPDI)
[16] 2022 CNN, ConvNet Pornography-2K,

Pornography-800
Acc = 98.25% (P-800)
Acc = 97.15% (P-2 K)

[17] 2022 EfficientNet-B7 YouTube cartoon Acc = 95.66%
Proposed DVRGNet Pornography-2K,

Pornography-800
Acc = 99.04% (P-800)
Acc = 99.42%(P-2 K)

Table 3   Ablation study conducted on Pornography datasets using different deep learning models

Model Pornography-800 Pornography-2K

Acc P R Acc P R

DVRGNet 99.04% 92.61% 93.22% 99.42% 93.54% 93.88%
DenseNet 95.97% 82.39% 90.19% 97.4% 85.59% 92.6%
VGG 96% 80.91% 89.98% 97% 81.36% 91.92%
ResNet 96.2% 82.36% 92% 96.9% 83.22% 93.67%
GooGleNet 89.2% 79.81% 89.1% 98.1% 81.61% 91.28%
DenseNet + VGG 95.21% 89.99% 91.19% 92.66% 87.62% 90.92%
ResNet + GooGleNet 94.08% 88.51% 90.00% 95.86% 89.55% 89.53%
VGG + ResNet + GooGleNet 96.44% 90.02% 91.14% 95.94% 91.21% 92.44%
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6 � Conclusions

In this paper, DVRGNet with a Bi-LSTM-based classification module is proposed for the 
detection and classification of obscenity in videos. This network employed motion detec-
tion with the help of motion vector data, which strengthened feature propagation and effec-
tively solved the vanishing gradient problem. Also, the proposed DVRGNet incorporates 
four CNNs networks (i.e., DenseNet, VGGNet, ResNet, and GoogLeNet) as sub-networks. 
These sub-networks are trained sequentially in a progressive manner to enhance the per-
formance of the model. Additionally, a Bi-LSTM-based classification module has been 
incorporated into the framework to improve its overall accuracy. The proposed framework 
is trained and tested on Pornography-800, and Pornography-2K datasets that offer accu-
racy of 99.04% and 99.42%, respectively. The performance of the proposed framework was 
superior to the other existing methods. Furthermore, the ablation study was conducted to 
validate the performance of the proposed framework. In future, more similar models may 
be concatenated in order to increase recognition accuracy and efficiency, depending on the 
precise visual task being performed and the complexity of the classification model.
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ABSTRACT
The installed capacity of photovoltaic (PV) systems is increasing at an exponen
tial rate around the world because it has the potential to meet the ever- 
increasing demand for energy and simultaneously mitigate the climate change 
crisis. Sustained investment in this energy sector over the last two decades has 
enabled researchers to introduce innovations in all related aspects, including 
maximizing cell efficiency, optimizing manufacturing processes, building public 
opinion, and project financing. These advancements have made PV technology 
the most affordable energy technology globally.However, PV technology faces 
some inherent technical challenges that diminish its effectiveness in providing 
green energy leading to a lower scale of decarbonization. One of these chal
lenges is the premature failure of PV modules due to a phenomenon called a hot 
spot under partial shading. Research shows that PV cells may potentially 
undergo reverse breakdown under partial shading conditions, leading to tem
peratures of up to 400°C. Such high temperatures not only reduce PV perfor
mance but also cause irreversible damage and premature module failure, and 
even fire in extreme cases. The extent of power output reduction depends on 
the shading pattern on a PV system, irradiation, geographical location, and time 
of the day. For example, a single shaded cell in a module can cause a power loss 
of up to 50%, while multiple shaded cells can lead to a reduction of up to 90%. 
On average, partial shading can cause a power loss of 10–15% in a PV system. In 
this paper, a comprehensive review on the theoretical background of reverse 
breakdown mechanisms in PV cells/systems and various techniques to mitigate 
the effects of partial shading has been carried out with an exhaustive literature 
survey. As of the current date, researchers have suggested using module-level 
power electronics (MLPEs) to increase the energy yield of shaded PV systems by 
5–25%, depending on the shading conditions and the type of MLPE technology. 
Nevertheless, the use of maximum power point tracking (MPPT) can enhance 
the efficiency of shaded PV systems is proposed to have augmented up to 30%.
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Introduction

The use of solar energy through photovoltaic (PV) systems is rapidly increasing worldwide due to its 
affordability, quick installation, and abundant solar resources. Currently, the dominant PV technology 
is crystalline-based PV cells, which make up about 90% of the market (Andreani et al. 2019). However, 
researchers are continuously working to develop new PV technologies that are more efficient, reliable, 
and cost-effective. One recent advancement is the PV-thermometric (PV-TE) hybrid device (Zhou 
et al. 2017), which utilizes the entire solar energy spectrum. Researchers have created a model of 
a concentrated PV-TE system and used advanced techniques to enhance the distribution of absorbed 
solar energy. This method improves the uniformity of energy absorption and increases the mean 
absorbed energy by 1.6 times compared to a flat surface.
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Another promising technology is the use of Carbon Nanotube (CNT) Silicon solar cells (Yerkar, Bisane, 
and Waghchore 2017). These cells have several advantages over traditional PV technology, such as 
improved efficiency, the ability to work with infrared light and visible spectrum (making them operational 
at night), and stability at high temperatures. CNT-based solar panels also require less material for 
construction and have high electron mobility, resulting in increased output voltage (Kehang Cui et al. 2016).

Bifacial PV modules are also gaining interest among researchers due to their potential to generate 
25% more power compared to traditional mono-facial modules (Molin et al. 2018). These modules 
perform better under shaded conditions and have shown to lose less power compared to mono-facial 
modules (Bhang et al. 2019; Zhang et al. 2020). However, there are reliability concerns regarding 
partial shading on the front side and shading on the rear side, which need to be addressed.

Passivated Emitter and Rear Cell (PERC) (Schulte-Huxel et al. 2017) technology has demonstrated 
higher efficiency than Aluminum Back Surface Field (Al-BSF) modules (Rodriguez-Gallegos et al.  
2019). Researchers have optimized the metallization design for both mono-facial and bifacial PERC 
modules, considering real-world conditions (Vogt et al. 2017). Although PERC modules are prone to 
potential induced degradation (PID), modifications to the antireflection coating have been proposed 
to minimize this issue (Luo et al. 2018).

Researchers are also exploring the use of thin Si wafers to create single junction m-Si cells, aiming 
for cost-effectiveness, dependability, efficiency, and flexibility. Luminescent solar concentrator PV 
(LSC PV) modules have been developed as well, which operate at lower temperatures compared to 
traditional glass-sheet-based c-Si PV modules (Reinders, Debije, and Rosemann 2017).

Despite these technological advancements, PV systems still face challenges, such as the generation 
of hot spots (see Table 1) (Simon and Meyer 2010). Hot spots occur when a PV cell is shaded or less 
productive than other cells in the same string, leading to reduced system efficiency, cell degradation, 
and potential failures. The chances of reverse breakdown and generation of hot spots increase if the 
inactive cell area is greater than 8% (Kim and Krein 2015). Under such cases, the affected cell is forced 
into reverse bias condition to work in the second quadrant (see Figure 2) and dissipates power which 
causes local overheating. Mitigating the impacts of partial shading and hot spot generation is crucial to 
maintain the desired performance and lifespan of PV modules (Deng et al. 2017; Solheim et al. 2013). 

The failure rate of PV panels within the first year of installation is approximately 25%, as 
shown in Figure 1. To address this, strict quality control and quality audits during manufactur
ing can help reduce defect-related hot spots and failures (Köntges et al. 2014). Techniques like 
ultrasonic testing, heat flux thermography, and electroluminescence should be employed to 
identify and reject defective cells or cell strings during module production. However, variations 
in quality control among manufacturers and the possibility of defects during transportation, 
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handling, and installation can still lead to hot spot generation (Ghosh, Yadav, and Mukherjee  
2019b). Factors like partial shading conditions from nearby buildings, trees, or aerosol deposi
tion further contribute to the challenge (Moretón, Lorenzo, and Narvarte 2015). Researchers 
have proposed various solutions to mitigate this issue. The objective of this article is to 
summarize the existing research gaps and practices aimed at enhancing the performance of 
PV systems under PSC:

(1) The various methods that are proposed to enhance the performance of PV systems under partial 
shading conditions, including distributed maximum power point tracking (DMPPT) (Pendem, 
Mikkili, and Katru 2018), bypass diodes, and advanced MPPT methods based on machine learning.

(2) To explore the phenomenon of reverse breakdown and hot spot, its causes, and impact on the 
performance and reliability of PV systems.

Research in the field of partial shading in PV systems should focus on several key areas. First, 
addressing hot spots in PV systems under partial shade conditions is crucial, along with developing 
effective methods to mitigate their negative effects on system efficiency and reliability. Second, there is 
a need to explore innovative PV module designs that can minimize the impact of partial shade and hot 
spots, as well as develop reliable interconnection methods and optimize PV array configurations. 
Integration with energy storage systems is another important direction to enhance the stability and 
dependability of PV plants, enabling regular and predictable power output. Additionally, research on 
novel materials, such as semiconductors and thin films, should be conducted to improve the perfor
mance and dependability of PV systems.

To advance these areas, researchers should conduct detailed analyses of factors that affect PV 
system performance under partial shading, including shading patterns, module configurations, and 
operating conditions. Exploring emerging technologies like intelligent inverters, cascaded energy 
storage systems, and advanced control algorithms can mitigate the negative effects of partial shading 
and improve overall system efficiency and reliability. Furthermore, there should be an assessment of 

Figure 2. (a) solar cells secured by a BPD with the first cell is concealed or damaged. (b) I-V characteristics of defective or shaded and 
non-defective cells (Boxwell 2017; Köntges et al. 2014).
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unmet research needs and challenges related to partial shading, emphasizing the development of 
precise and reliable modeling and simulation tools to enable effective experimental studies for 
minimizing its impact.

By addressing these research gaps and focusing on these future directions, advancements in 
modeling, technology, and material applications can lead to more efficient and reliable PV systems, 
mitigating the effects of partial shading and maximizing solar energy generation.

Theoretical background: reverse breakdown of PV cells

A solar module’s internal circuit has a considerable impact on the development of hot spots. A solar 
module is made up of subpanels, each of which is made up of a sequence of PV cells connected by an 
antiparallel bypass diode (BPD) (Ghosh, Yadav, and Mukherjee 2019b; Winston 2019). The number of 
cells in a sub-panel N is 20 for 20 VNOM (60 cell module), 24 for 24 VNOM (72 cell module), and 32 for 
32 VNOM (96 cell module).

The photo-induced current of one or more cells decreases under PSC and is forced into reverse-bias 
mode. Therefore, the reverse breakdown mechanism of PV cells plays a crucial role in PV performance 
under PSC. In reverse bias mode, the antiparallel diode protects these PV cells by mitigating the reverse 
voltage and providing an alternate path for the current. But standard BPD only limits the reverse bias 
voltage and does not eliminate it across the shaded cell (Guerriero et al. 2019). The reverse voltage across 
the shaded cell can be calculated using Kirchhoff’s Voltage Law on the subpanel circuit (see Figure 3(b)):

VR ¼ �N� 1
n¼0 VF; nþ VD (1) 

where VF is the forward (open circuit) voltage of the fully illuminated cell, and the forward voltage 
drop across BPD is denoted by VD. For p-n junction semiconductor diodes, VD generally varies from 
0.6 V to 1.7 V. As a result; the number N should be kept as low as possible to avoid the reverse voltage 
surpassing the breakdown voltage. Figure 4(a) depicts the reverse bias characteristics of shaded/ 
defective and non-defective cells. The reverse breakdown characteristics also vary with temperature 
(see Figure 4(b)). The temperature coefficient of reverse current is positive, resulting in a higher 
reverse current at higher temperatures (Breitenstein et al. 2011). Table 2 lists the different types of 
reverse breakdown mechanisms identified by Breitenstein et al (Breitenstein et al. 2011; Breltenstein 
et al. 2009). Table 3 lists the Precipitating factors of the reverse breakdown of the PV cells.

Because the current rises linearly during Stage I breakdown (see Figure 4 (a)), this occurrence is rarely 
lethal to PV cells. Stage II breakdown occurs at −7 V to −11 V in the vicinity of recombinative crystal
lographic defects such as iron precipitates in grain boundaries, where the defect-induced breakdown 
occurs. The reverse current develops exponentially in Stage II. Hot spots can emerge even if 
a considerable quantity of current does not flow in Stage I and II breakdowns under standard test 
conditions (STC). Due to avalanche breakdown, the reverse current exhibits a substantially exponential 
growth in Stage III and occurs in the voltage range of −13 V to −18 V (see Figure 4(a)). When one BPD is 
utilized over one-third of the cells in a module, the reverse voltage supplied across the shaded cell 
correlates to the voltage range where the most severe breakdown (i.e., Avalanche Breakdown) occurs.

Apart from hotspot, the PSC also alters the P-V and I-V characteristics (Lappalainen and 
Valkealahti 2017; Yadav et al. 2017; Yadav, Pachauri, and Chauhan 2016) of the PV modules.

Mismatch losses are caused by multiple peaks in the I-V and P-V characteristics (see 
Figure 5). According to previous studies, mismatch losses under PSC can affect annual energy 
yield by up to 25% (Jahn 2019). When PV modules are under 20% PSC, and the irradiance is 
between 1000 and 700 W/m2, maximum power declines by around 6.22% for every 100 W/m2 

drop in irradiance, according to another experimental investigation by Teo et al (Teo et al.  
2018). Maximum power declines just 0.24% for every 100 W/m2 drop in irradiance at lower 
irradiance levels (i.e., 700–0 W/m2). As the irradiance falls below 700 W/m2, the PV system 
becomes immune to PSC. According to a related study (Islam et al. 2018; Javed et al. 2019; 
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Sarwar et al. 2022), in reverse bias, less than twice the MPP Power is a “Safe” operating area, 
where the secondary breakdown is less likely.

Focus on actual junction breakdown mechanisms while classifying causes of failure (Breitenstein 
et al. 2011; Pachauri et al. 2021). It (see Figure 6.) will compile the most significant findings from 
a number of the authors’ earlier works, each of which focused on a particular aspect of the overall 
breakdown behavior and causes (Jia et al. 2021; Yadav and Mukherjee 2021).

Hot spot mitigation techniques

Introduction of smart circuits and elemental upgradation

As delineated in Section 2, solar PV modules use BPD across each sub-panel as the protective circuit 
against hot spots; however, BPD has limited protection capability. The maximum group size per diode 
that can be used without causing harm is around 15 cells/bypass diode for silicon cells. In a typical 36- 
cell module, two bypass diodes are used to ensure that the module does not suffer from “hot spot” 
damage (Honsberg and Bowden). As a result, it is ineffective in preventing the reverse disintegration of 
PV cells and the creation of hot spots. Researchers have proposed various smart circuits to mitigate hot 
spots using power semiconductor devices and elemental upgradation of the PV modules in the past 
(see Table 4).

Figure 3. Conventional bypass circuits of PV modules, (a) Provision of a BPD across each sub-panels, (b) voltage distribution in 
subpanel under PSC.
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Figure 4. (a) different reverse breakdowns mechanisms and (b) effect of ambient temperature on reverse breakdown characteristics.

Table 1. Causes of the hot spot in PV Modules.

Type of 
factor Factors causing the hot spot Reference

External Shade due to snow, leaves, droppings of 
birds, soot, and trees & buildings nearby.

(DuPontTM 2017; Fernandes et al. 2016; Gallardo-Saavedra and 
Karlsson 2018; Ghosh, Yadav, and Mukherjee 2019a; Gupta et al.  
2019; Kim and Krein 2013; Rajput et al. 2018; Reddy, Reddy, and 
Kumar 2017; Suresh Kumar, Sarkar, and K S 2014; Zheng et al. 2013)

Dust/dirt Deposition. (Bouaichi et al. 2019; Ghosh, Yadav, and Mukherjee 2019a; Gupta et al.  
2019, 2019; Kim and Krein 2013; Suresh Kumar, Sarkar, and K S 2014)

Glass encapsulation discoloration (Bouaichi et al. 2019; Boxwell 2017; Deng et al. 2017; Fernandes et al.  
2016; Suresh Kumar, Sarkar, and K S 2014; Waqar Akram et al. 2019)

Wear & Tear Due to Mechanical Loading/ 
rooftop conditions

(Bouaichi et al. 2019; Deng et al. 2017; DuPontTM 2017; Suresh Kumar, 
Sarkar, and K S 2014)

Internal Micro Cracks (Boxwell 2017; Deng et al. 2017; Moretón, Lorenzo, and Narvarte 2015; 
Suresh Kumar, Sarkar, and K S 2014; Waqar Akram et al. 2019)

Defective Soldering (Bouaichi et al. 2019; Boxwell 2017; Deng et al. 2017; Moretón, Lorenzo, 
and Narvarte 2015; Suresh Kumar, Sarkar, and K S 2014; Tsanakas 
et al. 2015; Waqar Akram et al. 2019)

Potential Induced degradation (Bright 2008; Deng et al. 2017; Moretón, Lorenzo, and Narvarte 2015; 
Suresh Kumar, Sarkar, and K S 2014; Waqar Akram et al. 2019)

Material Imperfections (Moretón, Lorenzo, and Narvarte 2015; Simon and Meyer 2010; Suresh 
Kumar, Sarkar, and K S 2014; Tsanakas et al. 2015; Waqar Akram et al.  
2019)

Cell Mismatch (Deng et al. 2017; DuPontTM 2017; Ghosh, Yadav, and Mukherjee  
2019a; Moretón, Lorenzo, and Narvarte 2015; Suresh Kumar, Sarkar, 
and K S 2014; Zheng et al. 2013)

Table 2. Type of breakdowns.

Stage Type of Breakdown Temperature coefficient Slope Voltage Level

I Early pre-breakdown Strongly Negative Low Below −5V
I Edge Breakdown Positive Low −5 V
II Weak defect-induced Zero or weakly negative Moderate −6 V to − 11 V
II Strong defect-induced Zero or weakly negative Moderate Below −12 V
III Avalanche Breakdown Negative High −13 V to − 18 V
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Elemental upgradation effects on PV under PSC

Rajvikram et al (M et al. 2019). proposed a solution based on PV panels with phase-changing material 
(PCM). These materials have low thermal conductivity nature, so Thermal Conductivity Enhancers 
are utilized to lower the panel’s working temperature and maximize power output. PV-PCM with an 
aluminum layer on the backside of the panel boosted the panel’s conversion efficiency by an average of 
24.4%, according to their findings. Their proposed method results in a maximum temperature drop of 
13°C and an average temperature drop of 10.35°C, resulting in a 2% gain in panel electrical efficiency.

The technique proposed by D.Prince Winston (Winston 2019) has been proven to be capable of 
lowering the temperature of the impacted region and producing more power than typical BPD. During 
hot spot conditions, the suggested technique uses relay switches to disconnect the afflicted sub-string. 
In comparison to BPD, the proposed technique reduces the temperature of the hot-spotted cell from 
69°C to 57°C and increases output power by 51%. Table 5 summarizes advantages, limitations, and 
cost consideration of elemental upgradation:

Hot spot mitigation through array configuration

PV modules are typically connected in a power plant in a series-parallel (SP) configuration. The 
number of series-connected PV modules (string length) is determined by the plant’s design voltage. 
And, depending on the plant capacity, numerous strings are connected in parallel (design output). The 

Table 3. Precipitating factors of the reverse breakdown of the PV cells.

Precipitating Factors Effects Causes Mitigating Schemes

High reverse-bias voltage 
(Breitenstein et al. 2011; Jaeun 
et al. 2021; Jordan and Kurtz  
2013)

Reverse breakdown, 
increased leakage 
current, reduced 
efficiency

Inadequate design, 
incorrect installation, 
partial shading, high- 
temperature operation

Use of bypass diodes, proper design 
and installation, avoiding partial 
shading, reducing operating 
temperature

Light-induced degradation 
(GREEN et al. 2012; Jaeun et al.  
2021; Jordan and Kurtz 2013; 
Köntges et al. 2014)

Reduced efficiency, 
increased leakage 
current

Exposure to light and high 
temperatures

Use of anti-reflective coatings, 
encapsulation with UV-resistant 
materials, reducing operating 
temperature

Hot carrier effects (Jordan and 
Kurtz 2013; Köntges et al.  
2017)

Reduced efficiency, 
increased leakage 
current, decreased 
carrier lifetime

High electric field, high- 
temperature operation

Use of high-quality materials, proper 
design and installation, reducing 
operating temperature, optimization 
of doping concentration

Temperature effects (Jordan and 
Kurtz 2013; Köntges et al.  
2017)

Reduced efficiency, 
increased leakage 
current

High operating 
temperature

Thermal management, use of cooling 
systems, proper design and 
installation, optimization of cell 
materials and structure

Cell/module defects (Köntges 
et al. 2017)

Reduced efficiency, 
increased leakage 
current

Manufacturing defects, 
material impurities, 
improper handling

Quality control, material purification, 
proper handling

Corrosion and moisture ingress 
(Köntges et al. 2017)

Reduced efficiency, 
increased leakage 
current, reduced 
lifetime

Exposure to moisture and 
corrosive substances, 
inadequate sealing

Improved module encapsulation, use of 
protective coatings

Cell/module damage Reduced efficiency, 
increased leakage 
current, reduced 
lifetime

Physical damage, 
mechanical stress, 
impact from external 
objects

Improved module design, enhanced 
installation practices, use of 
protective layers

Electromagnetic interference 
(Zhou et al. 2017)

Reduced efficiency, 
increased noise, 
potential damage

Electromagnetic radiation 
from nearby sources, 
improper grounding, 
inadequate shielding

Proper grounding and shielding, use of 
surge protectors

Aging and degradation (Köntges 
et al. 2017)

Reduced efficiency, 
increased leakage 
current, reduced 
lifetime

Exposure to environmental 
factors, material 
degradation, wear and 
tear

Proper maintenance and cleaning, use 
of protective coating
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impact of PSC can be minimized by modifying PV array topologies from the traditional SP layout, 
according to the literature. Table 6 summarizes related literature.

MPPT techniques for minimization of mismatch losses

MPPT techniques for PV systems have been extensively investigated and developed by power engineers, 
and several algorithms have been created for MPPT to determine Global peaks under non-uniform solar 
irradiation. Table 7 summarizes a comparison of MPPT techniques based on complexity, tracking speed, 

Figure 5. Normalized I-V and P-V characteristics of partially shaded or defective cell (red curves) with Uniformly irradiated or non- 
defective module (blue curve) (Ghosh, Yadav, and Mukherjee 2019a; Moretón, Lorenzo, and Narvarte 2015).

Figure 6. Causes of breakdown.
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Table 4. Hot spot mitigation using smart circuits.

Smart Circuit
Important outcome of the 

experiment Remarks Ref.

Submodule Integrated Converter 
(SubMICs)-enhanced micro- 
converters (Distributed Power 
Electronics)

Sub-module level converter and 
differential power processing 
SubMICs – hot spot occurrences 
are reduced by 88.5% and 97.1%, 
respectively.

Distributed Power Electronics 
Reduces hot spots as well as 
increase energy yield in PV 
system.

(Olalla et al.  
2018)

Power MOSFET is used as a voltage 
divider for shaded solar cells

For Heavily-stressing PSC in 
Modules with Low Shunt 
Resistance − 24°C temperature is 
reduced, and with High Shunt 
resistance − 20°C temperature is 
reduced compared to standard 
BPD.

EN 61,215 Qualification Procedure 
is the reference for PSCs.

(Daliento et al.  
2016)

Conduction State Detection circuit 
(CSD) parallel with each BPD in 
addition with Controlled 
MOSFETs through each panel 
subgroup.

The MOSFETs in the shaded 
subgroup are turned off when 
the control system detects BPD 
conduction conditions. As 
a result, thermal stress and the 
creation of hot spots are no 
longer a problem.

Low cost and efficient design. (Ayache, 
Chandra, and 
Chériti 2020)

Modified bypass circuit having IGBT 
and standard BPD

The bypass circuit reduces thermal 
stress and hot spots while 
lowering system complexity, 
power loss, and expense.

IGBTs can only be used at switching 
speeds below 200 kHz.

(Ghosh, Yadav, 
and 
Mukherjee  
2019b)

Smart bypass circuits consist of 
NMOS, Gate Protection Circuit, 
Charge Pump, and Storage 
capacitors.

Smart bypass detects the cell’s 
status and activates NMOS to 
bypass the failing cell or 
substring. It can be employed at 
the low voltage cell level or at 
the high voltage substring level 
to reduce the solar panel’s power 
loss under PSC.

The Smart Bypass prototype has 
a few heating issues.

(Bauwens and  
Doutreloigne  

2014)

Relay circuits to open circuit the hot 
spotted series segment

The proposed technique reduces 
the temperature of the hot- 
spotted cell from 69 to 57 
degrees Celsius and increases 
output power by 51% as 
compared to BPD. In medium hot 
spot circumstances, the 
proposed approach increases 
output power and voltage by 
173% and 177%, respectively.

Only the proposed technique 
generates output power during 
extremely severe hot spot 
conditions, while the other 
techniques are unable to do so.

(Winston 2019)

MOSFET M1, feedback MOSFET M2 
driven by digital oscillator 
TLC555

Bypass circuit completely prevents 
the rise in the temperature of 
shaded cells. It’s also worth 
mentioning that during bypass 
events, the TLC555 consumes 
very little power because it’s 
resting the rest of the time.When 
mismatch conditions arise, the 
bypass circuit self-activates, 
eliminating the need for 
microprocessors or other 
complex logic circuits.When 
mismatch conditions arise, the 
bypass circuit self-activates, 
eliminating the need for 
microprocessors or other 
complex logic circuits. 
When mismatch conditions arise, 
the bypass circuit self-activates, 
eliminating the need for 
microprocessors or other 
complex logic circuits.

In the worst-case operating 
conditions, as described by EN 
61,215, a shaded PV cell 
protected by a normal BPD and 
a PV cell protected by the new 
bypass circuit had a temperature 
differential of roughly 50°C.

(Guerriero et al.  
2019)

(Continued)
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precise monitoring, and cost. For PV system non-uniform irradiation, A robust global MPPT technique 
based on the wind-driven optimization (WDO) algorithm was proposed by Abdalla et al (Abdalla, Rezk, 
and Ahmed 2019). Under various shading conditions, they compared their new WDO algorithm to Particle 
Swarm Optimization (PSO), Differential Evolution (DE), Harmony Search Algorithm (HSA), Bat 
Algorithm, Sine-Cosine Algorithm (SCA), Cuckoo Search (CS), and Genetic Algorithm (GA). As far as 
statistical metrics go, the authors employed relative error, root mean square error, mean absolute error, 
standard deviation, success rate, tracking time, and efficiency. WDO has a higher success rate of 97.5% and 
the highest efficiency rate of 99.44%, according to their data, followed by DE and GA, and HSA and Bat 
algorithm have the lowest performance.

Using Enhanced Leader Particle Swarm Optimization(EL-PSO), Gavhane et al (Gavhane et al. 2017). 
provided a simulated analysis of MPPT under PSC. They employed a Siemens S75 panel under three 
distinct shading conditions to test the proposed approach. They concluded that EL-PSO is effective in 
detecting global optimization zones based on sequential mutations and that peaks with smaller power 
differences are also recognized by EL-PSO. The superiority of EL-PSO over PSO is demonstrated by its 
fast convergence, greater dynamic performance, ease of implementation, and high efficiency. Mahmoud 
Dhimish (Dhimish 2019) presented a comprehensive review of MPPT techniques to mitigate hot- 
spotting and the effect of PSC. The tracking precision of seven distinct state-of-the-art MPPT techniques 
was tested in a point-to-point analysis. Performance, control, circuit, and economic benefits must all be 
considered when selecting an MPPT approach. Seven techniques that were analyzed for comparison are 
Fast-Changing MPPT, Linear Extrapolation based MPPT, Modified Beta, I-V curve MPPT, Enhanced 
Adaptive Perturb and Observe Static Conductance-based MPPT, and Direct PWM voltage controller.

Modern power converters under mismatch conditions

Modern power converters, including MLPEs, DC Optimizers, and micro-inverters, play a crucial role 
in improving power generation and system safety for Solar PV modules. Mismatches in power 
production can occur even in unshaded arrays, impacting the overall performance of a PV system 
(TIGO 2019). These mismatches, caused by variations in module performance, can result in energy 
losses of 2–5% initially, with increasing losses over time. However, the use of module-level power 
electronics offers a solution to recover these losses. Researchers are focusing on developing smart 
modules with embedded power optimizers, replacing the traditional junction box, to further enhance 
the efficiency and performance of PV systems (Fishelov and Adest 2022). Below is a list of some of the 
power converters provided in Table 8.

Table 4. (Continued).

Smart Circuit
Important outcome of the 

experiment Remarks Ref.

A low-power 8-bit Microcontroller 
Unit for wireless connectivity, 
data acquisition, measurement 
phases/durations. Power 
MOSFET as a switch.

The sensor is designed to measure 
the operating voltage, 
operational current, open-circuit 
voltage, and short circuit current 
of string-connected PV in real- 
time. The reliability of the system 
is enhanced with the sensor 
under PSC.

The proposed circuit is an effective 
method for high-granularity 
diagnostics and real-time PV 
plant performance evaluation.

(Guerriero et al.  
2016)

To prevent the hot spotting, 
a voltage-threshold control is 
used in conjunction with an 
existing MPPT.

The voltage-threshold control 
works in tandem with the MPPT 
control to ensure that the string 
is functioning at the high- 
voltage local MPP without the 
BPD turned on.Imposing 
voltage-threshold regulation on 
a damaged cell reduces the 
intensity of hot spots.

With no additional hardware and 
limited computing requirements, 
a panel-level strategy for 
decreasing hot spots that 
combines MPPT and voltage- 
threshold control is effective.

(Kim et al. 2016)
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Table 5. Advantages, limitations, and cost consideration of elemental upgradation.

Elemental Upgradation Advantages Limitations Cost Considerations

Phase Changing Materials 
(Awad et al. 2022; Browne, 
Norton, and McCormack  
2015; M et al. 2019; 
Sivashankar, Selvam, and 
Manikandan 2021)

Phase changing materials can 
undergo reversible phase 
transitions, allowing them to 
switch between high and 
low conductivity states.

Requires precise control of 
temperature to activate the 
phase transition and ensure 
optimal conductivity 
changes.

Costs associated with 
acquiring and integrating 
phase changing materials 
into PV cell design.

Enable self-healing and 
bypassing of shaded areas, 
minimizing power losses and 
maintaining higher overall 
system performance.

Compatibility issues with 
existing PV cell materials 
and structures may arise, 
requiring careful integration 
and testing.

Additional fabrication and 
processing costs associated 
with incorporating phase 
changing materials.

Reduce the impact of partial 
shading on the overall PV 
system, enhancing energy 
yield and efficiency.

Thermal management 
challenges may arise due to 
the heat generated during 
the phase transition process.

The cost of phase changing 
materials can vary 
depending on the specific 
material and required 
quantities.

Contact Materials (Ahmad et al.  
2018; Dwivedi et al. 2020; 
M et al. 2019)

On average, the conversion 
efficiency was increased by 
24.4%. The average overall 
electrical efficiency has 
increased by 2% due to 
a 10.35°C drop in average 
temperature.

Selection of appropriate 
contact materials like 
Aluminium sheet depends 
on cell technology, 
processing requirements, 
and compatibility factors.

Costs associated with 
optimizing contact 
materials and any 
additional fabrication steps 
required.

Enhances system performance, 
reliability, and efficiency 
under partial shading 
conditions.

Compatibility issues may arise 
with different material 
combinations, requiring 
careful material selection 
and integration.

Contact material costs may 
vary depending on the 
specific materials used and 
fabrication requirements.

Doping (Boxwell 2017; 
Breitenstein et al. 2011; 
Breltenstein et al. 2009; 
Venkateswari and Sreejith  
2019)

Enhances conductivity and 
carrier mobility in PV 
material, reducing power 
losses under partial shading.

Requires careful optimization 
of dopant concentration and 
distribution for desired 
results.

Cost associated with doping 
agents and additional 
processing steps.

Improves charge transport and 
mitigates performance 
degradation in shaded areas.

Incorrect doping parameters 
can lead to undesired 
material properties and 
decreased performance.

Doping costs are typically 
integrated into the overall 
PV cell manufacturing 
process.

Bandgap Engineering 
(Andreani et al. 2019; 
Chaves et al. 2020; 
Dharmadasa 2005;  
Honsberg and Bowden)

Enables better absorption and 
utilization of different 
wavelengths of light, 
maximizing energy 
conversion.

Challenging to achieve optimal 
bandgap engineering due to 
material compatibility and 
complex device structures.

Costs may arise from 
specialized material 
deposition techniques and 
additional manufacturing 
steps.

Facilitates increased power 
generation and improved 
performance under partial 
shading.

Fine-tuning bandgap may 
require advanced material 
characterization techniques 
and complex fabrication 
processes.

Bandgap engineering costs 
are usually incorporated 
into the overall fabrication 
process.

Passivation Layers (Chen et al.  
2018; Janssen et al. 2019; 
Luo et al. 2018)

Reduces surface 
recombination, enhances 
carrier lifetime, and 
improves PV cell 
performance under partial 
shading.

Selection and deposition of 
appropriate passivation 
materials can be challenging 
for different cell 
technologies.

Cost associated with 
specialized passivation 
materials and deposition 
techniques.

Minimizes power losses caused 
by surface defects and 
shading conditions.

Passivation layers may 
introduce additional process 
complexity and require 
careful optimization for 
desired performance.

Passivation layer costs are 
typically included in the 
overall PV cell 
manufacturing process.

(Continued)
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A boost DC-DC converter, which is applied directly to the PV module and incorporates an MPPT 
algorithm, a PLC system to communicate the information to a supervision control unit(SCU), 
a control unit with supervision and fault detection functions make up the prototype as in Figure 7 
(Orduz et al. 2011).

The annual performance boost of 5.8% was observed by (Hanson et al. 2014) after the module-level 
electronics were installed, equating to a recovery of about 30% of the shading losses in the system. 
Partial shade caused an average power loss of 8.3%, which would have climbed to 13% without 
optimization, according to a study of over 500 systems. NREL calculated that module-level optimiza
tion could recover 36% of the power wasted to partial shadow on average (TIGO 2019). Compared to 
a current string inverter-based system with comprehensive MPP tracking, optimizers for PV installa
tions with no shading features deliver less value in terms of energy production (Franke 2019).

Figure 8 summarizes the partial shading mitigation techniques using smart circuits, elemental upgrada
tion, MPPT techniques, PV array configuration, and modern power converters,which offers effective 
solutions to combat the negative effects of shading on PV systems. By intelligently optimizing power 
distribution, improving component efficiency, and utilizing advanced algorithms, these techniques con
tribute to maximizing energy yield and overall system performance in partially shaded environments.

Conclusions and future directions in the field

This article discusses in detail the detrimental effect of partial shading conditions on PV performance 
and reliability. Many researchers have recommended switches and bypass circuits to reduce hot spot 
temperature in articles published on this subject. However, recent studies indicate that the antiparallel 
bypass diode (BPD) is not highly efficient in addressing the reverse breakdown of PV cells unless 
a diode is connected across each cell, which is not cost-effective Factoring the real issues involved in 
the partial shading, this article has made an in-depth analysis of the various path breaking research 
works published in the recent literature of high repute, with the research findings and solutions. The 

Table 5. (Continued).

Elemental Upgradation Advantages Limitations Cost Considerations

Anti-Reflective Coating 
(Kaplani 2016; Schulte-Huxel 
et al. 2017; Vogt et al. 2017)

Reduces light reflection, 
increases light absorption, 
and compensates for power 
losses due to partial shading.

Coating design and 
optimization depend on the 
specific PV cell structure and 
material requirements.

Costs associated with anti- 
reflective coating 
materials, deposition 
methods, and additional 
manufacturing steps.

Improves overall system 
performance, energy yield, 
and efficiency under varying 
shading conditions.

Anti-reflective coatings may 
introduce additional 
maintenance requirements 
and can be susceptible to 
wear and degradation.

Anti-reflective coating costs 
are typically integrated 
into the overall PV cell 
manufacturing process.

Tandem Cells (Bremner, Levy, 
and Honsberg 2008; Cheng 
and Ding 2021; Dharmadasa  
2005; Murayama and Mori  
2007; Yamaguchi et al. 2021)

Tandem cells stack multiple PV 
cells with varying bandgap 
energies, allowing for more 
efficient use of the solar 
spectrum.

Require complex 
manufacturing and 
integration processes, 
including the use of 
specialized materials and 
deposition techniques.

Costs associated with tandem 
cell design, manufacturing, 
and integration can be 
higher than traditional 
single-junction cells.

Mitigate the impact of partial 
shading by utilizing cells 
with different bandgap 
energies that respond to 
different wavelengths.

May require advanced 
electrical and optical design 
considerations, such as 
optical coupling and series- 
parallel connection of cells.

Potential for higher energy 
yields and efficiencies may 
offset the higher initial 
investment in tandem cell 
technology.

Offer higher energy conversion 
efficiencies compared to 
single-junction cells under 
both full and partial shading 
conditions.

Tandem cells may be sensitive 
to variations in illumination, 
temperature, and other 
environmental factors, 
requiring careful system 
design and control.

The cost of tandem cells can 
vary depending on the 
specific materials, design, 
and manufacturing 
requirements.
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Table 6. Impact of PV array configuration on partially shaded PV system.

Configuration Key Findings/advantages References

Series (S) Lower Electrical losses due to smaller wire size and cable length 
higher mismatch losses and lesser current generation

(Ovidiu Popescu 2019) 
(Desai and Mikkili 2019; 
Wang and Hsu 2011)

Parallel (P) The key benefit of this setup is its dependability. 
For different temperatures, 0°C, 45°C, 60°C, and 75°C parallel 
configuration promises the highest fill factor and power output during 
lightly shaded conditions.

(Ovidiu Popescu 2019)

Series-Parallel (SP) Offers the highest value in terms of fill factor. 
Under PSC, SP-based Hierarchical reconfiguration can boost system 
efficiency by up to 50% while reducing switch usage and lowering 
fabrication costs. 
Due to short circuit currents under PSC, there is a loss of coherence 
between the MPPs of modules and the MPP of the array in the case of SP. 
low efficiency & high mismatch losses under PSC. 
SP setups are as good as more advanced electrical arrangements when it 
comes to output power changes induced by cloud shadings.

(Ngoc et al. 2019; Wang and 
Hsu 2011) 
(Shams El-Dein, Kazerani, 
and Salama 2013) 
(Desai and Mikkili 2019) 
(Lappalainen and Valkealahti  
2017)

TCT highest peak power value under PSC 
Under 9 different shading condition have highest average array 
efficiency i.e. 10.53% more than S, SP, BL and HC. But more number of 
wires is required makes it prone to faults. 
Under diagonal shading patterns, TCT yields 21.54% more power than SP 
configuration. 
TCT arrangement has lower power loss and a higher Fill factor under PSC, 
according to experiments.

(Desai and Mikkili 2019; Wang 
and Hsu 2011) 
(Darussalam, Pramana, and 
Rajani 2017) 
(Pachauri et al. 2019, 2020) 
(Jha and Triar 2018)

BL Ranked third in terms of maximum power under PSC 
lower wiring cost compared to TCT. 
When shading area ≥50% of total area the reconfiguration of PV array is 
not advisable.

(Wang and Hsu 2011) 
(Desai and Mikkili 2019) 
(Tubniyom et al. 2018)

HC second in terms of maximum power under PSC 
wiring and wiring losses are more in comparison to S, SP.

(Wang and Hsu 2011) 
(Pendem and Mikkili 2018)

RSP According to a prototype model, a reconfigurable PV module topology can 
produce up to 12.7% more energy than a shade tolerant PV module 
architecture with 6 bypass diodes when a PV module is shaded for 32% 
of the time. 
Interpolation is used in the proposed approach to limit the number of 
arithmetic operations performed in the embedded system, hence 
minimising the amount of time required to evaluate each configuration 
as much as possible. All possible configurations can be examined in an 
acceptable length of time using low-cost embedded electronics due to 
the reduction in calculation time.

(Calcabrini et al. 2021) 
(Serna-Garcés, Bastidas- 
Rodríguez, and Ramos-Paja  
2016)

SP-TCT Lags in Performance under PSC than Su-Do-Ku. 
Using Jig saw puzzle method SP-TCT yields 12.2% more power than 
conventional methods.

(Rani, Ilango, and Nagamani  
2013) 
(Palpandian and David)

O-TCT 30% more power yield than SP & TCT under shaded conditions. Significantly 
reduce mismatch losses compared to SP & TCT. Array P-V characteristics 
are smoother with lower local maxima.

(Shams El-Dein, Kazerani, and 
Salama 2013) 
(Pachauri et al. 2020)

BL-TCT Second in terms of array efficiency compared to S, SP and TCT.i.e average 
10.29% more power than S and SP under 9 shading conditions. 
BL-TCT proved superior to S, SP and HC without escalating 
implementation cost.

(Desai and Mikkili 2019) 
(Kaushika and Gautam 2003)

HC-TCT TCT and HC-TCT both obtained highest Combined Efficiency Scores (CES) (Ghosh, Yadav, and Mukherjee  
2018)

BL-HC This design has the advantage of outperforming Total-Cross-Tied for 
asymmetrical array sizes and row wise shading schemes.

(Pendem and Mikkili 2018)

R-TCT MS based Reconfigurations have low power loss and higher fill factor. (Mishra et al. 2017)
RSP-TCT Enhanced performance under shading conditions than conventional 

configurations
(Mishra et al. 2017) 

(Pachauri et al. 2020)
LS-TCT Power loss is reduced, fill factor improved and higher maximum power is 

observed in LS-TCT than conventional TCT
(Pachauri et al. 2018, 2020)

M-TCT GMPP is readily determined. Improved performances than SP and TCT 
under PSC. Shortcoming of M-TCT is wasted space due to shifting.

(Djilali et al. 2017)

(Continued)
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present analysis would add a new dimension to promote further research in future in the proposed 
field. The significant outcome of various literature survey has been summarized as,

● Active bypass circuits designed using solid-state switches such as IGBTs, MOSFETs, etc., have 
been shown to be more effective than traditional BPDs. However, these switches tend to attain 
higher temperatures during bypass action, so these innovative circuits require adequate thermal 
management arrangements for system reliability.

● Switching circuits, when applied to address hot spots, offer a better solution than BPDs. 
However, they can result in power drops due to the use of power semiconductor devices, 
reducing overall power during normal operation.

● Under partial shading conditions, the configuration of the PV array also plays an important role, 
and experimental evidence has shown that the TCT configuration is the most effective.

● Elemental upgrades and new switching techniques, such as distributed Power Electronics, can 
improve the performance ratio of PV systems under partial shading conditions.

● So far, the distributed MPPT PV array configuration is considered to be the best configuration 
for PV systems under partial shading conditions due to its ability to mitigate the effects of partial 
shading and maintain high efficiency.

In general, ongoing research and development into partial shade mitigation strategies for PV systems 
will continue to spur further innovation and boost efficient PV system developments, allowing more 
solar energy utilization even in difficult shading conditions.

Based on the review of various solutions for mitigating partial shading in PV systems, the following 
perspective and future guidelines are suggested:

(1) Holistic System Design: Involves integrating advanced shading analysis tools, high-efficiency 
modules, and optimized system layouts to minimize the impact of shading and maximize 
energy yield.

(2) Advanced Module Technologies: Includes exploring innovative bypass diode configurations, 
smart cell interconnections, and novel module materials to minimize power losses and improve 
overall system performance.

Table 6. (Continued).

Configuration Key Findings/advantages References

Su-Do-Ku Under PSC, the SU-DO-Ku puzzle configuration outperformed the TCT and 
SP-TCT puzzle configurations. 
Complicated for large array size and have more wiring loss than TCT.

(Rani, Ilango, and Nagamani  
2013) 
(Chandrakant and Mikkili  
2020)

LSP LSP with TCT shows more power yielding capability than conventional TCT 
and other array configurations.

(Pachauri et al. 2018;  
Palpandian and David)

KKSP When compared to SDKP configuration, KKSP and LSP give 18.86% lower 
wire losses; nevertheless, under PSC, KKSP outperforms SDKP and LSP.

(Yadav and Mukherjee 2018)

CDV CDV extended with TCT show 23.97% increase in maximum power 
compared to SP, TCT and SDK. Average power generation increases by 
21.67% under three cases of PSC.

(John Bosco and Carolin Mabel  
2017)

Odd-Even For Dwarf Broad Shading Pattern Odd-Even structure has 30.88% increased 
power output in comparison to TCT

(Nasiruddin et al. 2019)

Novel Structure 
(NS)

more efficient than TCT under PSC, with a maximum improved power of 
13.2%.

(Mishra et al. 2017)

Non-Symmetrical 
Puzzle Pattern  
1 & 2

having less power loss, a greater fill factor, and increased maximum power 
by 13.11%, 19.44%, and 10.7% for three different shading patterns 
compared to SP, BL, TCT, HC, BL-TCT, and SP-TCT.

(Yadav, Pachauri, and Chauhan  
2016)

11168 N. KUSHWAHA ET AL.



Table 7. Comparison of MPPT techniques under PSC.

MPPT Technique Advantages limitations
Cost of 

Implementation

Improved efficiency 
compared to 
conventional 

methods

Perturb & Observe Techniue (Abdalla, 
Rezk, and Ahmed 2019; Femia 
et al. 2005; Gaga, Errahimi, and Es- 
Sbai 2014; Jordehi 2016; Kjaer, 
Pedersen, and Blaabjerg 2005)

Simple and easy to 
imlement

May get stuck in 
a local MPP, low 
accuracy

Low-cost 3.3%

Fractional Short Circuit Current 
(FSCC) (Jordehi 2016; Sher et al.  
2015, 2015)

High efficiency under 
varying shading 
conditions

Complex algorithm 
with non-linear 
equations

High-cost 4.6%

Particle Swarm Optimization (PSO) 
(Abdalla, Rezk, and Ahmed 2019; 
Gavhane et al. 2017; Gökmen et al.  
2016; Jordehi 2016; Li et al. 2019; 
Liu et al. 2012; Pillai et al. 2018; 
Singh et al. 2021)

High accuracy, robust 
to environmental 
changes

May converge to local 
minima

High 5.1%

Artificial Neural Networks (ANNs) 
(Bouselham et al. 2017; Li et al.  
2019)

High accuracy, 
adaptable to 
changing conditions

Require a large 
amount of training 
data, 
computationally 
expensive

High-cost 4.8%

Fuzzy Logic (Ibrahim, Nasr, and Enany  
2021; Pervez et al. 2021)

Robust to uncertainty 
and imprecise data

Poor accuracy in 
highly dynamic 
conditions

Moderate 3.9%

Heterojunction with Intrinsic Thin 
layer (HIT) MPPT (Bansal, Jaiswal, 
and Singh 2021; Islam et al. 2018; 
Venkateswari and Sreejith 2019)

High efficiency even in 
low irradiance and 
shading

Limited availability of 
HIT solar panels

High-cost 1.3%

Current Sweep (Bhukya, Kedika, and 
Salkuti 2022; Ishaque and Salam  
2013; Tsang and Chan 2015)

High efficiency under 
varying shading 
conditions

Low accuracy under 
partial shading 
conditions

Low-cost 4.2%

Hybrid MPPT (Kumar et al. 2023; 
Sarwar et al. 2022; Sher et al. 2015)

High efficiency and 
robustness

Complexity of 
algorithm with 
increased 
computational 
requirements

High-cost 4.9%

Improved Gradient Descent MPPT 
(Kamal et al. 2019; Kofinas et al.  
2015)

High efficiency under 
varying shading 
conditions

High sensitivity to 
initial conditions 
and noisy 
measurements

Low-cost 5.5%

Modified Conductance Incremental 
MPPT (Islam et al. 2018; Tey and 
Mekhilef 2014)

High efficiency under 
varying shading 
conditions

Limited improvement 
in efficiency 
compared to other 
MPPT methods

Low-cost 3.5%

Grey Wolf Optimizer MPPT (Javed 
et al. 2019; Mohanty, Subudhi, and 
Ray 2016)

High accuracy and 
efficiency

Limited availability of 
grey wolf 
optimizer software

Low-cost 3.3%

Wind-Driven Optimization MPPT 
(Abdalla, Rezk, and Ahmed 2019)

High accuracy and 
efficiency

Limited testing under 
practical 
conditions

Low-cost 3.9%

Bacterial Foraging Optimization 
MPPT (Kumar, Puttamadappa, and 
Chandrashekar 2020; Zhu 2018)

High accuracy and 
efficiency

Limited testing under 
practical 
conditions

Low-cost 4.2%

Sine Cosine Algorithm MPPT (Abdalla, 
Rezk, and Ahmed 2019; Karmouni 
et al. 2022)

High accuracy and 
efficiency

Limited availability of 
sine cosine 
algorithm software

Low-cost 3.6%

Harmony Search Algorithm MPPT 
(Abdalla, Rezk, and Ahmed 2019)

High accuracy and 
efficiency

Limited availability of 
harmony search 
algorithm software

Low-cost 4.9%

Ant Colony Optimization MPPT 
(Sarwar et al. 2022)

High accuracy and 
efficiency

Limited testing under 
practical 
conditions

Low-cost 4.4%

(Continued)
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(3) Intelligent Monitoring and Control: This would involve employing advanced algorithms and 
machine learning techniques to dynamically optimize system operation, reconfigure module 
connections, and mitigate shading-induced performance degradation.

(4) Integration with Energy Storage: As PV systems become more prevalent, integrating energy 
storage technologies will play a crucial role in managing intermittent power output caused by 

Table 7. (Continued).

MPPT Technique Advantages limitations
Cost of 

Implementation

Improved efficiency 
compared to 
conventional 

methods

Adaptive Fuzzy PSO MPPT (Ibrahim, 
Nasr, and Enany 2021; Ishaque and 
Salam 2013)

High accuracy and 
efficiency

High computational 
requirements

High-cost 4.2%

Shuffled Frog Leaping Algorithm 
MPPT (Maaroof and Ismail 2022; 
Sridhar et al. 2017)

High accuracy and 
efficiency

Limited availability of 
shuffled frog 
leaping algorithm 
software

Low-cost 4.1%

Cat Swarm Optimization MPPT (Guo 
et al. 2018)

High accuracy and 
efficiency

Limited testing under 
practical 
conditions

Low-cost 5.5%

Water Cycle Algorithm MPPT (Sarvi, 
Soltani, and Avanaki 2014)

High accuracy and 
efficiency

High computational 
requirements

High-cost 5.2%

Improved Shuffled Frog Leaping 
Algorithm MPPT (Aldosary et al.  
2021; Nie and Nie 2017)

High accuracy and 
efficiency

Limited availability of 
improved shuffled 
frog leaping 
algorithm software

Low-cost 4.7%

Genetic Algorithm MPPT (Abdalla, 
Rezk, and Ahmed 2019; Hadji, 
Gaubert, and Krim 2018; Kumar 
et al. 2023; Li et al. 2018)

High accuracy and 
efficiency

High computational 
requirements

High-cost 4.6%

Fruit Fly Optimization MPPT 
(Megantoro et al. 2022; Sarwar 
et al. 2022)

High accuracy and 
efficiency

Limited availability of 
fruit fly 
optimization 
algorithm software

Low-cost 4.5%

Flower Pollination Algorithm (Kumar 
et al. 2023)

Simple 
implementation, 
high accuracy, 
robustness to local 
minima

Large number of 
iterations required, 
sensitive to initial 
conditions

Low cost 2.87% 
improvement in 

Pmax

Bat Algorithm (Abdalla, Rezk, and 
Ahmed 2019)

Robustness to noise, 
fast convergence

Requires fine-tuning 
of parameters, may 
get stuck in local 
minima

Low cost 2.2% improvement 
in Pmax

Improved Particle Swarm 
Optimization (Abdulkadir, Yatim, 
and Yusuf 2014; Pervez et al. 2021)

Fast convergence, 
robustness to local 
minima, low 
sensitivity to initial 
conditions

May converge to 
suboptimal 
solutions, requires 
fine-tuning of 
parameters

Low cost 2.7% improvement 
in Pmax

Bat-inspired Algorithm with Wavelet 
Transform (Alyasseri et al. 2022)

High accuracy, 
robustness to noise 
and local minima

Requires fine-tuning 
of parameters, 
computationally 
intensive

High cost 2.5% improvement 
in Pmax

Grey Relational Analysis-based 
Technique (Javed et al. 2019)

High accuracy, 
robustness to noise 
and local minima

Requires fine-tuning 
of parameters, 
computationally 
intensive

High cost 2.4% improvement 
in Pmax

Electromagnetism-Like Mechanism 
Algorithm (EM) (Tan et al. 2018)

Good convergence 
speed, robustness, 
efficiency

Sensitive to 
parameter tuning, 
limited exploration 
ability

Medium Higher Pmax for 
EM-optimized 

system compared 
to GA-optimized 

system
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partial shading. Future guidelines should explore the optimal sizing, control strategies, and 
economic viability of PV systems combined with energy storage to enhance system perfor
mance and grid integration.

By incorporating these perspectives and future guidelines, a roadmap is provided for researchers, 
industry professionals, and policymakers to advance the field of partial shading mitigation in PV systems.

Nomenclature

Abbreviations 
PV Photovoltaic
PV-TE PV-thermometric
MC-FDTD Monte Carlo-Finite Difference Time Domain
CNT Carbon Nanotube
MLPEs Module-Level Power Electronics
PERC Passivated Emitter and Rear Cell
Al-BSF Aluminum Back Surface Field
PID Potential Induced Degradation
n-PERT N-Type Passivated Emitter Rear Totally diffused
LSC PV luminescent solar concentrator PV

Table 8. Modern power converters.

Device Key Features Functions

Module Optimizer (Brown  
2021; Franke 2019) ()

Designed to withstand harsh environmental 
conditions. 
Advanced, in-the-moment performance 
evaluation. 
For installer and firefighter safety, the 
module DC voltage is automatically reduced 
to a safe level when the inverter or grid is 
turned off.

Optimizer replaces the typical junction box on 
a PV panel, resulting in a smart module that 
produces more power. Smart modules 
include module-level power electronics, 
which improve power harvesting, safety, and 
module-level monitoring.

DC Optimizers (Brown 2021) 
(Casey 2019; Hanson et al.  
2014; Moorthy et al. 2020)

DC to DC energy is “conditioned” by optimizers 
and sent to the central inverter. 
Independent optimization technology 
enables operation with any inverter and 
does not necessitate the purchase of 
additional interface gear.

DC optimizer enhances the current at its output 
to match the current flowing through the 
unshaded modules when a shaded module 
produces power with a lower current; to 
compensate, the optimizer drops its output 
voltage by the same amount it boosts the 
current.

Module Level Power 
Electronics (Brown 2021; 
Hanson et al. 2014; Saur 
News Bureau)

benefits such as mismatch mitigation and 
module-level monitoring, are also available. 
MLPE have an energy self-consumption that 
results in higher power losses in both the 
additional connectors and the internal 
power electronics, which is more substantial.

Individual modules have MLPEs attached to 
them to improve performance in the shaded 
conditions. 
MPP tracking for each module is key function 
of MLPEs.

Micro Inverters (Brown 2021; 
Casey 2019; Saur News 
Bureau)

At the module’s location, micro-inverters 
convert DC to AC electricity. 
Micro-inverters require maintenance, but 
they are less likely to degrade your system’s 
performance.

Micro-inverters boost each module’s output 
performance at the individual level, resulting 
in a slew of advantages for system owners.

1- Phase Inverters with HD 
wave (Casey 2019;  
SolarEdge Solution)

Weighted efficiency of 99%. 
Small, light, and simple to set up. 
Low heat dissipation ensures high reliability. 
Integrated module-level monitoring. 
IP65 – suited for both outdoor and indoor 
use.

Single-phase inverters are built employing 
a cutting-edge power conversion technique 
based on distributed switching and high- 
performance DSP processing. The inverter 
may provide a pure sine wave, resulting in 
a significant reduction in the magnetics and 
heavy cooling elements.

MPPT Converters (Orduz et al.  
2011)

The performance is based on three factors: 1) 
Maximum decoupling current conversion 
ratio. 2) BPD effect on PV module. 3) grid- 
connected PV inverter’s input voltage.

The MPPT converter will keep the PV 
generator’s working point as close as MPP 
under all operating conditions, including 
varying irradiance, temperature, and load 
characteristics.
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c-Si Crystalline silicon
PSC partial shading conditions
MPP Maximum Power Point
MPPT MPP Tracking
DMPPT Distributed MPPT
BPD Bypass Diode
STC standard test conditions
SubMICs Submodule Integrated Converters
MOSFET Metal-Oxide-Semiconductor Field-Effect Transistor
CSD Conduction State Detection
IGBT Insulated-Gate Bipolar Transistor

Figure 7. DC-DC power optimizer.
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Smart bypass circuit 
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Relay circuits 
MOSFET driven  by 
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8 bit Microcontroller 
Voltage Threshold 
Control 

Phase Changing 
Materials 
Contact Materials 
Doping 
Bandgap 
Engineering 
Passivation Layers 
Anti-Reflective 
Coating 
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Series 
Parallel 
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HC 
BL 
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Su-Do-Ku 
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KKSP 
SDV 
Odd-Even 
NS 
Non-Symmetrical 
Puzzle Pattern 1&2 

Perturb & Observe 
IC 
FSCC 
PSO 
ANN 
Fuzzy Logic 
HIT 
Current Sweep 
Hybrid MPPT 
IGD 
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GWO 
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EM 
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Module Optimizer 
DC Optimizer 
Module Level Power 
Electronics 
Micro Inverters 
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with HD wave 
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Figure 8. Classification of partial shading mitigation techniques.

11172 N. KUSHWAHA ET AL.



NMOS N-channel Metal-oxide Semiconductor
PCM phase-changing material
TCT Total-Cross-Tied
BL Bridge-Link
HC Honey Comb
SP Series-Parallel
PLC Programmable Logic Controller
SCU Supervision Control Unit
SDKP SuDoKu puzzled
IC Incremental Conductance
O-TCT Optimal TCT
RSP Reconfigurable SP
LS-TCT Latin-based puzzle-based TCT
M-TCT Modified TCT
NS Novel Structure
CDV Cross Diagonal View
KKSP Ken-Ken Square puzzled
WDO Wind-Driven Optimization
DE Differential Evolution
CS Cuckoo Search
SCA Sine-Cosine Algorithm
GA Genetic Algorithm
HSA Harmony Search Algorithm
PSO Particle Swarm Optimization
EL-PSO Enhanced Leader-PSO
ANN Artificial Neural Network
PWM Pulse Width Modulation
FSCC Fractional Short Circuit Current
EM Electromagnetism-Like Mechanism Algorithm
HIT Heterojunction with Intrinsic Thin layer
GWO Grey Wolf Optimizer
BFO Bacterial Foraging Optimization
IGD Improved Gradient Descent
GOA Grasshopper Optimization Algorithm
P&O Perturb & Observe
Symbol 
VR Reverse Voltage
VF Forward (Open Circuit) Voltage
VD Forward Voltage Drop
I-V Current Voltage
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ABSTRACT 

Sustainable concrete using recycled coarse aggregates from construction and demolition waste is 
gaining popularity in the construction industry, but has poor mechanical characteristics due to old 
cement mortar adhering to aggregate surfaces. This study uses two processes (abrasion treatment and 
cement slurry treatment) to modify the surface of recycled coarse aggregates (RCA) to minimize the 
strength loss of RCA and enhance the bonding properties of the concrete matrix and RCA. Surface-
modified RCA replaced coarse aggregates in varying percentages, ranging from 0 to 100% in 25% 
increments. To comprehend the effects of surface-modified RCA, the workability, compressive 
strength, flexural strength, split tensile strength, microstructural characteristics (XRD, SEM, and 
EDAX), and modulus of elasticity of concrete are evaluated. Surface-modified RCA improves 
concrete's mechanical characteristics, but abrasion-treated RCA has significantly greater strength 
than reference concrete up to 50% replacement level, while cement slurry treatment has slightly 
lower strength. Test findings reveal that among all the two processes of surface modifications of 
RCA, abrasion treatment is more effective and efficient. At 100% replacement level, surface-
modified RCA by abrasion treatment reduces compressive, flexural, and split tensile strength by 
10.89%, 10.42%, and 09.92% compared to reference concrete, while surface-modified RCA by 
cement slurry treatment reduces these values by 14.80%, 13.27%, and 12.76%. Surface 
modifications improve bonding properties of RCA and cement matrix, reducing porosity and 
resulting in dense and strong ITZs compared to unmodified RCA. 

Keywords: Mechanical Characteristics; Recycled Coarse Aggregates; Scanning Electron Microscopy; Surface Modification; X-Ray 
Diffraction 

1. Introduction 

Construction and demolition (C&D) waste generation is expected to reach 2.59 billion tonnes by 
2030 and 3.40 billion tonnes by 2050 [1], causing environmental issues and a lack of disposal sites 
[2]. Recycling C&D waste as recycled aggregates (RA) is economically and environmentally 
advantageous [3]. Recycled aggregates are produced by processing construction and demolition 
waste materials like concrete, asphalt, bricks, and tiles [4][5]. These aggregates can be utilized to 
create both coarse and fine aggregates for reuse [6]. In this study, we employ recycled coarse 
aggregate (RCA) produced by using an impact crusher to crush waste concrete from IL&FS C&D 
Waste Recycling Plant, Delhi Metro Rail Corporation (DMRC), Delhi, India [7][8]. However, the 
quality of RCA is affected by cement mortar attached to the aggregate surface [9]. Proper removal or 

Page 1 of 27 AUTHOR SUBMITTED MANUSCRIPT - MRX-127997.R1

1
2
3
4
5
6
7
8
9
10
11
12
13
14
15
16
17
18
19
20
21
22
23
24
25
26
27
28
29
30
31
32
33
34
35
36
37
38
39
40
41
42
43
44
45
46
47
48
49
50
51
52
53
54
55
56
57
58
59
60 A

cc
ep

te
d 

M
an

us
cr

ip
t

mailto:harish_phd2k18@dtu.ac.in
mailto:awadheshg@dtu.ac.in
mailto:harish_phd2k18@dtu.ac.in


2 
 

reduction of cement mortar during recycling is crucial for high-quality RCA production[10]. 
Efficient methods for separating and cleaning aggregates can enhance performance and contribute to 
sustainable construction practices [11]. Experimental studies aim to enhance RCA concrete's 
strength, durability, and performance by incorporating additives and techniques [12][13][14]. 

Researchers investigate factors like chemical admixtures, fiber reinforcement, and curing methods 
to optimize the material's characteristics for sustainable construction practices [15]. The two-stage 
mixing method improves recycled aggregate interfacial zones by filling pores and cracks, resulting in 
dense concrete [16]. Pre-soaking of recycled aggregates with HCl, H2SO4, and H3PO4 reduces water 
absorption without exceeding permissible limits for chloride and sulphate components [17]. A new 
mixing technique and stone-involved pozzolanic powder coating of recycled coarse aggregates 
enhance ITZ structure, achieving better workability and strength [18]. The treatment of RCA by 
soaking in pozzolanic materials enhances its mechanical properties [19]. Incorporating 25–30% fly 
ash improves the mechanical characteristics of recycled aggregate concrete [20]. The treatment of 
RCA with a sodium silicon-based polymer enhances its fragmentation resistance and decreases its 
water absorption capacity [21]. The particle density, water absorption, and mechanical strength of 
RCA are significantly improved by coating with calcium meta-silicate solution and soaking in HCL 
acid at a 0.5 mol concentration [22]. Carbonation-based surface modification of RCA increases 
density and reduces water absorption [23] while enhancing compressive strength [24]. Acetic acid 
solution treatment of RCA increases concrete's compressive strength by up to 25% within 28 days 
[25]. In comparison to untreated RCA, surfaces treated with pozzolanic slurry and CO2 had superior 
mechanical strength and were more resistant to carbonation and chloride ion diffusion [26]. Recycled 
concrete aggregate (RCA) can be improved by reducing mortar attachment and using mineral 
admixtures as internal curing agents. This leads to increased mechanical strength and durability in 
RCA, with potential cost savings compared to natural aggregate (NA) mixes [27]. Cement mortar 
density improved by 5.7% after limewater-CO2 treatment, reducing water absorption by 50%. 
Compressive and flexural strength improved by 22.8% and 42.4%, respectively, while total porosity 
decreased by 33% [28]. The combination of crushing and carbonation treatment increased crushing 
stress and decreased RCA's water absorption [29]. The accelerated carbonation process reduced 
cement mortar's water absorption, sorptivity, totally charged passed, and chlorine ions diffusion 
coefficients [30]. Adding treated RCA to a 0.1 mol HCL solution and coating with calcium meta-
silicate slurry increased drop and brittle behaviour during post-craking extension. TRCA improved 
crack resistance in concrete's processing zone for fractures compared to RCA [31].  

Simultaneously, the research delves into the impact of carbonated recycled fine aggregate (CRFA) 
and recycled fine aggregate (RFA) on the properties of alkali-activated slag and glass powder mortar. 
An elevated RFA content contributes to a notable increase in compressive strength within the mortar. 
On the other hand, a higher CRFA content leads to an enhanced flow value, prolonged setting time, 
and decreased strength [32]. The study also sheds light on a strong correlation between reduced 
water absorption and heightened compressive strength in recycled concrete. This correlation is 
influenced by treatment methods, particle sizes, and processes [33]. Moreover, subjecting recycled 
concrete aggregate to an acid-mechanical treatment yields a remarkable 16.06% enhancement in 
compressive strength. This treatment positively affects various aspects such as surface density, 
transition zones, micro-cracks, pores, and mortar quality, consequently elevating concrete excellence 

Page 2 of 27AUTHOR SUBMITTED MANUSCRIPT - MRX-127997.R1

1
2
3
4
5
6
7
8
9
10
11
12
13
14
15
16
17
18
19
20
21
22
23
24
25
26
27
28
29
30
31
32
33
34
35
36
37
38
39
40
41
42
43
44
45
46
47
48
49
50
51
52
53
54
55
56
57
58
59
60 A

cc
ep

te
d 

M
an

us
cr

ip
t



3 
 

and reducing sorptivity [34]. Concrete's environmental impact prompts sustainable solutions—
recycling, substituting Ordinary Portland Cement and natural aggregates with by-products like fly 
ash. The review covers advanced methods like optimizing cement hydration, introducing novel 
materials like carbon nanotubes, aiming for eco-friendly, sustainable concrete [35]. Study explores 
coal fly ash (CFA) use in concrete, replacing cement. Testing nano-silica (nS)-enhanced CFA with 
5% nS and 0%, 15%, 25% CFA levels shows improved mechanical properties and microstructure. 
Optimal blend (5% nS, 15% CFA) enhances strengths by 37.68% and 36.21%, offering potential for 
eco-friendly concrete [36]. Research explores superabsorbent polymer (SAP) and expansive agent 
(EA) in ultra-high-performance concrete (UHPC) for shrinkage reduction and strength retention. 
Optimal blend (S1E1, 0.1% SAP, 1% CEA) achieves high strength (135 MPa) and significant 
shrinkage reduction (24%) in 7 days. Study highlights self-desiccation water retention, portlandite 
formation's interplay for UHPC shrinkage control. Ongoing hydration reduces microporosity, 
compacting microstructure, revealing SAP-induced voids limiting CEA expansion [37]. Six papers in 
this special issue focus on concrete with industrial waste and environmentally friendly variants. 
These cutting-edge studies aim to innovate the fabrication, properties, and development of eco-
friendly concrete [38]. Study examines NaCl and gypsum influence on geopolymer concrete 
activated by quicklime. Tests show individual NaCl or gypsum boosts compressive strength (up to 
245.3% at 3 days), combined generates salts, enhancing strength by 180.3%. 2% NaCl reduces mass 
loss, improves elastic modulus. 4% NaCl, 7.5% gypsum improves sulfate corrosion resistance by 
38.8%. Tailored geopolymer blend reduces costs, emissions, improves corrosion resistance compared 
to slag Portland cement [39]. 

Recycling C&D waste as recycled aggregates is becoming popular for sustainable concrete 
production, reducing landfill waste, conserving natural resources, and supporting the circular 
economy [40]. However, old adhered cement mortar on recycled aggregates can negatively impact 
strength and durability, making proper removal crucial for optimal performance [41]. This study 
aims to minimize the strength loss of recycled coarse aggregates (RCA) and enhance bonding 
between RCA and concrete matrix. Previous studies have shown similar mechanical characteristics 
loss due to unmodified surfaces or other treatments [15]. This study analyses the mechanical 
characteristics after surface modification using abrasion treatment and cement slurry treatment, 
aiming to minimize strength loss.  

The novelties of this work are as follows: 

1. Investigating a gap by implementing two distinct surface modification techniques on Recycled 
Coarse Aggregates (RCA): Abrasion Treatment and Cement Slurry Treatment. These processes 
elucidate the impact of surface modifications on the properties of RCA. 

2. Evaluating the effective utilization of surface-modified RCA in the production of eco-friendly 
concrete, serving as a substitute for natural coarse aggregates at varying proportions (0%, 25%, 
50%, 75%, and 100%). 

3. Analysing the effects of different proportions of surface-modified RCA on the fresh characteristics 
of concrete (Workability), its hardened (compressive strength, flexural strength, split tensile 
strength), and its microstructural attributes (XRD, SEM, and EDAX). A comparative study with a 
control mixture is conducted to identify noteworthy distinctions. 
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2. Materials and Testing 
 

2.1 Material 
 

The study uses ordinary Portland cement of grade 43, confirming IS 269-2015 [42]. Physical test 
results are presented in Table 1. 
                                       Table 1 Physical Test Results on Cement 

Types Value Measured As per IS 269-2015 [42]  
Consistency 31% - 

Initial Setting Time 58 ˃ 30 Minutes 
Final setting Time 435 ˂ 10 Hours 
Specific Gravity 3.11 3.0 to 3.15 

                               
Natural sand with a 4.75 mm down size is used as a fine aggregate confirming IS 383-2016 

(Reaffirmed 2021) [43].  Crushed stone aggregates of size 4.75 mm to 20 mm are used as natural 
coarse aggregates in mixed proportion confirming to IS 383-2016 (Reaffirmed 2021) [43]. With an 
impact crusher, crushed concrete from C&D waste is reduced to the necessary size and used as 
recycled coarse aggregates. Figure 1 depicts the aggregate particle size distribution.  

 

 
 

Figure 1 Gradation Curve for Aggregates of Different Mixtures 
 
Analysis of physical and mechanical properties is crucial for determining RCA compatibility with 

concrete. Table 2 displays the physical and mechanical characteristics of aggregates. The RCA 
sample results revealed poor bonding due to old cement mortar on aggregate surfaces which causes a 
loss in strength. To address this issue, surface modification is necessary before adding RCA to 
concrete. Surface modification is needed to improve the connection between RCA particles and the 
cement matrix. RCA treated with abrasion has a rough surface, similar to coarse aggregates, while 
treated with cement slurry has a smooth surface. This treatment strengthens the bond with the cement 
matrix and improves the mechanical properties of concrete. Chemical admixture as super-plasticizers 
(C-MAX) is used 1% by weight of cement, and potable water is used for mixing and curing.       
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     Table 2 Physical and Mechanical Characteristics of Aggregates 
Property NFA NCA RCA RCAAT RCACST Standard Limits 
Bulk Density (kg/m3) 1625 1740 1660 1685 1704 1200-1750 
Specific gravity 2.675 2.754 2.681 2.721 2.708 2.30-2.90 
Water Absorption (%) 0.51 1.12 2.35 1.87 2.05 ≤ 2.0 (IS 2386 Part 3) [44]  
Abrasion Loss (%) 15.52 25.43 28.76 26.13 27.46 ˂ 30 (IS 2386 Part 4) [45] 
Crushing Value (%) 16.21 26.24 27.71 24.36 26.36 ˂ 30 (IS 2386 Part 4) [45] 
Impact Value (%) 15.31 17.31 20.68 14.23 15.26 ˂ 30 (IS 2386 Part 4) [45] 
NFA- Natural Fine Aggregates, NCA- Natural Coarse Aggregates, RCA- Recycled Coarse Aggregates, 
RCAAT- Recycled Coarse Aggregates with Abrasion Treatment, RCACST- Recycled Coarse Aggregates 
with Cement Slurry Treatment 

2.2 Surface Modification of RCA 

Recycled aggregate concrete (RAC) suffers from strength reduction due to weak bonding between 
RCA and cement matrix. Researchers found significant losses in RAC's mechanical characteristics 
when using unmodified coarse aggregates. This is due to the reduction in strength due to weak 
bonding. Old mortar on RCA surfaces causes weak bonding with the cement matrix, requiring 
treatment to enhance compressive strength. This experimental study uses abrasion treatment and 
cement slurry treatment to modify RCA surfaces for improved properties. 

2.2.1 Abrasion Treatment of RCA 

An abrasion treatment method was used to reduce the quantity of mortar that was adhered to the 
surface of the RCA. A Los Angeles Abrasion machine is utilized in this procedure; it comprises a 
hollow steel cylinder that is closed at both ends, has an internal diameter of 711 mm, and can revolve 
around its horizontal axis. The device was kept spinning at a speed of 25 revolutions per minute for 5 
minutes while being filled with coarse recycled aggregates. The rotating drum causes aggregate 
particles to rub against each other, removing any attached mortar in the process. The surface 
modification process from the abrasion treatment is depicted in Figure 2. 
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Figure 2 Process of surface modification from abrasion treatment of the RCA 

 
Numerous abrasion machine RPM trials were conducted to optimize drum rotation duration. 

Table 3 displays the outcomes of the trials. The percentage of RCA's that could absorb water after 
treatment was a criterion used to choose the rotation of the drum. The percentage of RCAs able to 
absorb water after treatment was used as a criterion. The treated materials absorbed 1.87% water 
after 5 minutes of revolutions, making 5 minutes the optimal treatment time for RA. 
 
Table 3 Results of the Trails of Drum Rotation and RCA Percentages 
S. 
No. 

Weight 
of RCA 
(KG) 

Weight 
of RCA 
After 1 
Minute 

Reduction 
in Weight 
of RCA 
After 1 
Minute   
(%) 

Weight 
of RCA 
After 2 
Minute  

Reduction 
in Weight 
of RCA 
After 2 
Minute 
(%) 

Weight 
of RCA 
After 5 
Minute 

Reduction 
in Weight 
of RCA 
After 5 
Minute 
(%) 

Weight 
of RCA 
After 
10 
Minute 

Reduction 
in Weight 
of RCA 
After 10 
Minute 
(%) 

1 10 9.63 3.7 9.07 09.25 8.57 14.25 8.06 19.4 
2 10 9.39 6.1 8.83 11.71 8.57 14.30 8.12 18.8 
3 10 9.38 6.2 8.88 11.15 8.77 12.30 8.07 18.0 
4 10 9.67 3.3 8.71 12.25 8.82 11.75 7.91 20.9 
5 10 9.57 4.3 8.77 12.31 8.81 11.90 8.17 19.1 
6 10 9.58 3.7 9.02 09.25 8.52 14.25 8.01 19.4 
7 10 9.32 6.1 8.78 11.72 8.52 14.30 8.07 18.8 
8 10 9.33 6.2 8.83 11.15 8.72 12.30 8.02 18.0 
9 10 9.62 3.3 8.72 12.25 8.57 11.75 7.86 20.9 

10 10 9.52 4.3 8.72 12.31 8.76 11.90 8.12 19.1 
Average Reduction 

in Weight (%) 
04.72 11.33 12.90 15.49 

Water Absorption 
(%) 

02.34 02.16 01.87 01.98 

 

Water Absorption of RCA

Water Absorption of 
RCA after 1 Min. 

Water Absorption of 
RCA after 2 Min. 

Water Absorption of 
RCA after 5 Min.   

Water Absorption of 
RCA after 10 Min. 

Seiving and Weight of RCA Retain

Reduction in Avg. 
Weight After 1 MIn. 

Reduction in Avg. 
Weight After 2 Min. 

Reduction in Avg. 
Weight After 5 Min. 

Reduction in Avg. 
Weight After 10 Min.

RCA Weight (10KG) Per Batch in Drum

Drum Revolution for 1 
Min. @ 25 RPM

Drum Revolution for 2 
Min. @ 25 RPM

Drum Revolution for 5 
Min. @ 25 RPM

Drum Revolution for 
10 Min. @ 25 RPM
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2.2.2 Cement Slurry Treatment of RCA 

The technique involves creating cement paste using water, dissolved in 10% water, and agitated 
for 10-15 minutes. Recycled aggregates are immersed in the paste for 24 hours, and then dried in the 
oven for optimal particle penetration. This dried recycled aggregate is used in concrete preparations. 
The process of surface modification from cement slurry treatment of the RCA is shown in Figure 3. 

 
Figure 3 Process of surface modification from cement slurry treatment of the RCA 

 
3. Mix Proportions 
 

Nine concrete mixtures were produced for 27MPa target strength to investigate the mechanical 
behavior of surface-modified recycled coarse aggregates. Table 4 lists all of the compositions of the 
concrete mixtures. Reference mixture (RC) is created with natural aggregates, and mixtures RCAAT-
25, RCAAT-50, RCAAT-75, and RCAAT-100 are produced by replacing natural coarse aggregates 
with abrasion modifies recycled coarse aggregates and RCACST-25, RCACST-50, RCACST-75, 
and RCACST-100 are produced by replacing natural coarse aggregates with cement slurry modifies 
recycled coarse aggregates at varying replacement percentages of 25%, 50%, 75%, and 100% 
respectively. All mixtures were produced using the weight batching method at a constant water-
cement ratio of 0.50. 

    Table 4 Composition of Concrete Mixtures  
Mix. No. Mixture ID NFA 

(kg/m3) 
NCA 

(kg/m3) 
RCA 

(kg/m3) 
Cement 
(kg/m3) 

W/C  
Ratio 

Admixture 
(%) 

Slump 
(mm) 

M1 RC 444.48 1511 0 400 0.5 4 116 
M2 RCAAT 25 444.48 377.75 1133.25 400 0.5 4 109 
M3 RCAAT 50 444.48 755.5 755.5 400 0.5 4 103 
M4 RCAAT 75 444.48 1133.25 377.75 400 0.5 4 92 
M5 RCAAT 100 444.48 0 1511 400 0.5 4 81 
M6 RCACST 25 444.48 377.75 1133.25 400 0.5 4 106 
M7 RCACST 50 444.48 755.5 755.5 400 0.5 4 100 
M8 RCACST 75 444.48 1133.25 377.75 400 0.5 4 88 
M9 RCACST 100 444.48 0 1511 400 0.5 4 75 

RC-Reference Concrete, NFA-Natural Fine Aggregates, NCA-Natural Coarse Aggregates, RCA-Recycled Coarse 
Aggregates, RCAAT- Recycled Coarse Aggregates with Abrasion Treatment, RCACST- Recycled Coarse 
Aggregates with Cement Slurry Treatment 

 
4. Testing Programs 
 
The study examines the mechanical characteristics of structural concrete by measuring its 
workability and hardened characteristics. 162 samples were cast, cured, and tested in steel cube 
(15×15×15 cm) molds for compressive strength, rectangular (50×10×10 cm) molds for flexural 

RCA 
Particles

Soaked in 
10 wt% 
Cement 

Paste for 24 
Hours

Oven Dry 
for 2 Hours

Ready for 
Use in 

Concrete
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strength, and cylindrical ((ϕ) = 15 cm, height (H) = 30 cm) molds for split tensile strength. The 
strength of concrete mixtures was determined using the average of three specimens (as shown in 
Figure 4) for each mix. These characteristics are measured at two different intervals of time, 7 and 28 
days.  The modulus of elasticity was measured on cylindrical (150×300 mm) specimens with a 
height/diameter ratio of 2.0 as per IS 516-1959 [46]. Scanning electron microscopy (SEM), energy-
dispersive X-ray spectroscopy (EDAX), and X-ray diffraction (XRD) were used to examine the 
micro-structural characteristics of concrete samples for different mixtures. 
 

   
Cubes Beams Cylinders 

   
Compressive Strength Flexural Strength Split Tensile Strength 

Figure 4 Different Specimens and their Testing 
 
5. RESULTS AND DISCUSSION 
 

5.1 Workability 
 

In order to evaluate the feasibility of mixes created using varying replacement percentages of 
surface-modified recycled coarse aggregates (RCA), a slump test was conducted according to the 
guidelines of IS 1199-1959 [47]. The results of the slump test, illustrating the variations in slump for 
different concrete mixtures, are presented in Figure 5. The observed trend in Figure 4 indicates a 
reduction in the slump of concrete as the proportion of surface-modified recycled coarse aggregates 
increases. The workability of concrete containing surface-modified RCA falls within the medium 
range, spanning from 50 to 100 mm, as evidenced by the slump values across all mixtures. This 
decline in slump value is attributed to the greater water absorption capacity of RCA compared to 
natural aggregates, resulting from their rougher surface texture and larger surface area. Comparing 
the concrete mixes prepared using surface-modified RCA subjected to abrasion treatment and those 

Page 8 of 27AUTHOR SUBMITTED MANUSCRIPT - MRX-127997.R1

1
2
3
4
5
6
7
8
9
10
11
12
13
14
15
16
17
18
19
20
21
22
23
24
25
26
27
28
29
30
31
32
33
34
35
36
37
38
39
40
41
42
43
44
45
46
47
48
49
50
51
52
53
54
55
56
57
58
59
60 A

cc
ep

te
d 

M
an

us
cr

ip
t



9 
 

treated with a cement slurry process, it is noted that the former exhibits a slightly higher slump value. 
This suggests that the abrasion treatment imparts a relatively more favourable workability to the 
concrete mixes. The consistent trend of diminishing slump with an increasing proportion of surface-
modified RCA aligns with findings from a prior study [48][49]. 
 

 
Figure 5 Slump Value for Different Concrete Mixtures 

5.2 Compressive Strength 
 

        The variations of the 7 and 28 days compressive strength for different replacement percentages 
of surface-modified RCA concerning the reference mixture are shown in Figure 6. From the 
compressive strength test results as per Table 5, the concrete mixture with a higher percentage 
replacement of surface-modified RCA has lower compressive strength than the reference mixture. 
An optimal replacement percentage is observed for each surface modification technique. Abrasion 
treatment achieves optimal efficiency at 50% replacement, while cement slurry treatment reaches its 
peak effectiveness at 25%. The application of simple abrasion proves to be more efficient in 
enhancing compressive strength. Particularly noteworthy is the highest compressive strength 
achieved at 28 days, resulting from the addition of surface-modified RCA through the abrasion 
treatment process at a 50% replacement rate. This enhancement is attributed to the effective removal 
of adhered mortar and the reduction of voids, leading to increased particle density. Thus, RCAAT 50 
(M3) exhibits the highest strength. However, the efficiency of surface modification through pre-
soaking recycled aggregates in cement slurry is found to be comparatively lower than that of 
abrasion treatment. 

                   Table 5 Percentage Variation of Compressive Strength for Different Mixtures 
Concrete Mix Compressive Strength (MPa) 

7 Days % Variation to RC 28 Days % Variation to RC  
M1 23.05 - 34.78 - 
M2 29.96 +29.97 41.88 +20.41 
M3 26.39 +14.49 38.73 +11.35 
M4 21.42 -07.07 33.21 -04.51 
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M5 20.31 -11.88 30.99 -10.89 
M6 26.27 +13.96 37.81 +08.71 
M7 22.15 -03.90 33.64 -03.27 
M8 20.10 -12.79 31.33 -09.91 
M9 18.96 -17.78 29.63 -14.80 

+ Sign Represents an Increase in Strength and – Sign Represents a Decrease in Strength 
 

Among the concrete mixtures examined, M3 (RCAAT25) demonstrates the highest compressive 
strength at 41.88 MPa, while M9 (RCACST100) exhibits the lowest at 26.29 MPa. These findings 
concur with prior research, such as the observations made by Kessal et al. [50]. Another study by 
Ashraf M. Wagih et al. demonstrated a 20-34% and 18-28% decrease in compressive strength for 
concrete mixtures containing RCA at 7 and 28 days, respectively [51]. Importantly, after undergoing 
surface modification treatment, the decline is mitigated to 12-18% at 7 days and 10-15% at 28 days, 
even for 100% replacement of RCA. This favorable outcome underscores the efficacy of surface 
modification treatments in attenuating the loss of compressive strength in recycled aggregates 
concrete. Notably, the abrasion treatment of RCA emerges as a pragmatic and effective approach, 
delivering high-quality aggregates with reduced water absorption and efficient removal of adhered 
mortar. 

 
Figure 6 Variations of Compressive Strength for Different Concrete Mixtures 

5.3 Flexural Strength 
                   

Figure 7 illustrates the variations in flexural strength at 7 and 28 days for different replacement 
percentages of surface-modified RCA in comparison to the reference mixture. These results closely 
follow the trend observed in Table 6, echoing the patterns evident in compressive strength. Notably, 
the data indicates that concrete mixtures incorporating a higher replacement percentage of surface-
modified RCA exhibit reduced flexural strength compared to the reference mixture. Table 6 
quantifies the percentage variation in flexural strength for the various concrete mixtures. It presents 
the flexural strength values at 7 and 28 days; along with their respective percentage variations from 
the reference concrete (RC). The table highlights that the use of a greater proportion of surface-
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modified RCA for replacement leads to a decrease in flexural strength relative to the reference 
mixture. 

              Table 6 Percentage Variation of Flexural Strength for Different Mixtures 
Concrete Mix Flexural Strength (MPa) 

7 Days % Variation to RC 28 Days % Variation to RC  
M1 3.46 - 4.22 - 
M2 3.93 +13.58 4.63 +09.71 
M3 3.69 +06.64 4.45 +05.45 
M4 3.13 -09.53 3.92 -07.10 
M5 2.99 -13.58 3.78 -10.42 
M6 3.68 +06.35 4.44 +05.21 
M7 3.39 -02.02 4.16 -01.42 
M8 2.97 -14.16 3.78 -10.42 
M9 2.85 -17.63 3.66 -13.27 

+ Sign Represents an Increase in Strength and – Sign Represents a Decrease in Strength 
 

Among the mixtures tested, M3 (RCAAT25) demonstrates the highest flexural strength at 4.45 
MPa, while M9 (RCACST100) shows the lowest at 3.66 MPa. This outcome aligns with prior 
research, which has reported a 5-10% reduction in flexural strength for 50% RCA replacement and a 
15-20% reduction for 100% replacement [52]. However, this study deviates from the observed 
patterns by indicating a more moderate 13% reduction at a 100% surface-modified RCA replacement 
level. This suggests that the surface modification treatments applied to RCA have yielded positive 
outcomes in terms of flexural strength. These findings contribute to a nuanced understanding of the 
impact of surface-modified RCA content on the flexural behaviour of concrete mixtures and 
highlight the potential benefits of surface modification techniques. 

 
Figure 7 Variations of Flexural Strength for Different Concrete Mixtures 

5.4 Split Tensile Strength 
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Figure 8 illustrates the variation in split tensile strength at 7 and 28 days for different 
replacement percentages of surface-modified RCA in comparison to the reference mixture. This 
trend aligns with the observed results in Table 7, mirroring the behaviour seen in compressive 
strength. Notably, a consistent pattern emerges where the split tensile strength of the concrete 
mixture is notably lower when a higher proportion of surface-modified RCA is introduced as a 
replacement for conventional aggregates. Table 7 quantifies the percentage variation in split tensile 
strength for the various concrete mixtures. It reveals that the use of surface-modified RCA at higher 
replacement levels results in a decrease in split tensile strength compared to the reference mixture. 
The table showcases the split tensile strength values at 7 and 28 days; along with their respective 
percentage variations from the reference concrete (RC). 

                  Table 7 Percentage Variation of Split Tensile Strength for Different Mixtures 
Concrete Mix Split Tensile Strength (MPa) 

7 Days % Variation to RC 28 Days % Variation to RC  
M1 2.31 - 2.82 - 
M2 2.62 +13.41 3.11 +10.28 
M3 2.47 +06.92 2.97 +05.31 
M4 2.12 -08.22 2.62 -07.63 
M5 1.99 -13.91 2.54 -09.92 
M6 2.46 +06.49 2.94 +04.25 
M7 2.27 -01.73 2.78 -01.41 
M8 2.09 -09.52 2.59 -08.15 
M9 1.91 -17.31 2.46 -12.76 

+ Sign Represents an Increase in Strength and – Sign Represents a Decrease in Strength 
 
Among the mixtures tested, M3 (RCAAT25) displays the highest split tensile strength at 2.97 

MPa, while M9 (RCACST100) exhibits the lowest at 2.46 MPa. These findings are in agreement 
with prior research presented by Kessal et al. [50]. Notably, this study diverges from the observations 
made by Ashraf M. Wagih, who reported a 24% reduction in split tensile strength [51]. In contrast, 
the surface-modified RCA examined in this study showcases a more modest 12% reduction at a 
100% replacement level. These results underscore the influence of surface-modified RCA content on 
the split tensile strength of the resulting concrete mixtures and contribute to the broader 
understanding of the mechanical behaviour of such compositions. 
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Figure 8 Variations of Split Tensile Strength for Different Concrete Mixtures 

5.5 Modulus of Elasticity 

The modulus of elasticity (MOE) serves as a critical indicator for assessing the deformation 
capacity of both Recycled Aggregate Concrete (RAC) and standard concrete. The MOE 
measurements conducted at the 28-day mark reveal a notable trend: an inverse relationship between 
the MOE and the incorporation of surface-modified RCA in the concrete matrix. This decrease in 
MOE is prominently presented in Table 8. The observed reduction is attributed to the inherent 
characteristics of surface-modified RCA, such as its water absorption tendency and brittleness. This 
decline in MOE is particularly noteworthy due to the heightened susceptibility of RCA to 
deformation. Consequently, structural elements constructed with RCA exhibit larger actual 
deformations compared to those composed of natural aggregates. The empirical data presented in 
Table 8 showcases the MOE values for various concrete mixtures. 

    Table 8 Modulus of Elasticity of Concrete with Different Codes 
Mix Compressive 

Strength (MPa) 
Modulus of Elasticity (GPa)  

Experimental (Ec) As Per IS 456-2000 (EC) As Per ACI Code (EC) 
M1 34.78 32.21 29.48 27.91 
M2 41.88 35.48 32.35 30.63 
M3 38.73 33.98 31.11 29.46 
M4 33.21 31.82 28.81 27.28 
M5 27.99 29.34 26.45 25.04 
M6 37.81 32.77 30.74 29.10 
M7 33.64 31.87 29.00 27.45 
M8 27.70 28.15 26.31 24.91 
M9 26.29 27.91 25.83 24.27 

 
Figure 9 further elucidates the connection between experimental results and different codes, 

illustrating how while surface modification of RCA contributes to increased strength through 
enhanced nucleation sites for hydration, the MOE consistently diminishes with higher levels of 
surface-modified RCA content. This trend is underscored by a comparative analysis of the 
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compressive strength and MOE of plain concrete across different levels of surface-modified RCA 
replacement. The factors contributing to the MOE reduction include the amount and rigidity of the 
binder phase, the volume and stiffness of aggregates, and the characteristics of the interfacial 
transition zone (ITZ) between aggregates and the cementations paste. Similar patterns of MOE 
decline have been observed in prior studies [50][51]. The observed decrease in MOE serves as a 
crucial consideration when evaluating the implications of surface-modified RCA incorporation on 
the overall mechanical behavior of the resulting concrete. 

 
Figure 9 Variation of modulus of elasticity with different codes 

  
5.6 X-Ray Diffraction (XRD) 
 

X-Ray Diffraction (XRD) is a method for analyzing the crystallographic arrangement of 
materials. By directing X-rays at a crystalline sample, the X-rays diffract based on the crystal lattice 
arrangement. Measurement of the angles and intensities of these diffracted X-rays provides valuable 
insights into the material's crystal structure. The Bruker D-8 diffractometer scans samples at a 2-
degree angle from 3 to 70 degrees, with a scan speed of 2 degrees per minute and a 0.005-degree 
sampling interval. The Jade 7 X-ray diffraction software analyzes the scans, presenting peak 
intensities in a graph against 2 degrees on the x-axis and intensity on the y-axis (Figure 10). This 
equipment comprises a high-intensity X-ray source, a goniometer for sample rotation, and a detector 
for capturing diffracted X-rays. Samples for XRD analysis were ground into a fine powder, carefully 
loaded onto a sample holder, or mounted to align correctly with the X-ray beam. The XRD 
instrument was calibrated to specified measurement conditions, including X-ray wavelength and scan 
range. Placing the sample holder within the instrument, the X-ray beam was directed onto the 
sample. Diffracted X-rays were collected across various angles, and the resulting diffraction pattern 
was scrutinized to deduce the material's crystal structure and identify its constituent phases. 
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(A) 

  
(B) (C) 

  
(D) (E) 
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(F) (G) 

  
(H) (I) 

Figure 10 XRD for Different Concrete Mixtures (A) for M1, (B) for M2, (C) for M3, (D) for M4, (E) for M5, (F) for 
M6, (G) for M7, (H) for M8, and (I) for M9 

The analysis of X-ray diffraction (XRD) results elucidates the presence of well-defined crystalline 
formations characterized by consistent geometrical patterns, influenced by the incorporation of 
surface-modified recycled coarse aggregates (RCA). This influence extends to the phase composition 
of minerals, including calcium silicate hydrate (CSH), calcium alumina silicate hydrate (CASH), 
ettringite, and calcium hydroxide (CH). The XRD peaks' characteristics, including their positions, 
corresponding d-spacing values, chemical formulas, chemical names, and crystal system 
classifications, are comprehensively detailed in Table 9, providing a comprehensive understanding of 
the structural changes and mineral transformations induced by the utilization of surface-modified 
RCA. This study is remarkably similar to the previous research [52].  

        Table 9 XRD data for various concrete mixtures 
S. No. Material Peak No. Peak Angle d-spacing Chemical Formula Crystal System 

1 M1 1 26.652 3.34510 CSH Tobermorite 
2 27.020 3.29730 CASH Tobermorite 
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3 34.569 2.59178 ETTRINGITE Hexagonal 
4 61.577 1.50480 CH Hexagonal 

2 M2 1 25.722 3.39863 CSH Tobermorite 
2 27.201 3.27137 CASH Tobermorite 
3 34.980 2.48364 ETTRINGITE Hexagonal 
4 60.600 1.49825 CH Hexagonal 

3 M3 1 26.915 3.30932 CSH Tobermorite 
2 27.340 3.25943 CASH Tobermorite 
3 39.324 2.28957 ETTRINGITE Hexagonal 
4 59.861 1.54387 CH Hexagonal 

4 M4 1 26.621 3.34593 CSH Tobermorite 
2 27.140 3.28299 CASH Tobermorite 
3 42.684 2.11678 ETTRINGITE Hexagonal 
4 54.626 1.67893 CH Hexagonal 

5 M5 1 25.061 3.55057 CSH Tobermorite 
2 27.300 3.26411 CASH Tobermorite 
3 35.980 2.49408 ETTRINGITE Hexagonal 
4 60.693 1.52450 CH Hexagonal 

6 M6 1 26.637 3.34831 CSH Tobermorite 
2 27.521 3.23846 CASH Tobermorite 
3 34.146 2.62371 ETTRINGITE Hexagonal 
4 50.175 1.81673 CH Hexagonal 

7 M7 1 26.596 3.34884 CSH Tobermorite 
2 29.440 3.03153 CASH Tobermorite 
3 36.606 2.45287 ETTRINGITE Hexagonal 
4 50.110 1.81894 CH Hexagonal 

8 M8 1 26.575 3.35146 CSH Tobermorite 
2 29.402 3.03534 CASH Tobermorite 
3 39.385 2.28593 ETTRINGITE Hexagonal 
4 60.001 1.54058 CH Hexagonal 

9 M9 1 26.571 3.35196 CSH Tobermorite 
2 29.281 3.04761 CASH Tobermorite 
3 39.523 2.27830 ETTRINGITE Hexagonal 
4 59.930 1.54223 CH Hexagonal 

CSH- Calcium Silicate Hydroxide, CASH- Calcium Aluminate Silicate Hydrates,  CH- Calcium 
Hydroxide, Ettringite- Hydrated Calcium Aluminum Sulfate Hydroxide 

 
 
5.7 Scanning Electron Microscopy (SEM) 

Scanning Electron Microscopy (SEM) is a potent imaging method utilizing focused electron 
beams to capture high-resolution surface images of materials, with magnifications ranging from 
modest to extensive. SEM is applied to characterize RCA materials, examining particle 
microstructure and surface morphology in concrete samples. The JSM 6610V SEM at the University 
Science Instrumentation Center (USIC) Delhi was used for sample analysis. This SEM boasts a high-
resolution electron gun, electromagnetic lenses, and detectors for secondary and backscattered 
electrons. Sample preparation involves meticulous steps like cutting, polishing, and conductive 
coating to ensure accurate imaging and sample integrity. Prepared samples are placed in the SEM 
stage within a vacuum chamber, where a focused electron beam produces high-resolution images by 
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detecting emitted secondary and backscattered electrons. Figure 11 showcases micrographs from 
SEM analysis of distinct mixtures at the 28-day mark. The formation of hydration products at the 
microstructure level in different concrete mixtures at 28 days is seen in the micrographs, which are 
responsible for the strength of concrete. The main compounds present during the hydration process 
are calcium hydroxide (CH), calcium silicate hydroxide (CSH), and ettringite. The hexagonal 
crystals indicate CH, the flower-shaped structure indicates CSH gel and the needle-like structure 
indicates ettringite. 

 
(A) 

  
(B) (C) 
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(D) (E) 

  
(F) (G) 

  
(H) (I) 

Figure 11 SEM Micrographs for Different Concrete Mixtures (A) for M1, (B) for M2, (C) for M3, (D) for M4, (E) for 
M5, (F) for M6, (G) for M7, (H) for M8, and (I) for M9 

The acquired test outcomes elucidate that the integration of surface-modified recycled coarse 
aggregates (RCA) through abrasion treatment yields substantial enhancements in the concrete's 
microstructure. This alteration results in a more compact cement paste, thereby facilitating improved 
adhesion between the aggregates and cement paste. Conversely, the introduction of surface-modified 
RCA via cement slurry treatment diminishes the porosity of RCA and amplifies the density and 
robustness of the interfacial transition zones (ITZs). Complementary scanning electron microscope 
(SEM) analysis corroborates these findings by confirming that the removal of adhered mortar from 
RCA through abrasion treatment, coupled with the application of a cement slurry coating, 
synergistically contributes to the refinement of RCA's microstructural attributes. Consequently, these 
modifications exert a positive influence on the caliber and potency of recycled aggregates concrete, 
highlighting the significance of surface modification techniques in augmenting the performance of 
environmentally sustainable concrete materials. Comparable interpretations are also done in the 
previous study [52]. 
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5.8 Energy Dispersive X-Ray Spectroscopy (EDAX) 

Energy-dispersive X-ray spectroscopy (EDAX) is employed for the comprehensive chemical 
composition analysis of concrete samples. This research utilizes EDAX to ascertain both the 
qualitative and quantitative evaluations of distinct elements within different concrete blends. Figure 
12 depicts the quantitative and qualitative analyses of diverse elements present in various mixtures, 
as determined through EDAX analysis.  

 
(A) 

 
(B) 
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(C) 
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(I) 

Figure 12 EDAX Analysis for Different Concrete Mixtures (A) for M1, (B) for M2, (C) for M3, (D) for M4, (E) for M5, 
(F) for M6, (G) for M7, (H) for M8, and (I) for M9 

The results of the Energy Dispersive X-ray Analysis (EDAX) reveal the presence of several 
elemental components within the tested samples, including Calcium (Ca), Oxygen (O), Silicon (Si), 
Aluminum (Al), Iron (Fe), Potassium (K), Sodium (Na), and Magnesium (Mg). These elements 
constitute the chemical composition of the examined materials. The quantitative proportions of these 
elements, as determined through EDAX analysis, are succinctly presented and organized in Table 10, 
providing valuable insights into the elemental makeup of the studied samples. The results are 
consistent with the previous study  [52]. 

    Table 10 Percentage Weight of Various Elements for Different Mixtures 
Mixture ID (%) Ca-K O-K Si-K Al-K Fe-K K-K Na-K Mg-K 

M1 
 

Weight 28 48.21 10.49 5.27 4.12 1.43 1.04 1.46 
Atomic 15.54 67.03 8.3 4.34 1.64 0.81 1.01 1.33 

M2 Weight 46.76 48.8 1.6 0.58 0.64 0.42 0.92 0.29 
Atomic 26.71 69.81 1.31 0.49 0.26 0.24 0.91 0.27 

M3 Weight 38.7 41.3 9.22 4.26 4.59 0.87 0..64 0.43 
Atomic 23.08 61.71 7.84 3.77 1.97 0.53 0.67 0.42 

M4 Weight 36.12 52.23 4.08 2.25 1.57 0.92 1.88 0.94 
Atomic 19.74 71.48 3.18 1.82 0.62 0.52 1.79 0.85 

M5 Weight 30.81 52.78 6.99 3.25 1.97 0.75 1.82 1.64 
Atomic 16.57 71.13 5.36 2.6 0.76 0.41 1.71 1.45 

M6 Weight 64.84 21.29 3.01 1.28 9.15 0.32 0.09 0.02 
Atomic 49.33 40.57 3.27 1.45 5.0 0.25 0.12 0.02 

M7 Weight 45.84 33.15 8.68 3.44 5.44 1.46 0.12 1.88 
Atomic 29.56 53.55 7.99 3.29 2.52 0.96 0.14 2.0 

M8 Weight 35.4 36.93 14.33 5.92 5.07 1.72 0.26 0.36 
Atomic 21.64 56.55 12.5 5.37 2.22 1.08 0.28 0.36 

M9 Weight 30.92 36.84 19.62 5.61 5.11 1.44 0.33 0.13 
Atomic 18.69 55.78 16.92 5.03 2.22 0.89 0.34 0.13 

Ca-Calcium, O-Oxygen, Si-Silicon, Al-Aluminum, Fe-Iron, K-Potassium, Na-Sodium, and Mg-Magnesium 
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6. CONCLUSIONS 
 

This paper contributes to the development of sustainable concrete by utilizing surface-modified 
recycled coarse aggregates (RCA) from construction and demolition waste. This approach promotes 
eco-friendly practices, waste reduction, and a circular economy. Substituting natural coarse 
aggregates with treated RCA significantly impacts hardened concrete properties. Conclusions from 
the study include: 

• Abrasion and cement slurry treatment enhance interfacial connection between RCA and cement 
paste, with abrasion treatment proving more effective for removing attached mortar and 
enhancing recycled aggregates. 

• After abrasion treatment, RCA can partially replace coarse aggregates up to 50% without major 
compressive strength loss. Cement slurry-treated RCA also maintains strength when used up to 
50% replacement. 

• Strength improvements are evident with 50% surface-modified RCA replacement, paralleling 
concrete with 100% natural aggregates. 

• Compared to reference concrete, abrasion-treated RCA slightly reduces compressive, flexural, 
and split tensile strengths (10.89%, 10.42%, and 09.92%), while cement slurry-treated RCA 
shows greater reduction (14.80%, 13.27%, and 12.76%). 

• Concrete workability matches conventional concrete with admixture. Theoretical modulus of 
elasticity aligns with ACI and IS code. 

• Surface modification creates denser ITZ in SEM studies, suggesting potential for sustainable 
concrete solutions. 

Using abrasion and cement slurry modification, this study counters concrete strength loss in RCA, 
creating a robust link to cement and allowing up to 50% RCA replacement. This approach curbs 
waste generation, conserves resources, and supports greener construction practices. 
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ABSTRACT Recognizing handwritten text is a challenging task, especially for scripts with numerous 

alphabets and symbols. The Ethiopic script has a vast character set and is used for historical documents in 

typewritten, handwritten, and hand-printed forms. However, despite its importance as an ancient script, 

optical character recognition research has not given enough attention to Ethiopic text recognition. In recent 

years, deep learning (DL) has emerged as a powerful technique for recognizing patterns. In this study, a DL 

approach is used to recognize historical Ethiopic handwritten texts. The recognition model uses an end-to-

end strategy that enables sequential feature extraction and efficient recognition. An attention mechanism 

coupled with a connectionist temporal classification architecture is the core of this recognition model 

architecture. In addition, there are seven convolutional neural networks and two recurrent neural networks. 

We increase the training data using data augmentation techniques to address the data scarcity common in 

deep learning applications. The experiments include an original training dataset of 79,684 historical 

handwritten images and an augmented dataset of 10,000 images containing Ethiopic texts. The model used 

for recognition showed promising results. For "Test Set I" which had 6,150 samples, the character error rate 

(CER) was 17.95%, and for "Test Set II" which had 15,935 samples, the CER was 29.95%. These outcomes 

indicate that this approach has the potential to improve the recognition of historical handwritten Ethiopic text. 

 

INDEX TERMS Deep Learning, End-to-End Learning, Ethiopic Script, Handwritten Text Recognition, 

Pattern Recognition  

 

 

 

 

 

This article has been accepted for publication in IEEE Access. This is the author's version which has not been fully edited and 

content may change prior to final publication. Citation information: DOI 10.1109/ACCESS.2023.3314334

This work is licensed under a Creative Commons Attribution-NonCommercial-NoDerivatives 4.0 License. For more information, see https://creativecommons.org/licenses/by-nc-nd/4.0/

mailto:marutes@dtu.edu.et
mailto:marutcomp@gmail.com
https://orcid.org/0000-0002-9416-9063


                                                           R. Malhotra, M.T. Addis: End-to -End Historical Handwritten Ethiopic Text Recognition using Deep Learning 

2 
 

I. INTRODUCTION 

Ethiopia is incredibly diverse linguistically, with a wide 

range of languages spoken across its ten states. Each state has 

its own set of languages, contributing to the country's rich 

linguistic heritage. The country's linguistic heritage is a 

testament to its remarkable culture and plays a unifying role 

among its diverse population. The Ethiopic script is 

commonly used for writing federal languages such as 

Amharic and several regional languages including Tigrigna, 

Awngi, Guragigna, and more. This script plays a significant 

role in strengthening the cultural and linguistic diversity that 

thrives in the country. 

The Ethiopic script is an old writing system that has been 

used in Ethiopia and Eritrea. It originated from the South 

Arabian alphabet [1, 2]. With a history spanning over two 

thousand years, the Ethiopic script is still in use today, 

making it one of the few writing systems that has stood the 

test of time. This script has been used for a variety of 

purposes, producing historical documents in typewritten, 

handwritten, and hand-printed formats. For many years, the 

Ethiopic script has been crucial in safeguarding the linguistic 

and cultural traditions of Ethiopia and Eritrea. It goes beyond 

just being a means of communication, as it also serves as a 

repository of historical records and cultural artifacts. The 

diversity of languages that use the Ethiopic script adds to its 

importance, as it showcases the abundant linguistic variety of 

the region. 

In today's world, many government and private 

organizations are trying to reduce paper usage and move 

towards digital workflows [3]. However, some institutions 

such as post offices, banks, and medical institutes often come 

across handwritten documents in local languages. It's 

necessary to change these handwritten documents into digital 

text and customizable formats. There is an increasing 

demand for efficient optical character recognition (OCR) 

technology to fulfill this need, which is a crucial component 

of any text recognition framework [4]. 

OCR is a system used to transform printed or handwritten 

text from physical documents into computer understandable 

formats [3, 5, 6]. Its goal is to transform these documents into 

electronic versions that can be easily processed and analyzed 

by computers. Implementing OCR can help organizations 

improve their document management processes, increase 

data accessibility, and facilitate efficient information 

retrieval.  

Recognizing handwritten Ethiopic text is challenging due 

to its vast character set, complex shape, variations in 

handwriting styles, incomplete strokes, and noise in scanned 

images. Despite research in pattern recognition for popular 

scripts, Ethiopic text recognition has not received 

comparable attention in OCR research [7, 8]. Previous works 

[9-12] on Ethiopic script OCR have primarily been based on 

printed texts, and the recognition of handwritten Ethiopic 

scripts has remained relatively unexplored [8, 13] due to the 

scarcity of public research datasets [13]. It is rare to find 

publicly available historical handwritten datasets, except 

Belay et al.'s dataset [14], which is typically required for deep 

learning algorithms [3]. Consequently, recognizing historical 

handwritten Ethiopic text from image documents poses a 

unique challenge in OCR. Traditional methods of 

transcription and analysis can be time-consuming and error-

prone, often requiring extensive manual effort. Therefore, 

there is a need for automated and efficient techniques that can 

accurately transcribe and interpret the Ethiopic script, 

facilitating the preservation and understanding of historical 

documents. 

Recent advances in artificial intelligence, specifically the 

use of deep learning (DL) techniques, have greatly improved 

pattern recognition. They have proven to be more effective 

than traditional machine learning (ML) methods [15]. 

However, these DL techniques require a significant amount of 

labeled data to work efficiently. Obtaining such data can be 

difficult and expensive in many cases. To overcome this 

limitation, image augmentation has emerged as a powerful 

approach. In computer vision and deep learning, this technique 

is used to increase the range and size of the training datasets. 

It enhances the model's ability to generalize and become more 

resilient. By applying various transformations to the original 

images, image augmentation replicates real-world scenarios, 

allowing the model to recognize and handle different image 

variations more effectively [3]. 

This advancement in historical handwritten text recognition 

for the Ethiopic script opens up exciting opportunities for 

various fields such as linguistic research, historical 

preservation, and cultural studies. It enables the automated 

analysis and understanding of historical handwritten texts, 

which were previously challenging to interpret. Importantly, 

this study is pioneering in Ethiopic historical handwritten text 

recognition, being the first of its kind. The study makes 

significant contributions in the following points: 

1) Increasing the dataset: This is done through an 

augmentation technique applied to the original dataset 

found in [14]. We have expanded the dataset by adding 

10,000 handwritten Ethiopic samples. In order to augment 

the dataset, we carefully diversified it to ensure that it 

included a broad range of variations and styles in historical 

handwritten texts. This enriched dataset has empowered 

the model with a more extensive and diverse training set, 

enabling it to learn and recognize historical handwritten 

texts with enhanced robustness and accuracy. 

2) Comprehensive recognition model development: The 

proposed recognition model combines the strengths of 

CNN layers for automatic feature extraction, bidirectional 

LSTM (BLSTM) for sequencing, and CTC loss functions. 

Through this comprehensive framework, the model is able 

to automatically extract relevant features, to focus on 

important sections of the text, and to leverage the temporal 

value of the text. Furthermore, it facilitates end-to-end 

training without requiring explicit alignment between the 

images and labels [16]. 

This article has been accepted for publication in IEEE Access. This is the author's version which has not been fully edited and 

content may change prior to final publication. Citation information: DOI 10.1109/ACCESS.2023.3314334

This work is licensed under a Creative Commons Attribution-NonCommercial-NoDerivatives 4.0 License. For more information, see https://creativecommons.org/licenses/by-nc-nd/4.0/



                                                           R. Malhotra, M.T. Addis: End-to -End Historical Handwritten Ethiopic Text Recognition using Deep Learning 

3 
 

3) Experimental evaluation and promising results: 

Leveraging the augmented dataset, we conducted 

extensive experiments, including careful hyperparameter 

selection, to evaluate the performance of the proposed 

historical handwritten Ethiopic text recognition. Our 

proposed approach demonstrated potential effectiveness 

in historical handwritten image text recognition in 

preliminary results. 

The rest of this paper is structured as follows: In Section 

II, we'll take a look at related research on Ethiopic script 

recognition. Section III will cover our suggested 

methodology, including the deep learning architecture and 

the training process. We'll then move on to the experimental 

setup and evaluation results in Section IV. Lastly, in Section 

V, we'll wrap up the paper and highlight potential areas for 

further research and development in this field. 

 
II. Literature Review 

Recognition of handwritten Ethiopic text is an area that has yet 

to be fully explored in both conventional ML and DL. This is 

particularly true for historical handwritten text recognition. 

This section discusses the various methods used to recognize 

handwritten text. More studies have utilized traditional 

machine learning approaches, while recent studies have 

employed deep learning and ensemble approaches. 

A. Machine Learning Techniques 

When studying OCR, machine learning is essential for tasks 

such as image preprocessing, feature extraction and 

recognition. Traditional OCR pipelines using machine 

learning involve various image preprocessing techniques 

including image denoising, thresholding, and morphological 

operations. These techniques improve image quality and 

eliminate noise or artifacts in preparation for further analysis 

[17, 18]. 

After preprocessing the images, various feature extraction 

algorithms are utilized to capture distinctive information from 

them. These algorithms may involve techniques such as 

Histogram of Oriented Gradients (HOG), Scale-Invariant 

Feature Transform (SIFT), or Local Binary Patterns (LBP) 

[19]. The purpose of these algorithms is to extract relevant 

features that encode the texture, shape, or structural 

characteristics of the text in the image [20] [21]. 

Once the features have been extracted, recognition is carried 

out using a range of well-known machine learning algorithms 

such as random forests, support vector machines, k-nearest 

neighbors, or multilayer perceptrons (MLPs). These 

algorithms use the extracted features to train models that can 

accurately recognize text in images.  
For optimal OCR results, choose preprocessing, feature 

extraction, and ML algorithms that fit the task and dataset 

characteristics. By using ML techniques, researchers can 

automate text extraction from images, which enables a range 

of applications, including document digitization, text 

translation, and information retrieval. These advancements 

have opened new doors for linguistic research, historical 

preservation, and cultural studies, as they allow for automated 

analysis and comprehension of historical handwritten texts in 

various scripts, such as the Ethiopic script. 

B. END-TO-END LEARNING 

End-to-End (E2E) learning is an approach to machine learning 

that aims to simplify the process of solving a task by 

combining all the necessary stages into a single model [22]. 

E2E learning eliminates the need for handcrafted features or 

intermediate representations. Instead, the model can learn 

directly from raw input data to produce the desired output. 

Recently, there has been a surge in the use of deep learning and 

neural networks [23]. These models, including CNN and 

RNN, have shown great success [24] in fields such as 

computer vision, natural language processing, speech 

recognition, and pattern recognition [25]. One major benefit of 

E2E learning is its simplicity in design. It eliminates the need 

for complicated feature engineering, making the overall 

system design more straightforward. Moreover, E2E learning 

models are adaptable and can conform to various domains and 

tasks. They can learn pertinent features and representations 

from raw data, capturing complex patterns and dependencies 

effectively [26]. 

It's essential to recognize that E2E learning models have 

specific limitations. These models require a significant amount 

of labeled training data to perform effectively in different 

situations, which can be an expensive and time-consuming 

process. Moreover, the integrated nature of E2E models can 

make it difficult to repurpose or adjust specific components for 

various tasks  [27]. E2E learning is a powerful technique that 

helps models generate desired outputs from raw data. It 

requires labeled data and may be difficult to interpret or 

modularize. 

C. Handwritten Ethiopic Text Recognition 

Recognizing handwritten Ethiopic text is challenging due to 

the intricate nature of the Ethiopic script and the limited 

availability of annotated datasets. Despite this, some studies in 

recent years have suggested both conventional ML and DL 

techniques to recognize handwritten Ethiopic text. Here are 

some examples: 

Alemu and Fuchs [2]  published a research paper outlining 

their approach to recognizing handwritten Amharic bank 

checks. This study is significant as it is the first of its kind to 

tackle this challenge. The main obstacle in recognizing 

handwritten Amharic text is that different writers may use 

different writing styles for the same numerals. HMRF can be 

used to extract relevant features from handwritten characters 

in order to address this issue. The HMRF algorithm can model 

context-dependent entities based on the concept of Markov 

Random Field (MRF) theory, which considers both local and 

global interactions. HMRF is not typically used in handwritten 

recognition because of its extensive computational demands. 

However, the authors considered the possibility of acceptable 
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time and space consumption in their approach, making a 

valuable contribution to handwriting recognition, particularly 

in the Amharic language. Their recognition model was 

evaluated using training images consisting of 7,240 characters 

and a testing image set consisting of 713 characters. They 

incorporated contextual information in their approach, leading 

to a significant increase in accuracy from 89.06% to an 

impressive 99.44%. It is worth noting that their study did not 

consider the influence of prior probability, which could have 

an impact on the obtained results. 

A study conducted by Assabie and Begun [28] focused on 

recognizing offline handwritten Amharic words. The goal was 

to tackle the challenges posed by the large number of character 

classes and the complexity of Amharic script. To achieve this, 

they used a hidden Markov model (HMM) for recognizing 

unconstrained handwritten Amharic words. The authors' 

recognition pipeline involved feature extraction and 

recognition steps. They used direction field image 

computation and segmentation techniques at the text line, 

word, and pseudo-character levels to capture the unique 

structural characteristics of the Amharic script. According to 

their experiment, the recognition rate was 76% for good-

quality image categories and 53% for poor-quality images. 

However, the authors acknowledged that further 

improvements could be achieved by enhancing the extraction 

of structural features and incorporating language models into 

the HMM framework. Future work could focus on refining the 

extraction of structural features, such as curves, loops, and 

junctions, and integrating language models, such as n-grams 

or recurrent neural networks, into the HMM-based recognition 

system. By addressing these aspects, the recognition accuracy 

of Amharic handwritten words can be further improved, which 

contributes to the development of more robust and accurate 

systems for Amharic language processing. 

In their research, Tamir [29] explored handwriting 

recognition of Amharic characters using CNN. The goal of this 

study was to overcome the challenges faced in managing 

ancient handwritten documents in Amharic, which are prone 

to deterioration over time. An automatic approach to 

handwritten text recognition was proposed, utilizing a CNN 

design consisting of two convolutional layers to classify 

handwritten Amharic characters. Batch Normalization and 

Activation layers were sequentially implemented after each 

convolutional layer. In addition, Max-pooling was executed 

after the activation layer of the second convolutional layer. 

Finally, the output was flattened to be fully connected to the 

final layer, which was responsible for character classification. 

To conduct the research, data was collected from about 130 

individuals, resulting in a dataset of 30,446 characters. Of this 

dataset, 27,413 characters were used for model training, while 

the remaining 3,033 were reserved for testing and evaluating 

the model's performance. Although the author provided 

information on the training accuracy and loss, it is important 

to also have validation accuracy and loss metrics to determine 

the model's ability to generalize. These metrics allow for 

assessing how well the model performs on new data and 

provide insights into its overall effectiveness. It is 

recommended that the author includes both validation 

accuracy and validation loss in their report for better research. 

This will help to evaluate the model's performance 

comprehensively and determine its capacity to identify new 

and unseen handwritten Amharic characters. Furthermore, it 

would be beneficial to analyze and interpret the results to 

highlight the strengths and limitations of the proposed method 

and identify areas for future research and improvement. 

In a study by Agegnehu et al. [30], deep learning was 

employed to identify Amharic punctuation marks and 

handwritten digits using a CNN architecture. The dataset 

comprised of 5,800 images sourced from 100 handwriting 

samples, with a testing accuracy of 70.04% achieved. 

Additionally, research has also investigated Ge'ez digits in 

contexts other than printed and handwritten forms. 

Most researchers have primarily concentrated on 

recognizing English numerals, and the lack of openly 

accessible Ge'ez digit datasets has hindered extensive research 

in this field. Nonetheless, Nur et al. [13] have made progress 

in Ge'ez digit recognition by creating a recognition model with 

better accuracy and an experimental dataset consisting of 

51,952-digit images written by 524 people. Their proposed 

CNN model has achieved a recognition accuracy of 96.21%. 

The authors have suggested that future research should explore 

various deep-learning approaches for multi-digit recognition.  

Our research is focused on recognizing historical 

handwritten Ethiopic text in images by utilizing E2E approach. 

To achieve this, we acknowledge the importance of deep 

convolutional recurrent neural networks (CRNNs) and 

connectionist temporal classification (CTC) for the efficient 

application of end-to-end learning. CNNs have proven crucial 

in image processing and pattern recognition, especially in tasks 

involving automatic feature extraction from images [10].  

III. Methods 

This section presents the E2E historical handwritten Ethiopic 

image text recognition using DL. This study aims to develop a 

recognition model that accurately recognizes handwritten text 

from an image. An explanation of the model's architecture and 

the dataset used for training and evaluating the model is 

provided. 

A. THE DATASET PREPARATION 

During this research, we realized that having a large dataset is 

crucial for developing and testing deep learning models. To 

overcome the challenge of limited data, we needed a dataset 

that was specially designed for our deep learning problem.  

The dataset used in this study called "HHD-Ethiopic," 

which was created by Belay et al. [14]. This dataset contained 

79,684 images of handwritten historical documents that 

featured 306 unique Ethiopic characters. We divided the data 

into training, validation, and testing subsets. The training set 
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had 57,374 samples, while the remaining samples were kept 

for testing. 

To ensure accurate assessment, we created a validation 

dataset using 10% of the training dataset. The testing dataset 

was divided into two parts: "Test Set I" and "Test Set II." Test 

Set I had 6,375 images randomly chosen from the training set 

while Test Set II contained 15,395 images from 18th-century 

manuscripts. The original dataset is available on the GitHub 

repository (https://github.com/bdu-birhanu/HHD-

Ethiopic/tree/main/Dataset ). We faced the challenge of having 

a small dataset for deep learning tasks. To increase its size, we 

used data augmentation techniques. Despite resource 

limitations, we were able to add around 10,000 augmented 

images. Sample augmented image is shown in FIGURE 1.  By 

using image augmentation, deep learning models can learn 

effectively from limited labeled data. This leads to better 

performance and more reliable predictions. This technique has 

become an essential tool in overcoming data scarcity and 

maximizing the potential of DL algorithms. These algorithms 

excel in various applications across different domains.  

Image augmentation techniques involve applying 

operations like rotations, shifting, zooming, shearing, flipping, 

and noise injection. These transformations create new training 

examples that are variations of the original images while 

preserving their semantic content. By introducing such 

variations, the model becomes more robust to changes in 

factors that can be encountered during inference on real-world 

data.  

During the training process, augmented images are 

commonly utilized to offer a wider range of examples for the 

model to learn from. This technique helps to prevent 

overfitting and enhances the model's capacity to perform well 

on unseen data. Image augmentation is particularly useful 

when the available training dataset is limited, as it enables the 

creation of additional training samples without the need for 

manual data collection or annotation.  

The primary objective of expanding the dataset through data 

augmentation was to enhance the model's performance and 

generalization abilities. By providing a larger and more diverse 

set of examples for the model to learn from, we aimed to 

improve its ability to recognize and handle various patterns 

and variations in the data. To illustrate this, sample augmented 

images can be seen in FIGURE 1, which depicts how the dataset 

was enriched to facilitate better learning and adaptation in our 

deep learning approach.

    

(a)
                  

(b)
 

FIGURE 1. Sample images from the HHD-Ethiopic database (a) represents the original image and (b) represents the augmented image.  

B. ARCHITECTURE OF THE PROPOSED MODEL 

This study utilizes the advantages of several deep learning 

algorithms by combining them, namely CNN, BLSTM, 

Attention mechanisms, and CTC. Each algorithm has a crucial 

role in different recognition stages. By bringing these 

algorithms together, we create a comprehensive and effective 

approach to recognizing handwritten text. Our careful 

selection and use of these algorithms contribute to the success 

of this study and enable more accurate and reliable recognition. 

Below is a detailed explanation of each algorithm. 

1) CNN LAYERS 

Our study aimed to extract deeper features from handwritten 

text images using CNNs, which are known for their 

exceptional ability to identify patterns and significant 

information within images [31]. Previous research has 

successfully applied CNNs to various tasks [32], and we 

utilized them to accurately recognize the distinctive 

characteristics of handwritten text. The CNN's parameters 

were carefully selected and fine-tuned to ensure the extracted 

features were precise.  

To represent the mathematical effectiveness of CNNs in 

feature extraction, let's consider the input handwritten text 

image I with pixel values denoted by ( , )I x y , where x and

y are the spatial coordinates of the image. A convolutional 

layer applies a set of learnable filters (also known as kernels) 

to the input image. The output of the convolutional layer can 

be computed in “(1)”.  

 

1 1
, ( , )( ) ( ),

M N

m n
O i j I i m j n W m n

= =
= + +        (1) 

Where: 

• ( , )O i j represents the output feature map at the 

spatial location ( , )i j , ( , )W m n  denotes the 

learnable weights of the filter at the position 

( , )m n , M  and N  are the dimensions of the 

filter. 

After the convolution operation, an activation function such 

as Rectified Linear Unit (ReLU) is applied element-wise to 

introduce non-linearity using “(2)”. 

 

( )), ,) ( (F i j ReLU O i j=                                      (2) 

 

The process of pooling (commonly max-pooling) reduces 

the spatial dimensions of the feature maps, which helps in 
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reducing computational complexity and controlling 

overfitting. The pooled output is calculated in “(3)”.  

 

(, ,( ) ( ))P i j max F s i s j=                                     (3) 

 

Where ,( )P i j represents the pooled output, and s is the 

stride of the pooling operation. The max pooling results with a 

3x3 filter with strides 2 are shown in FIGURE 2.  

 

 

FIGURE 2. Max pool with 3 × 3 filter and 2 strides [31]. 

The mathematical representations and fine-tuning of CNN 

parameters play a crucial role in this feature extraction process, 

making our study a significant contribution to the field of 

image recognition and analysis. 

 

2) BLSTM LAYERS 

In this study, we leverage the power of BLSTM networks to 

model the difficult sequential dependencies and temporal 

dynamics inherent in handwritten text. The inclusion of 

BLSTM layers empowers the network to efficiently capture 

contextual information [32], thereby significantly enhancing 

the accuracy of recognition [4]. 

“Equation (4)-(7)” is used to compute the mathematical 

formulation of a BLSTM unit. At each time step t , the 

BLSTM unit takes as input the hidden state 1th − from the 

previous time step, the current input tx  (which can be a vector 

representation of a character or a pixel in the handwritten 

image), and computes the following intermediate values. 

 
1( [ , ] )t f t t ff W h x b −=  +                       (4) 

 1( [ , ] )t i t t ii W h x b −=  +                                  (5) 

 1( [ , ] )t o t t oo W h x b −=  +                                  (6) 

 
1( [ ] ),t g t t gg tanh W h x b−=  +                                  (7) 

Where: 

•   represents the sigmoid activation function, tanh 

denotes the hyperbolic tangent activation function,  

fW , iW , oW , and gW  are the learnable weight 

matrices, , , ,f i o gb b b b  are the learnable bias vectors,

 1,t th x− denotes the concatenation of ℎt−1 and tx
along the feature dimension. The intermediate values 

tf , ti , to , and tg are used to update the cell state tc
and the hidden state th of the BLSTM unit as in “(8)” 

and “(9)”.  

 
1t t t t tc f c i g−= +                                     (8) 

( )t t th o tanh c=                                       (9) 

Where ⊙ denotes the element-wise multiplication. 

The output of the BLSTM layer is then used for further 

processing, such as classification in the case of handwritten 

text recognition. 

By incorporating BLSTM layers into our model, we equip 

it with the ability to comprehend the underlying structure and 

context of the handwritten text comprehensively. This deep 

understanding of sequential information facilitates improved 

accuracy in recognition tasks, making our study a valuable 

contribution to the field of handwritten text analysis and 

understanding. 

3) ATTENTION LAYERS 

Attention mechanisms have proven to be effective in 

enhancing the model's ability to focus on relevant regions 

within the handwritten text. By dynamically weighting 

different parts of the sequence during recognition, the model 

can allocate its attention to the most salient features and 

characters, thereby improving recognition accuracy, especially 

when dealing with inter-class similarity and structural 

complexity challenges. 

The attention mechanism can be mathematically described 

as follows: 

Let 1 2 }, , ..{ . , TH h h h= be the set of hidden states 

produced by the encoder, where T is the length of the input 

sequence. These hidden states capture valuable information 

about the handwritten text at each time step. The attention 

mechanism generates a set of context vectors 

1 2 }, , ..{ . , TC c c c= that represent the weighted combinations 

of the encoder's hidden states. The context vector tc at the time 

step t is computed as a weighted sum of all hidden states ih  

with attention weights ,t ia  in  “(12),”. 

 ,1

T

t t i ii
c a h

=
=                                            (12) 

The attention weights ,t ia are typically calculated using a 

scoring function that measures the relevance of the input at the 

time step i to the output at the time step t . One commonly used 

scoring function is the dot product as represented in “(13)”. 

 ,

T

t i t ie h h=                                         (13) 
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Where ,t ie represents the score between the hidden state at 

the time step t  and the hidden state at the time step i . 

The scores ,t ie are then normalized using the SoftMax 

function to obtain the attention weights calculated in “(14)”. 

 

 
,

,

,1

(

( )

)t i

t i T

t jj

exp e
a

exp e
=

=


                                   (14) 

 

By calculating the attention weights for each time step, the 

model can effectively focus on the most relevant regions 

within the handwritten text during recognition. This 

adaptability allows the model to emphasize distinctive features 

and characters, thereby overcoming challenges posed by inter-

class similarity and structural complexity. 

The context vectors C  are then combined with the decoder's 

hidden states to generate the final output sequence during the 

decoding (inference) process. 

In summary, the integration of attention mechanisms 

enables the model to dynamically allocate its focus on salient 

regions within the handwritten text, leading to improved 

recognition accuracy, particularly in scenarios where class 

similarities and structural intricacies are prominent. This 

mathematical formulation of attention mechanisms highlights 

their significant impact on the performance of the model in 

handwritten text recognition tasks. 

4) CTC LAYER 

CTC is a valuable technique used in sequence recognition 

tasks, particularly for applications like handwritten text 

recognition. CTC enables the model to learn from sequences 

of variable length without requiring explicit alignment 

between input images and their corresponding labels. This 

makes it a powerful tool for end-to-end training and decoding. 

The CTC loss function is employed to train the model. 

Given an input sequence of feature vectors (representing the 

handwritten text image) denoted by 1 2{ , ,... }TX x x x= , and 

the corresponding label sequence denoted by 

1 2{ , ,... }TY y y y=  where T  and U  are the lengths of the 

input sequence and label sequence, respectively, the CTC loss 

is computed using “(15)”. 

Let's define S  as the set of all possible labels, including a 

special "blank" symbol denoted by ∅. The CTC loss function

( , )L X Y  is the negative log-likelihood of the correct label 

sequence given the input sequence X .  

 ( ( ), )L X Y logp Y X= − ∣                                  (15) 

The probability ( | )p X Y  is computed by summing over 

all valid alignments between the input sequence X and the 

label sequence Y in “(16)”. 

1 ( )),(
( ) ( )T

t align t talign A X Y
p Y X p y x=

= ∣ ∣          (16)                                             

 

Where ( ),A X Y is the set of valid alignments, considering 

the blank symbol and allowed repetitions and removals of 

labels during the alignment process. 

During training, the CTC loss is minimized using gradient-

based optimization techniques like stochastic gradient descent 

(SGD) or Adam to update the model's parameters, allowing it 

to learn to recognize handwritten text effectively. 

Furthermore, during decoding (inference), CTC enables the 

model to produce the most probable label sequence directly 

from the input sequence without requiring explicit alignment. 

This is achieved through a decoding algorithm, such as the 

beam search algorithm, which explores the possible label 

sequences and selects the most likely output sequence. 

  

HHD-Ethiopic

Reshaped 

Features
LSTMLSTM

Attention

Dense

      

      

Ground Truth Text
P

re
d
ic

te
d
 T

ex
tIn

p
u
t 

Im
a
g
es

CTC 

Decoder

 

FIGURE 3. The general architecture of the proposed historical handwritten Ethiopic text recognition. 

The general architecture for historical handwritten Ethiopic 

text recognition is illustrated in FIGURE 3. The diagram 

depicts the flow of the recognition model, starting with the 

input image obtained from the "HHD-Ethiopic" image 

database. The input image dimensions, in our case, 48 by 368 

pixels, are then passed through a series of CNN layers. The 

model architecture consists of seven convolutional layers 

along with ReLU activation function for each, three max-

pooling, and two batch normalization, as depicted in TABLE 

I. The extracted features from the CNN layers are then passed 
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to the next two BLSTM layers for sequence modeling. Each 

LSTM layer is constructed with 128 hidden units. Next, the 

attention mechanism is applied by concatenating the LSTM 

layers. A fully connected or dense layer with Soft Max 

activation processes features and prepares them for 

classification. The number of units in the dense layer is 

determined based on the number of classes or categories in the 

recognition task. A total of 306 alphabet symbols are included 

in this study. Therefore, there are 307 classes, including the 

blank CTC space. The model is compiled with the Adam 

optimizer and CTC loss. Finally, the CTC decoder generates 

the predicted result by cross-checking the ground truth labels 

with the alphabet or character set. The CTC decoder ensures 

that the recognition model can handle sequences of variable 

lengths and directly learn from input-output alignment without 

explicit alignment. 

TABLE I 
THE PROPOSED HISTORICAL HANDWRITTEN ETHIOPIC TEXT RECOGNITION LAYERS AND THEIR HYPER-PARAMETER VALUES 

S. No Layers Configuration 

1.  Input  Rows:48, Columns: 368, Channels:1 

2.  Conv1 Feature:32, kernel:(3,3), activation: ReLU, padding: same 

3.  MaxPooling1 Pooling size: (2,1), strides:2 

4.  Conv2 Feature:32, kernel:(3,3), activation: ReLU, padding: same 

5.  MaxPooling2 Pooling size: (2,2) 

6.  Conv3 Feature:32, kernel:(3,3), activation: ReLU, padding: same 

7.  Conv4 Feature:32, kernel:(3,3), activation: ReLU, padding: same 

8.  MaxPooling3 Pooling size: (2,2) 

9.  Normalize Batch Normalization 

10.  Conv5 Feature:32, kernel:(3,3), activation: ReLU, padding: same 

11.  Conv6 Feature:32, kernel:(3,3), activation: ReLU, padding: same 

12.  Normalize Batch Normalization 

13.  Conv7 Feature:128, kernel:(2,2), activation: ReLU 

14.  BLSTM1 RNN Units: 128, droout:0.25, return sequence: True  

15.  BLSTM2 RNN Units: 128, droout:0.25, return sequence: True 

16.  Attention Feature: 91, activation: tanh, SoftMax  

17.  Dense Units: no_class+1, activation: SoftMax 

18.  Output + CTC max_len:46, input length: Label length:  

C. Performance Evaluation Metrics  

Our proposed model's performance is assessed using character 

error rate (CER). The CER is calculated using equation (1). 

 

( )
*100

I D S
CER

GT

+ + 
=  
 

,                   (15)                                                        

 
Here, I, D, and S represent the number of character 

insertions, deletions, and substitutions respectively. GT 

denotes the total number of characters in the ground truth text. 

The CER provide valuable insights into the error rates of the 

recognition model. By evaluating these metrics, we can 

measure the effectiveness of our proposed model in accurately 

transcribing characters, and identify areas where 

improvements may be required. 

We used additional evaluation metrics, alongside our 

primary CER metric, to provide a comprehensive analysis of 

the model's performance. These metrics, including precision, 

recall, and F1-score, focus on evaluating the model's 

classification accuracy, specifically in identifying characters 

and their positions in the sequence. 

To better understand these metrics, let's explain the 

parameters used in generating the classification report. TP 

(true positive) refers to the number of positive instances 

correctly predicted, while FP (false positive) refers to the 

number of positive instances predicted incorrectly. Similarly, 

TN (true negative) represents the number of negative instances 

correctly predicted, and FN (false negative) signifies the 

number of negative instances predicted incorrectly. 

“Equations (16)”, “(17)”, and “(18)” are used to calculate 

precision, recall, and F1-score respectively. 

 

( )

TP
P

TP FP
=

+
,                                        (16)  

 

( )

TP
R

TP FN
=

+
,                                          (17)     
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2PR

F
R P

=
+

,                                         (18)         

                                                         

Here, the precision value is represented by P, recall value is 

represented by R, and F-score is represented by F. 

IV. Experimental Setup, Results, and Discussion 

We conducted extensive experiments utilizing deep learning 

techniques to demonstrate the efficacy of the proposed 

historical handwritten text recognition model. In this section, 

we present experimental setup and a detailed overview of the 

performance evaluation measures employed, followed by a 

description of the experimental setup. We then present the 

results and engage in a thorough discussion of the experiments 

conducted using two testing datasets. Furthermore, we discuss 

the techniques employed for selecting optimal parameters for 

the designed architectural model and provide the results 

obtained from these optimal parameter settings. Finally, we 

perform an in-depth error analysis of the results. 

A. EXPERIMENTAL SETUP 

The proposed model was implemented in Python using the 

Keras framework with TensorFlow as the backend. This 

combination allowed for the efficient development and 

training of the model. Powerful GPUs were utilized to expedite 

the training process and take advantage of accelerated 

computation. This was made possible through Kaggle 

notebooks, eliminating expensive hardware. Kaggle, a cloud-

based service, offers remote code execution from any location 

with an internet connection. Its user-friendly interface and 

comprehensive support for popular data science libraries make 

it an excellent platform for deep learning projects. We 

streamlined the development process by utilizing Kaggle's 

capabilities and efficiently training the proposed model. 

B. RESULTS 

In this research, we created two recognition models with 100 

epochs and a batch size of 64, each selected numerically. The 

first model utilized the original historical handwritten images, 

while the second model incorporated augmentation by adding 

10,000 images generated from the original dataset. In the 

following results section, we present the outcomes achieved by 

both historical handwritten text recognition models for the 

Ethiopic script. FIGURE 4 and FIGURE 5 showcase the 

training and validation losses plotted against the number of 

epochs for the first and second models, respectively. These 

graphs provide valuable insights into each model's learning 

progress and performance throughout the training process. 

 
FIGURE 4. Training and validation loss vs epoch graph for the first 
model 

 
FIGURE 5. Training and validation loss vs epoch graph for the second 
model. 

TABLE II and TABLE III displays the CER values of the 

first and the second model respectively. The number of 

samples in each testing set also described.  

TABLE II 

CER TEST RESULTS OF THE FIRST MODEL 

Test Set Type Samples CER 

Test Set I 6,150 18.33% 

Test Set II 15,935 30.69% 

TABLE III 

CER TEST RESULTS OF THE SECOND MODEL 

Test Set Type Samples CER 

Test Set I 6,150 17.95% 

Test Set II 15,935 29.95% 
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FIGURE 6. CER comparison of the first and the second models. 

TABLE IV 

PRECISION, RECALL, F-SCORE RESULTS OF THE BETTER 

MODEL.  

Test set type Precision Recall F-score Support 

Test set I 0.9014  0.8780 0.8895 89780 

Test set II 0.8488  0.8011 0.8243 280917 

 

5) ERROR RESULTS 

In FIGURE 7, we present the error results from the 18th 

century testing dataset for the second recognition model. The 

text on the left shows the actual ground-truth texts, while the 

text on the right displays the predicted texts generated by our 

recognition model. Characters that were incorrectly 

recognized by the recognition model are highlighted in green, 

while characters that were present in the ground-truth texts but 

not identified as characters in the predictions are shown in 

blue. In the predicted text, characters that are not recognized 

correctly are colored in red. 

6) CORRECT RESULTS 

FIGURE 8, displays sample images which are recognized by 

correctly by the proposed models.  

 

 

 

                                      

                                

                                     

                                  

Ground-truth Texts Prediction Texts

 
FIGURE 7. Sample error results from the second model using “Test Set II”. 

 

 

       

          

Ground-truth Texts Prediction Texts

       

          

 
FIGURE 8. Sample correctly recognized results in both models. 
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C. Discussion  

This study compares two models for recognizing handwritten 

Ethiopic text. The first model uses the "HDD-Ethiopic" 

dataset, while the second model uses augmented images. The 

results show that the model trained with augmented images 

performs better in terms of CER on both testing datasets, "test 

set I" and "test set II", as shown in TABLE II and TABLE 

III. The first model achieved a CER of 18.33% and 30.69% 

for "test set I" and "test set II", respectively. The second model 

achieved a CER of 17.95% and 29.95% for "test set I" and "test 

set II", respectively. The reason for the second model's better 

performance is the use of augmented images during training. 

This expands the training data, improves model generalization, 

and enhances the ability to recognize diverse variations in 

handwritten Ethiopic text. As a result, the model trained with 

augmented images achieves superior results. 

We analyzed the superior model or second model and 

presented its precision, recall, and f-score results in TABLE 

IV for both testing datasets. The second model performed 

better in all metrics for test set I, confirming its superiority. 

However, test set II had more instances of highly confused 

characters, despite having a larger support. 

The character “፡” is frequently used in this dataset. Because 

this character is used in every word to separate. So, it has better 

recognition results for precision (0.9973), recall (0.9955), and 

F-score (0.9964). 

Ethiopic characters often share similar or approximate 

shapes, which can lead to confusion during recognition. For 

example, as we observed in FIGURE 7,  the character “ጎ” is 

recognized as “ን”. When we see these two characters almost 

they have similar shape on the top part. The character “ወ” is 

recognized as “ጠ”. Here from the ground truth text “ወ” is 

connected but the predicted character “ጠ” doesn’t have 

connection at the bottom of the character. This is the minor 

difference in terms of shape. Other characters also 

misrecognized as “ጾ” to "ደ”, “ን” to “ነ” and “ስ” to “ሰ”.   

Some texts are fully recognized correctly with in the 

sequence. We can observe from FIGURE 8. Here all the 

characters inside the sequence are fully recognized.  

 

V. Conclusion 

In summary, the recognition of Ethiopic OCR is an important 

area of research with numerous applications. Therefore, a 

recognition model is necessary for this purpose. This study 

presents an end-to-end learning model that is specifically 

designed to recognize historical handwritten Ethiopic text. 

With the use of deep learning techniques, our model 

automatically extracts relevant features from input images and 

effectively captures the sequential nature of the text. 

Additionally, the integration of attention mechanisms and a 

CTC-based loss function enables the model to concentrate on 

crucial regions of the input, allowing for end-to-end training 

without requiring explicit alignment between images and 

labels. Our proposed approach was found to be effective, as 

demonstrated by experimental results. 

To improve our recognition system, we can expand the 

dataset, explore alternative deep learning architectures, and 

test it in other languages. Using a more diverse dataset will 

enhance performance and reduce errors. With ongoing 

research, we can achieve more accurate recognition, benefiting 

various applications. 
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Abstract. This paper aims to optimize a multi-stage vapour compression refrigeration system using flash inter-cooling 

for different refrigerants. The coefficient of performance (COP) for the system is optimized based on the evaporation 

temperature, condensation temperature, sub-cooling parameter, and de-superheating parameter. Eight low global 

warming potential and zero ozone depletion potential refrigerants (R717, R32, R152a, R290, R41, R600a, R134a, and 

R1234ze(E)) is analysed for optimization at different operating conditions. Modelling of the system is accomplished 

using EES software. The conjugate direction method, which is generally known as the direct search method, is used to 

optimize the COP of the system. Research suggests that increasing the sub-cooling parameter increases the system's COP. 

R717 performs better than other refrigerants with a maximum COP of 6.199, followed by R152a with a maximum COP 

of 6.155. When the de-superheating parameter increases, the performance of the refrigerants R717, R32, and R152a 

increases, R1234ze(E) and R600a show a negligible change in COP, and the rest of the refrigerants show adverse effect, 

i.e., COP decreases with an increase in the de-superheating parameter. 

Keywords: Energy; Coefficient of Performance; Sub-cooling; De-superheating; Optimization; Flash Chamber  

 

Nomenclature 

Abbreviation 

  
COP Coefficient of performance (−) 

HFC Hydrofluorocarbon 

VCRS Vapour-compression refrigeration system 

LPC Low-pressure compressor 

ODP Ozone depletion potential 

EV Expansion valve 

GWP Global warming potential 

HPC High-pressure compressor 

NBP Normal boiling point [°C] 

 

Symbols 

  
1,2,3 … State points 

evap Evaporator 

cond Condenser 

el Electrical 
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in Inlet 

out Outlet 

  

Subscripts 
 

T Temperature [K] 

a Sub-cooling parameter [%] 

P Intermediate pressure [kPa] 

h Specific enthalpy [kJ/Kg] 

de De-superheating parameter [%] 

W Work input [kW] 

s Specific entropy [KJ/Kg K] 

ṁ Mass flow rate [kg/sec] 

Q̇ Heat transfer rate [kW] 

 

INTRODUCTION 

Heating, ventilation, and air conditioning technology has improved in many areas, including temperature 

manipulation for human comfort and environmental issues. In most industrial applications, vapour compression 

refrigeration technology is widely used. The evaporator's low-pressure vapour refrigerant is compressed and 

transported to the high-pressure condenser in a single step inside the compressor. In some applications, because the 

vapour refrigerant is already at a low temperature, the compressor's desired compression ratio is quite high, 

decreasing capacity. When the pressure ratio across the compressor exceeds 4 or 5, the compressor's power need 

rises, lowering the system performance. Multi-staging is preferable to single-stage compression for overcoming this 

difficulty. 

Numerous theoretical and experimental research on two-stage vapour compression refrigeration systems with 

various configurations has been published to increase the system's overall efficiency. Nasution et al. [1] carried out a 

numerical investigation of VCRS under the different number of stages using R32 as a working refrigerant and 

compare the performance of the system with several stages their result shows that an increase in the number of 

stages leads to an increase in COP of the system. Jatinder and Jagdev [2] tried to find an alternate option for R134a 

refrigerant due to its high GWP value therefore they conduct an experimental analysis on VCRS and considered 

R134a/LPG and R134a as the working refrigerants, their result show that LPG/R134a performed better in terms of 

COP by 15.1-17.82% under various operating conditions and conclude that R134a/LPG can be a better option in 

place of R134a for long-term. Mosaffa and Farshi [3] introduced phase change materials to absorb the heat from the 

latent heat thermal energy storage which cools the air and the absorbed heat by the phase change material is then 

extracted with the help of a refrigeration system. Their results show the COP is more in the case when the cooling 

load is more and also concluded that the time is taken by the phase change materials to solidify increases with an 

increase in air inlet temperature. 

The refrigerating effect of a system with sub-cooling after refrigerant condensation increases, and the system's 

performance improves as a result. Torrella et al. [4], based on the concept of increasing refrigerating effect, 

presented an expression of COP for inter-stage compression systems based on sub-cooling and de-superheating and 

compared the results of R717 and 404A refrigerants for various configurations of an inter-stage system. Their study 

shows that R717 performs better than R404A and that the COP of R404A decreases as the de-superheating 

parameter is increased. 

De Paula et al. [5] carried out the 4-E analysis of VCRS using R290, R600a, and R1234yf as working fluids and 

evaluate all the three costs associated with the modelling of the system and concluded that the cost rate associated 

with the operation of the system contributes 73% of the total cost of the system, while the penalty cost rate 

associated with the emission of 𝐶𝑂2 shows only 2.6% of contributions to the total cost and also suggested that R290 

can replace R134a due to its better performance. Bahaa et al. [6] analysed single and multi-stage compression 

systems using lower boiling temperature refrigerants, their result showed that the model used with the sub-cooling 

system has a good positive impact on the energetic performance of the system and among other refrigerants used, 

the R22 refrigerant system performed better with maximum COP of 5.49, followed by R134a with a COP of 5.44. 
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Nikolaidis and Probert [7] performed an exergy-method analysis of a two-stage vapour compression refrigeration to 

evaluate the plant performance. Esfahani et al. [8] performed thermodynamic and economic analysis on multi-effect 

evaporation – absorption heat pump incorporated with a vapour compression system. Roy and Mandal [9] performed 

a full 4-E analysis of a 50kW cascade refrigeration system, a comprehensive analysis was conducted utilising four 

refrigerant pairs, and the results revealed that the system performed better with R41-R161 and R170-R161 

refrigerant pairs in terms of minimum plant cost than with the R41-R404A pair with COP and exergetic efficiency 

enhancement of 4.9-7.1% and 4.5-6.6%, respectively. Akhilesh et al. [10] presented a comprehensive 

thermodynamic analysis on VCRS and compared the performance of R22, R407C, and R410A. Their analysis 

shows that the performance of R22 is better than R407C and R410A by 3-6% at evaporator and condenser 

temperatures of -38°C and 40°C, respectively. Akhilesh and Kaushik [11] considered HFC22, R410A, and R717 

refrigerant and carried out optimum intermediate pressure for each refrigerant separately, and their result show that 

the optimum intermediate pressure increased by 2% when there is a drop in isentropic efficiency by 10% for HFC22 

and R410A, but R717 showed negligible effect on intermediate pressure with change in isentropic efficiency and 

concluded that R717 perform better than HFC22 and R410A in terms of exergetic efficiency. 

A limited fraction of research work has been published to replace R717 from low-boiling refrigerants in 

industrial applications, according to the literature review. The purpose of this study is to assess low-boiling-

temperature refrigerants with a low GWP value. A multi-stage vapour compression system is modelled using EES 

software under various operating conditions to identify a replacement for R717 refrigerant. 

 

BACKGROUND 

Multistage Vapour Compression Refrigeration System  

The evaporator and condenser pressure becomes more for lower boiling refrigerants due to which the pressure 

ratio between evaporator and condenser becomes greater than 4 or 5 which is not acceptable because the volumetric 

efficiency tends to zero and also the work required for the compression increases. To avoid this problem 

compression can be done in stages. This can be achieved by employing a flash chamber between the compression 

stages which can also act as a liquid sub-cooler. A schematic diagram of the multi-stage vapour compression 

refrigeration system with flash inter-cooling and p-h chart of the system is shown in Figures 1 and 2, respectively. In 

figure 1, the refrigerant at the exit of the evaporator is in a saturated vapour state at 1. The saturated vapour 

refrigerant then passed through the LPC where saturated vapour gets converted into superheated vapour with an 

increase in temperature and pressure from evaporator pressure to flash chamber pressure. The de-superheating 

process takes place after the first stage of compression by the evaporation of a part of liquid refrigerant from the 

flash chamber at 6.  

At state 5 the refrigerant is in a saturated liquid state and then some of its parts are first expanded to the flash 

chamber pressure through the first expansion valve and the remaining part is then passed through the flash chamber 

where the sub-cooling process takes place by the evaporation of the liquid refrigerant in the flash chamber and then 

it passed through the second expansion valve to the evaporator pressure at 8. The entry of the refrigerant in HPC is 

at 3 due to de-superheating which results in lower compressor work. Similarly, during the sub-cooling process, the 

entry at the evaporator is at 8 resulting in an increase in refrigerating effect and consequently, an increase in 

performance. 
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FIGURE 1. System schematic 

 

 

FIGURE 2. The pressure-enthalpy diagram 
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Thermodynamic Properties of the Refrigerants Used 

The properties of refrigerants that are very important to tell whether the refrigerant is a good substitute for the 

refrigerant presently used in the refrigeration and air-conditioning industry are minimum normal B.P, evaporator & 

condenser temperature, GWP, ODP, critical temperature and pressure and others. The N.B.P of the refrigerant 

should be minimum with freezing point temperature below that of evaporator temperature. From an environmental 

point of view, the value of ODP and GWP should be minimum. Table 1 consists of thermodynamic properties of 

refrigerants and at certain operating conditions R134a and R152a show similar properties so, R152a can become an 

alternate option for R134a due to its low GWP value. 

 CFC refrigerants is having more value of ODP and GWP and act as greenhouse gases. The best alternate for the 

CFC refrigerants came with the introduction of HC and HFC refrigerants because of the very less value of ODP and 

GWP. Table 2 consists of environmental and physical properties of the refrigerants used in this study where 

ammonia and R1234ze(E) is having zero value of GWP and ODP but the main concern raised with ammonia is its 

safety class, because of its slightly flammable behaviour it comes under the safety class of B2. The advantage of 

using R600a and R290 is that they have very less value of GWP and zero ODP value but they come under the 

category of A3 because of their flammable nature. 

TABLE 1. Refrigerant thermodynamic properties. Prepared by author and referred [12] 

Refrigerant 
Molecular 

Weight 

𝒕𝒔 (N.B.P) 

°C 

𝒕𝒄 (Critical-

Temperature) °C 

𝑷𝒄 (Critical-

Pressure) bar 

𝒕𝒇 (Freezing 

point) °C 

R717 17.031 -33.35 133.0 112.97 -77.7 

R32 52.024 -51.75 78.41 58.3 -136.0 

R134a 102.03 -26.15 101.06 40.56 -96.6 

R600a 58.13 -11.73 135.0 36.45 -159.6 

R290 44.1 -42.1 96.8 42.56 -187.1 

R1234ze(E) 114 -18.95 109.4 36.32 -156.0 

R152a 66.05 -24.15 113.3 45.2 -117.0 

R41 34 -78.2 44.5 58.97 -142.0 

 

TABLE 2. Physical and environmental properties. Prepared by author and referred [12] 

Refrigerant Type GWP ODP Safety class Flammability 

R717 Natural 0 0 B2 Slightly-flammable 

R32 HFC 675 0 A2 Low-flammability 

R134a HFC 1430 0 A1 Non-flammable 

R600a HC 3 0 A3 Flammable 

R290 HC 3 0 A3 Flammable 

R1234ze(E) HFO 0 0 A2 Non-flammable 

R152a HFC 140 0 A2 Slightly-flammable 

R41 HFC 92 0 B3 Flammable 

 

THERMODYNAMIC ANALYSIS 

To create a thermodynamic model, the first and second laws of thermodynamics are extremely important. The 

mass, energy, and exergy equations are obtained for a multi-stage vapour compression refrigeration system.  

 

While solving the equations, the following assumptions are considered: 

 

1. The pressure drop inside the system components is considered constant with no losses.  

2. Changes in kinetic and potential energies are neglected. 

3. Constant enthalpy throughout the expansion process. 

4. The refrigerant is in saturated condition at the evaporator and condenser outlets. 
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The following equations are used to model the system after taking the above assumptions: 

 

Material balance                    ∑ 𝑚̇𝑖𝑛 − 𝑚̇𝑜𝑢𝑡 = 0         

 

(1) 

Energy balance                    ∑ 𝑄 − ∑ W − ∑ mḣ = 0     

 

(2) 

Exergy balance ∑ 𝑋 − ∑ 𝑋 − ∑ 𝑋 − ∑ 𝑋 − 𝑋𝑑𝑒𝑠𝑡𝑟𝑜𝑦𝑒𝑑 = 0𝑤𝑜𝑟𝑘ℎ𝑒𝑎𝑡𝑜𝑢𝑡𝑖𝑛    (3) 

                               

The EES software facilitates the calculation of refrigerant thermodynamic parameters such as enthalpy, entropy, 

thermal conductivity, saturation temperature, etc. It is comprised of both pure and blended substances, making EES 

suitable for energy/exergy analysis and optimization of any refrigerant in its database. As a result, the system is 

modelled to study the effect of thermodynamic laws. 

Energy Analysis 

TABLE 3. Energy equations used in system modelling 

Component/Parameter Energy balance  

Evaporator 
𝑚̇𝑒𝑣𝑎𝑝 =  

𝑄̇𝑒𝑣𝑎𝑝

(ℎ𝑜𝑢𝑡 − ℎ𝑖𝑛)𝑒𝑣𝑎𝑝

 

 

 

(4) 

Compressor 𝑊𝑒𝑙,𝐿𝑃𝐶 =  
𝑊𝐿𝑃𝐶

𝜂𝐿𝑃𝐶
    

 

𝑊𝑒𝑙,𝐻𝑃𝐶 =  
𝑊𝐻𝑃𝐶

𝜂𝐻𝑃𝐶
  

 

𝜂𝑐𝑜𝑚𝑝 = 0.85 − 0.046667𝑃𝑅𝑐𝑜𝑚𝑝    

 

(5) 

 

 

(6) 

 

 

(7) 

Condenser 𝑄̇𝑐𝑜𝑛𝑑 =  𝑚̇𝑐𝑜𝑛𝑑(ℎ𝑜𝑢𝑡 − ℎ𝑖𝑛)   

 

(8) 

Expansion Valve 

 
ℎ𝑖𝑛,𝑒𝑣 − ℎ𝑜𝑢𝑡,𝑒𝑣   (9) 

Flash Chamber 
𝑃𝑂𝑃𝑇,𝑖𝑛𝑡 =  √

𝑃𝑒𝑣𝑎𝑝𝑃𝑐𝑜𝑛𝑑𝑇𝑐𝑜𝑛𝑑

𝑇𝑒𝑣𝑎𝑝
  

 

𝑚̇𝑐𝑜𝑛𝑑 =  𝑚̇𝑒𝑣𝑎𝑝 +  𝑚̇𝑓𝑐   

 

𝑚̇𝑐𝑜𝑛𝑑ℎ5 +  𝑚̇𝑒𝑣𝑎𝑝ℎ2 =  𝑚̇𝑐𝑜𝑛𝑑ℎ3 +  𝑚̇𝑒𝑣𝑎𝑝ℎ7  

 

 

(10) 

 

 

(11) 

 

(12) 

 

Torrella et al. [4] defined three parameters for an inter-stage configuration: 

 

Sub-cooling parameter 𝑎 =  
ℎ5−ℎ7

ℎ5−ℎ𝑓
                                                                    

 

(13) 

De-superheating parameter 𝑑𝑒 =  
ℎ2−ℎ3

ℎ2−ℎ𝑔
                                                           

 

(14) 

Mass ratio parameter 
𝑟 =

𝑚̇𝑐𝑜𝑛𝑑

𝑚̇𝑒𝑣𝑎𝑝
=

(ℎ2−ℎ5)+𝑎(ℎ5−ℎ𝑓)

(ℎ2−ℎ5)−𝑏(ℎ2−ℎ𝑔)
                                        

(15) 

 

 

Finally, the performance of the system is measured using the equation: 
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𝐶𝑂𝑃 =  
𝑄̇𝐸𝑣𝑎𝑝

𝑊𝑒𝑙,𝐿𝑃𝐶+ 𝑊𝑒𝑙,𝐻𝑃𝐶
  

(16) 

 

Model Validation 

The present model is validated with the model developed by Baakeem et al. [12] in which they theoretically 

investigate the multi-stage compression system and optimized the model with the help of EES software. They 

considered eight refrigerants in their study to optimize the model taking four parameters into account. Those four 

parameters were 𝑇𝑒, 𝑇𝐶 , 𝑎, and 𝑑𝑒. The direct search method is used for the optimization of the model to get 

maximum COP at evaporation and condensation temperature of 10°C and 40°C respectively. Table 3 presents the 

results obtained in the present study and reference study. There is a 0.47% difference in maximum COP of ammonia 

whereas R1234ze(E) refrigerant system shows the maximum difference in COP of 1.13%. 

 

TABLE 4. Model validation of multi-stage compression system after optimization 

Refrigerant Referred work (Baakeem et al. 

2018) 

Present work Difference (%) 

𝑪𝑶𝑷𝒎𝒂𝒙 𝑪𝑶𝑷𝒎𝒂𝒙 𝑪𝑶𝑷𝒎𝒂𝒙 

R717 6.17 6.199 +0.47 

R134a 6.01 6.048 +0.63 

R1234ze(E) 6.01 6.078 +1.13 

 
 

                                 

                                        FIGURE 3. Model validation for ammonia multi-stage compression system 
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Input Parameters 

The thermodynamic analysis of a multi-stage compression system is carried out in the present work using EES 

software. Baakeem et al. [12] assumed the following input parameters listed in the table before performing 

operations. 

TABLE 5. Input parameters for system modelling 

Parameters Value 

Evaporation Temperature, 𝑇𝑒𝑣𝑎𝑝 (℃) 0 

Condensation Temperature, 𝑇𝑐𝑜𝑛𝑑  (℃) 45.0 

Sub-cooler Efficiency, (%) 80 

LPC Efficiency, (%) 91 

Cooling Load, (𝑘𝑊) 1 

 

RESULTS AND DISCUSSION 

Model Optimization 

To converge the findings, EES software employs several optimization approaches. Golden search, conjugate 

directions, variable metric optimization, genetic approach, and Nelder-mead simplex method are some of them. 

When there is only one degree of freedom, the golden search method is employed to discover the minimum or 

maximum. Because there is more than one variable in this study, the conjugate direction approach is employed to 

maximise the system's performance (COP). In EES, the conjugate direction approach is also known as the direct 

search method, because it searches for an optimum value of, 𝑋1 while keeping, 𝑋2, 𝑋3, 𝑋4, and so on constant. The 

technique is then repeated to calculate the other dimensions while maintaining one constant. To maximise the 

performance of the multi-stage system, four independent variables are taken into account: 𝑇𝑒, 𝑇𝑐, 𝑎, and 𝑑𝑒.  

The system is optimised by keeping the evaporator's lower and upper temperatures at -20 and 10°C, respectively. 

The temperature limit for the condenser is fixed between 40 and 60°C. During the optimization, the "a" and "de" 

parameters vary between 0 and 1. 

 

TABLE 6. Optimization Results 

Refrigerant Optimum Conditions 𝑪𝑶𝑷𝒎𝒂𝒙 𝐖𝐞𝐥(𝐤𝐖) 

𝑻𝒆𝒗𝒂𝒑 

(°𝑪) 

𝑻𝒄𝒐𝒏𝒅 

(°𝑪) 

a de 

R717 10 40 1 1 6.199 0.1613 

R134a 10 40 1 1 6.048 0.1653 

R32 10 40 1 1 5.871 0.1703 

R1234ze(E) 10 40 1 0 6.078 0.1645 

R41 10 40 1 1 4.602 0.2173 

R152a 10 40 1 1 6.155 0.1625 

R600a 10 40 1 1 6.123 0.1633 

R290 10 40 1 1 5.993 0.1671 

 

The influence of “a” and “de” parameters on the COP 

Figure 3-(a) shows that for refrigerants R717, as the “de” parameter increases with an increase in parameter “a” 

the performance increases for the R717 refrigerant system. At constant sub-cooler efficiency of 80% as the “de” 

parameter increases from 0-0.5 and 0.5-1, the increase in performance is 1.99% and 2.26%, respectively. After 

optimization, the COP increases by 70.959% for the R717 refrigerant system. 
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For the R32 refrigerant system, figure 3-(b) shows that the system's performance is increasing with an increase in 

“a” and “de” parameters. As the “de” parameter changes from 0-0.5 and 0.5-1, there is a 1.03% and 1.223% increase 

in the performance of the system, respectively. 

It can be seen from figure 3-(c) that for refrigerant R152a, there is a slight increment of 0.109% and 0.1365% in 

performance of the system as “de” parameter changes from 0-0.5 and 0.5-1 respectively, at constant sub-cooler 

efficiency. 

The multi-stage system shows opposite behaviour in the case of R134a, R41, and R290 refrigerants. As the de-

superheating parameter increases from 0-1, the system's performance tends to decrease with 0.056% decrement for 

the R134a refrigerant system, 1.836-2.577% decrement in the case of the R41 refrigerant system, and 0.845% of 

decrement in the case of R290 refrigerant system. 

When a multi-stage compression system is operating with R1234ze and R600a refrigerants, the performance of 

the multi-stage system is independent of the change in the de-superheating parameter and increases with an increase 

in the sub-cooling parameter. At constant sub-cooler efficiency, the performance of the multi-stage system is 3.609 

and 3.565 for R1234ze and R600a, respectively. 

In the case of the R152a refrigerant system, the change in performance is very significant with an increase in the 

de-superheating parameter. Fig shows that only 0.109% and 0.1365% increment in COP when the de-superheating 

parameter changes between 0-0.5 and 0.5-1, respectively. 

 

 

  

a) R717 COP Variation b) R32 COP Variation 

 

  

c) R134a COP Variation d) R41 COP Variation 
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e) R290 COP Variation f) R1234ze COP Variation 

 

  

g) R600a COP Variation h) R152a COP Variation 

FIGURE 4. The influence of “a” and “de” parameters on the COP 

 

CONCLUSIONS 

In the theoretical analysis of the multi-stage VCRS, the R717, R32, R290, R1234ze(E), R152a, R41, R134a, and 

R600a refrigerants are considered to investigate the energy analysis of the system using EES software. Based on the 

four parameters, i.e., 𝑇𝑒𝑣𝑎𝑝, 𝑇𝑐𝑜𝑛𝑑 , a, and de, the COP of the system is optimized. 

 

The following conclusions can be drawn from the findings: 

 

• R717 exceeds the other seven refrigerants in terms of COP. R717 shows a maximum COP of 3.626 before 

optimization and 6.199 after optimization, while the R41 refrigerant system shows a minimum COP of 

2.405 before optimization and 4.602 after optimization. 

• With an increase in the sub-cooling parameter the performance of the system increases. The COP of the 

system increases as the de-superheating parameter is increased for R717, R32, and R152a refrigerants. 

• Among eight refrigerants, R134a, R290, and R41 show an adverse effect on COP when the “de” parameter 

is increased. The effect of increasing the “de” parameter on R1234ze and R600a refrigerants is negligible. 
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• After optimization, the maximum COP came out for R717 refrigerant with an increment of 70.96%, 

followed by R152a with an increment of 68.12% in COP. 

• At sub-cooler efficiency, evaporation temperature, and condensation temperature, R41 refrigerant shows less 

value of COP as compared to the other seven refrigerants. 

 

From the above conclusions, R717 performs better than the other seven refrigerants. R152a can be an alternate 

option for R717, and R41 refrigerant is not preferred to use because of its less performance and high flammability. 
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Abstract:  

The proliferation of grid-connected photovoltaic (PV) systems has generated considerable apprehension among 

power system operators due to worries about electricity quality, leading to the implementation of increasingly 

strict standards and regulations. Inter-harmonics and DC offset have emerged as prominent power quality issues 

in grid-connected photovoltaic (PV) systems, constituting significant obstacles. This article provides a thorough 

examination of the methods used to improve the performance of a three-phase grid-connected photovoltaic (PV) 

system, with a specific focus on mitigating inter-harmonics and DC offset. The presence of inter-harmonics and 

DC offset may have a substantial negative impact on the overall performance of a system, resulting in 

compromised power quality and diminished energy extraction capabilities. In order to address these challenges, a 

method known as ensembled Deep Reinforcement learning (EDRL) Maximum electricity Point Tracking (MPPT) 

is used to optimize the extraction of electricity from the photovoltaic (PV) array. Furthermore, the integration of 

a Coati Optimization Algorithm (COA) with a fuzzified Phase-Locked Loop (PLL) synchronization mechanism 

is used to ensure precise synchronization with the grid. The EDRL MPPT approach demonstrates a proficient 

ability to accurately monitor and follow the maximum power point of the photovoltaic (PV) array. This is achieved 

by using a reward system that is based on the lowest overall harmonic distortion in the grid current. The COA 

(Centralized Optimization Algorithm) is used to effectively tune the hyperparameters of the fuzzy system. The 

primary objective of this optimization process is to reduce the DC offset, hence ensuring a steady and precise 

synchronization between the fuzzy system and the grid. The efficacy of the proposed system is assessed by means 

of comprehensive simulations and experimental validation. The findings of this study provide evidence supporting 

the efficacy of the Enhanced Distributed Reactive Load Maximum Power Point Tracking (EDRL MPPT) approach 

in optimizing power extraction and reducing the impact of inter-harmonics. The COA-fuzzified-PLL 

synchronization system is designed to provide precise grid synchronization while mitigating the adverse effects 

of a 2.89% total harmonic distortion (THD) in grid current, particularly the influence of direct current (DC) offset. 

The integration of many approaches presents notable improvements in terms of power quality, energy extraction 

efficiency, and system stability. 

Keywords: Three-phase grid connected, PV, inter-harmonics, DC offset, EDRL, COA-Fuzzified PLL,  

Abbreviations 

MPPT Maximum Power Point Tracking 

EDRL ensembled Deep Reinforcement learning 

COA Coati Optimization Algorithm 

PV photovoltaic 

PLL Phase-Locked Loop 

DC Direct Current 

SRF synchronous reference frame 

SOGI second-order generalized integrator 

ROGI Reduced-Order Generalized Integrator 

TOGI Third Order Generalised Integrator 

P & O perturb and observe 

THD Total Harmonic Distortion 

PWM Pulse width modulation  

DQN Distinct neural network 

DDPG Deep Deterministic Policy Gradient 



rlTD3 twin-delayed deep deterministic policy 

gradient 

PPO Proximal Policy Optimization  

LCL Inductor–Capacitor–Inductor filter 

 

Introduction 

The escalating global demand for sustainable and clean energy sources has led to the emergence of solar 

photovoltaic (PV) systems as a viable solution to address the challenges of environmental pollution and the 

depletion of fossil fuel reserves. The deployment of solar photovoltaic (PV) systems that are connected to the grid 

has attracted significant attention due to their ability to efficiently harness abundant solar energy and seamlessly 

incorporate it into the power grid. The grid-connected solar PV system is a promising form of a nonconventional 

energy resource that generates electricity without emitting carbon, thereby contributing to a cleaner environment. 

Nevertheless, the intermittent nature of the solar PV system precludes its direct connection to the utility grid, 

necessitating asynchronous coupling through the utilization of converter devices. 

The utilization of a grid-tied AC/DC converter, coupled with an appropriate control methodology, facilitates the 

fulfilment of grid connection prerequisites for solar photovoltaic systems. These prerequisites encompass 

electrical power flow management, harmonic mitigation, enhanced quality of power, stability, and grid 

harmonization [1]. The employment of photovoltaic (PV) arrays in the design of grid systems is widely adopted 

and acknowledged as the predominant method. The control problem of transmitting maximal electrical energy 

accessible to the load regardless of the situation is commonly referred to as MPPT. The primary objective of 

Maximum Power Point Tracking (MPPT) is to effectively regulate the fluctuations in output voltage that arise due 

to variations in PV power. Furthermore, photovoltaic systems demonstrate a non-linear correlation between output 

current along with voltage, resulting in substantial efficiency reductions. [2] 

Typically, the interface circuit for the grid is expected to carry out three primary functions, namely voltage 

sensing, filtering, and A/D conversion. The occurrence of direct current (DC) offset in the measured grid voltage 

can be ascribed to the non-linear characteristics of voltage sensors, the analog-to-digital (A/D) conversion 

procedure, and the thermal drift exhibited by analog components. This phenomenon may occur despite the 

implementation of a well-designed grid interface circuit. [3] The input sine signal’s undesirable component on the 
resultant waveform of the PLL structure is the addressed DC offset. The reference sine signal is commonly 

employed in the creation of reference currents for photovoltaic or grid-tied converters. Several established 

standards, including IEEE 1547-200, EN61000-3-2, and IEC 61727, delineate the permissible limit of direct 

current injection into the grid that may be attributed to photovoltaic systems or other converters that are connected 

to the grid. Various techniques can be employed to eliminate the induced DC offset in the measured grid voltage. 

The existence of inter-harmonics within the power system has a detrimental impact on its overall performance. 

The connection of a significant quantity of non-linear loads to the power system results in a range of 

complications, including inadequate power factor, excessive heating of transformers and power cables, impaired 

functioning of protection devices, heightened transmission losses, and substandard voltage regulation [3]. Inter-

harmonic components result in significant energy wastage. The escalation of inter-harmonics within the power 

system can be closely associated with non-linear power electronic loads, such as variable frequency drives, 

converters, and inverters. Environmental conditions, such as temperature variations and irradiance fluctuations, 

can affect the performance of PV modules and inverters. These variations can introduce oscillation in the output 

power and current harmonics, including inter-harmonics. 

As a result of the previously stated DC offset in voltage and current, the waveforms exhibit asymmetry along the 

x-axis. Consequently, the process of interrupting asymmetrical current is considerably more challenging than 

interrupting symmetrical current, as per reference [3]. Moreover, as a result of the direct current offset, there is a 

possibility of imbalanced grid voltages. This phenomenon has the potential to result in the degradation of power 

quality issues. Therefore, it can be concluded that harmonics and DC offset are unnecessary in a functional power 

system. 

1.1 Problem Statement and Contributions 

The efficiency of solar PV systems that are associated with the grid is subject to the impact of multiple factors, 

including fluctuations in solar irradiance, environmental circumstances, and distortions in grid voltage due to non-

linear loads and conversion processes. These distortions include inter-harmonics and DC offset [2]. Several causes 

can account for the fact that some observed systems’ output currents have unwelcome direct current components. 
Non-linearities in switching devices, small errors and offset drifts in voltage and current measurement sensors 



used to provide feedback signals for control systems are all examples of sources of imprecision and error in PWM 

signals [14]. 

 In the context of PV inverters, it is possible that inter-harmonics are attributable to the MPPT control mechanism. 

Partly shedding conditions lead to irradiance fluctuations that can affect the performance of PV modules and 

inverters. These variations can introduce fluctuations in the output power and current harmonics, including inter-

harmonics. The conventional techniques employed for achieving maximum power point tracking (MPPT) and 

grid synchronization are constrained by issues related to inter-harmonics. Additionally, traditional 

synchronization methods, such as Phase Locked Loop (PLL), may struggle to maintain accurate synchronization 

with the grid in the presence of voltage distortions or frequency variations, results DC offset problems. 

These challenges are addressed in this work, and contributions are: 

• To address these challenges, this research aims to improve the power quality of grid-tied solar PV 

systems by proposing the utilization of a novel ensembled Deep Reinforcement Learning (EDRL) MPPT 

controller, and a Coati Optimization Algorithm tuned Fuzzified-Phase Locked Loop (COA Fuzzified-

PLL) based synchronizing system. 

• The ensembled DRL MPPT controller leverages the power of deep learning and reinforcement learning 

techniques to optimize the MPPT process, enabling the mitigation of inter-harmonics and efficient power 

extraction with a constant reference DC voltage at the DC link. 

• The objective of the synchronizing system based on COA Fuzzified-PLL is to achieve reliable 

synchronization with the electrical grid, even under voltage distortions and frequency variations, while 

also being able to reject DC-offset. 

1.2. Article Structure 

The article begins with an introduction that highlights the significance of power quality enhancement in grid-tied 

PV systems and outlines the existing challenges. A comprehensive literature review is provided, examining the 

limitations of current control strategies and exploring previous research on adaptive control techniques. The 

system configuration and proposed controller of the grid-tied PV system with Ensembled DRL are presented in 

section ΙΙΙ. The proposed COA-Fuzzified-PLL control strategy, including the Fuzzy membership function, is then 

described. The article proceeds to present experimental results to validate the effectiveness of the proposed 

strategy. A discussion section provides an in-depth evaluation of the approach, its advantages, limitations, and 

implications for power quality enhancement. Finally, the paper concludes with a summary of the key findings, 

contributions, and potential impact of the research, along with directions for future work. 

 

Related Work 

In current years, considerable research and development has focused on the power quality improvement of grid-

connected photovoltaic scheme regarding harmonics and DC offset. Several research studies have examined the 

creation and impact of inter-harmonics, underscoring the necessity for efficient reduction methods. Moreover, 

direct current offset in photovoltaic systems results in transformer saturation and elevated losses. The scholarly 

community has shown interest in identifying and eliminating DC offset. Various methods for mitigating these 

issues have been suggested to alleviate the issues of harmonics and DC offset, such as grid synchronization, phase-

locked loop (PLL) [3], synchronous reference frame (SRF-PLL) [4], and non-PLL techniques such as SOGI [9], 

Cascaded SOGI [10] within the context of this document. Thus, the attainment of accurate estimation and the 

elimination of unwanted periodic ripple in SRF-PLL [4] can be accomplished in the presence of a DC offset in 

the input signal. The paper [4] presents a novel phase-locked loop (PLL) that utilizes the Extended Second-Order 

Generalized Integrator (ESOGI) and is reconfigured by the Second-Order Generalized Integrator (SOGI) with 

Active Power Filter (APF). The study also suggests that the ESOGI-PLL exhibits satisfactory performance, even 

under conditions of elevated dc offset values and a high frequency of low-order harmonics. Furthermore, due to 

its uncomplicated architecture, the ESOGI-PLL suggested in this study can be readily executed on an inexpensive 

microcontroller. According to source [5], the second-order generalized integrator, which corresponds to the SOGI-

PLL, exhibits a relatively rapid transient response, a high capacity for rejecting disturbances, and a robust 

performance. One of the previously published works has suggested the utilization of SOGI-FLL [6] to improve 

the efficacy of SOGI-PLL in the context of frequency fluctuations. This is because the performance of SOGI-PLL 

is deemed inadequate in scenarios with variations in frequency and DC offset in the grid voltage. The article [1] 

presents a proposal for a comb filter utilizing a modified sliding Goertzel discrete Fourier transform (SGDFT)-

based phase-locked loop (PLL). The design incorporates the three degrees of freedom (DOFs) of second-order 



fraction delay, to mitigate the effects of non-integer frequency components. The SGDFT-based PLL [1] operates 

at a constant sampling frequency and aims to calculate the fundamental frequency, amplitude, and phase angle in 

order to achieve optimal synchronization. The paper [7], utilizes the Advanced Third Order Generalised Integrator 

(ATOGI) for controlling a two-stage three-phase photovoltaic system power quality. The ATOGI [7] is utilized 

for the purpose of extracting essential components from distorted grid voltages and non-linear load current. The 

proposed method effectively addresses the integrator delay and inter-harmonic challenges inherent in conventional 

SOGI techniques. Additionally, the DC-Offset Estimator component exhibits robust dc-offset rejection 

capabilities. The study [8] showcases a noteworthy implementation of two distinct generalized integrators: SOGI 

and the Reduced-Order Generalized Integrator (ROGI) controller, which are interconnected in a cascade 

configuration. The outcome of SOGI-ROGI yields several desirable characteristics, including the absence of phase 

shift, optimal filtering, minimal harmonic distortion, and favourable dynamic response. Furthermore, filtering 

techniques, such as passive filters and active power filters, have been explored to suppress these issues. Despite 

progress, challenges remain, including the need for improved detection methods and the integration of emerging 

technologies. 

As discussed in the introduction section, the voltage disturbance of photovoltaic arrays results in power 

oscillations, particularly during partial shedding operation. These power oscillations contain inter harmonics. 

Maximum Power Point Tracking (MPPT) control techniques have been suggested to harness maximum output 

and increase power quality over the years. Several approaches have been proposed in the literature for maximum 

power point tracking (MPPT) in photovoltaic (PV) power systems. These include a modified incremental 

conduction MPPT algorithm with a fuzzy controller [11], a hill-climbing (HC) modified fuzzy-logic (FL) MPPT 

control scheme implemented in both software and hardware [12], and a hybrid MPPT control strategy that 

integrates a modified perturb and observe (P&O) algorithm with an enhanced particle swarm optimization (PSO) 

algorithm [13]. Numerous heuristic techniques have been employed in the field, including the innovative 

Maximum Power Point Tracking (MPPT) method, which is adaptable to applications with rapid fluctuations 

through the utilization of Artificial Neural Network (ANN) [14]. Most of these techniques are based on models 

and aim to regulate various photovoltaic (PV) systems but not predict the inter-harmonics characteristics. The 

acquisition of an accurate model for photovoltaic (PV) systems and their associated parameters can remedy these 

harmonic challenges that are associated with PV panels in various configurations. The author is compelled to seek 

a methodology that is independent of any specific model. 

While several research studies have examined specific elements of inter-harmonics and DC offset in grid-

connected solar PV systems, there is a limited availability of sophisticated approaches and comprehensive 

methodologies that effectively tackle both of these concerns concurrently. The research gap pertains to the lack 

of comprehensive solutions that can adequately address the suppression and mitigation of inter-harmonics and 

DC offset, taking into account their potential interactions and cumulative impact on power quality. The 

simultaneous management of these phenomena will greatly improve the efficiency, reliability, and performance 

of grid-connected solar photovoltaic (PV) systems. 

 

System topology and control architecture 
 

3.1 System Topology 

The system is comprised of three primary components, namely photovoltaic (PV) panels or arrays, PV inverters, 

and the alternating current (ac) grid. PV inverters, such as the full-bridge inverter (IGBT), are integral in regulating 

the transmission of power from PV arrays to the AC grid. The Ensembled DRL maximum power point (MPP) 

based on total harmonic distortion (THD) Reward technique is employed for the purpose of producing a PWM 

signal that is utilized in a boost converter, with the aim of enhancing the voltage profile of the photovoltaic (PV) 

system and mitigating the inter-harmonic component. Figure 1 illustrates the conventional control configuration 

of 3-phase grid-connected photovoltaic (PV) inverters, A photovoltaic array with a power output of 250 kilowatts 

is linked to a 25 kV electrical grid through a three-phase converter. The photovoltaic (PV) array is composed of 

88 parallel strings. A series connection of 7 SunPower SPR-415E modules is present in each string. Table 1 

provides the relevant system parameters. To achieve optimal power extraction from photovoltaic arrays, the 

implementation of a maximum power point tracking (MPPT) algorithm is necessary.  

Table 1 The parameter setting of PV 



Parameters Values Standard Units 

PV arrays (series connected) 7 - 

PV arrays (parallel connected) 88 - 

Current of single PV array 6.09 A 

Voltage of single PV array 85.3 V 

Maximum power output 250 K watts 

Temperature  0-500   

Irradiation  680-1000   

 

 

Figure 1. Proposed methodology for performance quality enhancement of three Phase grid-connected solar PV 

system 

3.2 Proposed Methodology 

The methodology employs two key techniques: Ensembled Deep Reinforcement Learning (EDRL) based 

Maximum Power Point Tracking (MPPT) for inter-harmonics removal and a Novel Coati Optimization Algorithm 

(COA)-fuzzified Phase-Locked Loop (PLL) for DC offset removal is shown in figure 1. The methodology begins 

by utilizing Ensembled DRL, a combination of reinforcement learning and ensembled policy gradients, to 

optimize the MPPT process. Multiple neural network agents are trained independently, each responsible for 

tracking the maximum power point of the solar PV system. These agents collaborate and share their experiences 

through weighted averaging, ensuring diverse exploration and improving the accuracy of the MPPT process. This 

ensemble approach enhances the system’s performance by mitigating the effects of inter-harmonics, unwanted 

harmonics that can degrade power quality.  

The EDRL MPPT technique is utilized to ascertain the reference dc-link voltage during operation and to aid in 

mitigating inter-harmonic oscillation. Following this, the EDRL controller efficiently regulates the DC-link 

voltage, denoted as 𝑉𝑑𝑐, by utilizing a reward or penalty system based on the grid currents’ total harmonic 
distortion (THD). Inter-harmonics are a type of electrical disturbance that can occur in power systems. They are 

non-integer harmonic frequencies that fall between the standard integer harmonic frequencies. Inter-harmonics 

can result from various sources, including partial shedding conditions, non-linear loads, voltage fluctuations, and 

disturbances in the power system. However, the presence of inter-harmonics in the output current can be attributed 

to the utilization of power semiconductor devices and the variable power flow of the photovoltaic (PV) panels. 

Moreover, it is worth noting that the grid typically provides numerous non-linear loads that have the capability to 

absorb distorted currents. The fluctuating currents that pass through the impedances of the power distribution 

system, which vary in accordance with frequency, lead to a distortion of the voltage at the system bus. 

The subsequent approach incorporates a COA-fuzzified phase-locked loop (PLL) to alleviate the issue of direct 

current (DC) offset. The optimal performance of a fuzzy logic controller is achieved when the membership 



function parameters are efficiently and accurately tuned using COA optimization. COA-fuzzified PLL is an 

efficient approach to identifying and eliminating DC offset in the solar PV system connected to the grid. This 

technique guarantees precise synchronization with the utility grid and reduces the likelihood of power quality 

problems. The proposed methodology integrates the ensembled DRL-based MPPT and COA-fuzzified PLL 

techniques to enhance the overall performance of the 3-phase grid-connected solar PV system. The ensembled 

DRL optimizes the MPPT process, while the COA-fuzzified PLL eliminates DC offset and ensures precise 

synchronization with the utility grid. By effectively addressing inter-harmonics and DC offset, the methodology 

aims to improve power quality, maximize energy extraction, and enhance the overall performance of grid-

connected solar PV systems. 

3.3 Ensembled DRL-MPPT Approach for Inter-harmonic Mitigation 

The present study introduces a novel approach that involves incorporating a THD reward within the framework 

of ensembled deep reinforcement learning (EDRL) to address the issue of maximum power point tracking (MPPT) 

in photovoltaic (PV) arrays. Ensembled Deep Reinforcement learning (EDRL) provides an effective solution to 

this problem without requiring any parametric information regarding the dynamic parameters of the model. The 

objective of the algorithm is to illustrate the system analogy utilizing the DQN (discrete), DDPG (continuous), 

rlTD3 (continuous), and PPO (discrete) network framework. The ensembled DRL approach can be shown in 

Figure 2. 

The DRL consists of four primary components. The three fundamental components of DRL are commonly 

referred to as the state space 𝑋, reward function 𝑟, and action space 𝑈. The primary principle of Maximum Power 

Point Tracking (MPPT) is to optimize the power extraction from photovoltaic (PV) modules by ensuring their 

operation at the voltage corresponding to the maximum power point, thereby maximizing the available power 

output. The acquisition of knowledge by the agent is facilitated by any form of engagement with the environment. 

This process involves the execution of an action 𝑢𝑡 ∈ 𝑈, which triggers the evolution of the system from its current 

state 𝑥𝑡  ∈ 𝑋 to the subsequent state 𝑥𝑡+1. The agent obtains feedback in the form of a THD reward, which serves 

as a quantitative measure of the efficacy of the action or decision made by the agent. Consequently, the incentive 

serves as an indication to pinpoint the attainable objective or ideal resolution. The RL approach aims to identify 

an optimal policy 𝜋 that meets a given set of criteria. 𝐽∗ = max𝜋 𝐽𝜋 =  max𝜋 𝐸𝜋  {𝑟𝑡  |𝑥𝑡 = 𝑥}                                                           (1) 

The symbol 𝐽𝜋 denotes the cumulative expected reward under a given policy 𝜋. Assuming a policy π that absolves, 
the value function for a given time interval, denoted as 𝑉𝜋(𝑥), or the expected cumulative reward, is a function 

of 𝑥𝜋and is defined as 𝑥𝜋 = {𝑥𝑡}𝑡=1𝑡=𝑛, where the state values are represented by 𝑘𝜋 = {𝑘𝑡}𝑡=1𝑡=𝑛, which are sequences 

of actions taken by the agent. 

State Space 

The state-space design in Maximum Power Point Tracking (MPPT) problems involves analysing the movement 

of the Maximum Power Point (MPP) on the Photovoltaic (PV) curve across varying environmental conditions. 

The methodology employed in reinforcement learning is regulated by the photovoltaic current, power, and the 

direct current voltage of the coupling. The state-space comprises 𝑋, which is a vector containing the variables 𝑋 ∈[ 𝑉𝑃𝑉 , 𝐼𝑃𝑉 , 𝑃𝑃𝑉 ,∆𝑃𝑃𝑉 , ∫ ∆𝑃𝑃𝑉 , ∆ 𝑉𝐷𝐶]. The selection of duty cycle within the range of [0,1] is governed by the 

variable X. The divergence of PV power from the intended generation capacity is denoted by ∆𝑃𝑃𝑉  , while the 

discrepancy between the reference coupling voltage and the measured  𝑉𝐷𝐶  is represented by ∆ 𝑉𝐷𝐶. 

Action Space 

The MPPT problem is typically associated with a discrete action space. The aforementioned approach ensures a 

notable degree of accuracy and serves as a potent pedagogical strategy, rendering it a computationally expedient 

methodology. The EDRL-MPPT agent’s action involves a predetermined duty cycle. The duty cycle 𝐷𝑐  is 

determined within the range of 𝐷𝑐 = (0,1] through a sequence of actions, with an incremental interval of 0.01 in 

case of discrete action space. Consequently, a matrix comprising of one hundred potential actions is generated. 



 

 

Figure 2. Ensembled DRL for MPPT control in a three-phase grid connected PV system 

Reward  

The agent receives a reward contingent upon the action executed. The reward signals have been designed to 

achieve the objective of minimizing the total harmonic distortion in grid current. Total harmonic distortion (THD) 

is a crucial metric for assessing power quality as it measures the level of harmonic distortion that exists in the 

waveform of the grid current. Through the incorporation of Total Harmonic Distortion (THD) as a form of 

incentive in ensembled Deep Reinforcement Learning (EDRL), the agents are capable of acquiring knowledge to 

enhance the efficiency of the system’s operations and control tactics. This enables the minimization of harmonic 

distortion and guarantees a seamless transfer of power to the grid. The utilization of the ensemble approach 

facilitates the agents to collaboratively explore diverse control parameters, strategies, and switching techniques 

with the aim of mitigating total harmonic distortion (THD). By means of iterative learning and collaborative 

efforts, the ensemble agents are capable of identifying optimal solutions that effectively reduce harmonic 

distortion and improve the overall power quality within the grid-connected photovoltaic system. 

The total harmonic distortion (THD) in grid current is a measure of the harmonic distortion present in the current 

waveform of a three-phase grid-connected PV system. When designing a reward function for Deep Reinforcement 

Learning (DRL) applied in such a system, the THD can be incorporated as a component to incentivize the 

reduction of harmonic distortions. 

The mathematical formula for calculating THD in the grid current can be expressed as follows: 

𝑇𝐻𝐷 = √(𝐼𝑟𝑚𝑠𝐼1 )2 × 100                                                                          (2) 

Where, THD is the total harmonic distortion of the grid current, 𝐼𝑟𝑚𝑠 represents the rms value of the individual 

harmonic current components, 𝐼1 represents the rms value of the fundamental current component. When 

incorporating THD in the reward function for DRL, the goal would be to minimize the THD value. This can be 

achieved by assigning a negative reward proportional to the THD value. For instance, the THD-based reward 

function can be defined as: 𝑅𝑒𝑤𝑎𝑟𝑑 = −𝐾 × 𝑇𝐻𝐷                                                                        (3) 

Where, Reward is the reward value assigned to the DRL agent, K is a scaling constant that determines the weight 

or importance of the THD in the overall reward calculation. By using this reward function, the DRL agent is 

encouraged to learn policies that result in lower THD values, thus promoting a reduction in harmonic distortions 

in the grid current of the three-phase grid-connected PV system. 



The proposed ensembled deep reinforcement learning (EDRL) involves the construction of a collective of DRL 

models that cooperate in order to enhance the overall efficacy and resilience of the learning system. The weighted 

ensembled DRL learning process involves training multiple DRL models independently, each with its own set of 

weights. During the decision-making phase, the models’ outputs are combined using weighted averaging or 
another aggregation method that considers the assigned weights. The weights can be adjusted dynamically based 

on the models’ performance, exploration-exploitation trade-offs, or other criteria. This approach aims to leverage 

the diversity and expertise of individual agents while assigning different degrees of importance to their 

contributions based on their performance or confidence levels. Algorithm-1 presents the proposed weighted 

average deep reinforcement learning (DRL) approach. Four distinct neural network agents (namely DQN, DDPG, 

rlTD3, and PPO) were utilized in this study. Each agent was trained independently, with unique sets of parameters, 

exploration strategies, and architectures, as outlined in the subsequent section. The aforementioned agents engage 

with their surroundings, obtain incentives, and revise their strategies through reinforcement learning 

methodologies. Upon completion of training the four Deep Reinforcement Learning (DRL) models, the resultant 

policy is utilized to obtain the duty cycle denoted as 𝐷𝑐 . Therefore, the overall probability denoted as 𝑇𝑝𝑏  can be 

expressed as a weighted average of the duty cycle obtained from individual DRLs, as shown in Equation (4).  𝑇𝑝𝑏 = 𝑤1 ∗ 𝐷𝑐1 + 𝑤2 ∗ 𝐷𝑐2 + 𝑤3 ∗ 𝐷𝑐3 + 𝑤4 ∗ 𝐷𝑐4                                       (4) 

The weights of DQN (discrete), DDPG (continuous), rlTD3 (continuous), and PPO (discrete) are denoted as 𝑤1, 𝑤2 , 𝑤3 , and 𝑤4, respectively. Additionally, the duty cycle for each of the DRL models are represented as 𝐷𝑐1, 𝐷𝑐2, 𝐷𝑐3, and 𝐷𝑐4. Based on the Algorithm of DQN (discrete), DDPG (continuous), rlTD3 (continuous), and 

PPO [23], the models are trained and saved. The approach employed to obtain output from a weighted average 

deep reinforcement learning (DRL) method is derived from the research paper referenced as [23]. The method is 

applied to each model, resulting in the acquisition of 𝐷𝑐1, 𝐷𝑐2 , 𝐷𝑐3, and 𝐷𝑐4. The final weighted average action is 

obtained using Equation (4). The model structure that has been suggested is depicted in Figure 2. The algorithm  

Algorithm 1: EDRL THD Reward MPPT PV Control 

1. Establish a connection to the solar PV array SunPower SPR-415E. 

2. Determine the magnitude of the current and voltage that results from a short circuit and open circuit  

3. Calculate the maximum power for 𝑁𝑆 = 7 (PV’s in series) and 𝑁𝑝 = 88 (PV’s in parallel) using 𝑃𝑛𝑝𝑝 =(𝑁𝑆  × 𝑉𝑚𝑝𝑝) × (𝑁𝑃 × 𝐼𝑚𝑝𝑝) 

4. Choose the DC-link voltage. 

5. Set the EDRL agent’s initial state, action, and reward. 
6. State-space X=[ 𝑉𝑃𝑉 , 𝐼𝑃𝑉 , 𝑃𝑃𝑉 ,∆𝑃𝑃𝑉 , ∫ ∆𝑃𝑃𝑉  ] 
7. Action space U= (0,1] 
8. Update duty cycle 𝐷𝑐  

9. calculate: 𝑒(𝑡) and ∆𝑒(𝑡)  

10. Pass the error and ∆𝑒(𝑡)  through  

11. Provides these values to the network DQN, PPO, TD3, and DDPG 
12. Initialize / Load 𝑄, 𝛼 learning rate, and 𝛾 discount factor. 

13. for 𝑗 = 1 𝑡𝑜 𝑀 do 

14.               Get initial state 𝑥0 

15.               for 𝑡 = 1 𝑡𝑜 𝑇 do 

16.                      Select action 𝑢𝑡 from the set defined 

17.                      Execute the action 𝑢𝑡 

18.                      Get a new state 𝑥𝑡+1 and reward 𝑟 

19.                      Store the transition (𝑥𝑡 , 𝑢𝑡,𝑢𝑡+1,𝑢𝑡+1)  

20.                      IF |𝑅| > 𝑁 
21.                           Update the network using weighted average EDRL: 

22.                      end if  

23.                Set 𝑥𝑡 = 𝑥𝑡+1  

24.           end for 

25. end for 

The present study employs an EDRL methodology that involves assessing a weighted average of the behaviors 

exhibited by four distinct models. These models, which will be elaborated upon in the subsequent section, consist 

of two models operating within a continuous action space and two operating within a discrete action space. The 

average reward per episode during training of EDRL can be shown in figure 3. 



 

Figure 3. The average reward per episode during training of EDRL 

 

3.3.1 DQN (Discrete) 

DQN and its associated variant, double Q, are commonly employed to manage a discrete action space [16-19]. As 

per reference, the selection of a policy to implement in DQN is contingent upon identifying the action that will 

result in the highest attainable reward for the present state. The primary concern raised in DQN pertains to an 

overestimation of the Q-value in action, which poses a hindrance to the development of an optimal strategy. The 

utilization of a policy-based paradigm is advantageous in addressing the intricacy of DQN. The DDPG and PPO 

models exhibit versatility in their ability to operate effectively in both continuous and discontinuous action spaces. 

The present study employs a sole DQN in the context of DDPG and a discrete action space, as opposed to a 

continuous one. Consequently, the model computes the ensembled average of the behaviour with appropriate 

weighting.  

DQN stores state-action pairings as < 𝑆𝑡 , 𝐴𝑡 , 𝑆𝑡+1, 𝐴𝑡+1 >.. 𝑆𝑡+1, 𝐴𝑡+1 are the states and actions at 𝑡 + 1. DQN 

provides extremely uncorrelated data from random prior events.  

Weight loss function (𝜃): 𝐿𝑖(𝜃𝑖) =  𝔼𝑆,𝐴~𝜌(.)[(𝑦𝑆𝑖 − 𝑄(𝑆, 𝐴; 𝜃𝑖))2]                                         (5) 

Equation (5) gives the target as 𝑦𝑖  and prediction as 𝑄(𝑆, 𝐴; 𝜃𝑖). In the previous iteration, the weights were 𝜃𝑖−1, 

and the desired output from Equation (5) was 𝑦𝑖 =  𝔼𝑆′,~𝜀[𝑟 + 𝛾 max𝐴′  𝑄(𝑆′, 𝐴′; 𝜃𝑖−1)]                                      (6) 

The stochastic gradient of equation 5 with the replacement of the target 𝑦𝑖using equation 6 is ∇𝜃𝑖𝐿𝑖(𝜃𝑖) =  𝔼𝑆,𝐴~𝜌(.)[(𝑟 + 𝛾 max𝐴′  𝑄(𝑆′, 𝐴′; 𝜃𝑖−1) − 𝑄(𝑆, 𝐴; 𝜃𝑖))∇𝜃𝑖𝑄(𝑆, 𝐴; 𝜃𝑖)]          (7) 

The variable 𝛾 denotes the discount factor, while 𝑟 represents the reward. The computational procedure executes 

for a total of 𝑀 iterations. The agent selects a set of tuples from the existing data based on the chosen action. The 

execution of the task is obtained by the agent via the values indicated in Equation (7). The incentive is contingent 

upon behaviour and can manifest as either a favourable or unfavourable outcome. 



3.3.2 DDPG (Continuous) 

The DDPG model is categorized as a policy-based approach that is applicable to action spaces that are either 

continuous or discrete. The present approach is proposed as a solution to address the challenges encountered in 

the Deep Q-Network (DQN) and to mitigate the impact of densely connected neural networks. The approach 

described in reference [21] has demonstrated efficacy in managing environments characterized by continuous 

action spaces. Therefore, it is highly appropriate for the current academic research setting. 

The DDPG architecture comprises two distinct components, namely the actor and critic. The representation of the 

actor is denoted as  𝜇(𝑆|𝜃𝜇)). The representation of the critic can be denoted as (𝑆, 𝐴|𝜃𝑄)). 

The gradient update incorporates the deterministic policy function denoted by 𝜃𝜇  and the Q network denoted by 𝜃𝑄. During each iteration of the training process, the actors and critic engage in the exchange of information. In 

the context of soft update networks in Deep Deterministic Policy Gradient (DDPG), the actor and critic networks 

are denoted as 𝜇(𝑆|𝜃𝜇′))  and  (𝑆, 𝐴|𝜃𝑄′)) respectively. 

The notation used in the text denotes that 𝜃𝜇′
 refers to the Target policy network, while 𝜃𝑄′

 refers to the Target 

Q network. The policy function with direction, denoted as 𝜃𝜇, is commonly represented as 𝐽(𝜃𝜇), while its 

gradient is typically denoted as follows: 𝜕𝐽(𝜃𝜇) 𝜕𝜃𝜇 = 𝐸[∇μ(S)𝑄(𝑆, 𝜇(𝑆|𝜃𝜇)|𝜃𝑄)∇θμ𝜇(𝑆|𝜃𝜇)]                                              (8) 

The critic network in the Deep Deterministic Policy Gradient (DDPG) algorithm minimizes the loss function, 

which is the Mean Square Error (MSE), with respect to the action (A). The resulting expression for the loss 

function is obtained as a result. (𝜃𝑄) = 𝐸[(𝑄𝑡𝑎𝑟𝑔𝑒𝑡 − 𝑄𝑝𝑟𝑒𝑑𝑖𝑐𝑡)2]                                                        (9) 

Where, 𝑄𝑡𝑎𝑟𝑔𝑒𝑡 = 𝑟 + 𝛾𝑄(𝑆𝑡+1𝜇(𝑆𝑡+1|𝜃𝜇′)|𝜃𝑄′  ) and  𝑄𝑝𝑟𝑒𝑑𝑖𝑐𝑡 = 𝑄(𝑆, 𝐴|𝜃𝑄) 

In contrast to the DQN approach, the target networks undergo updates at each time and step through the utilization 

of soft updates. 

3.3.3 PPO (Discrete) 

The computation of PPO is an integral component of the weighted ensembled strategy employed in this context. 

The model in question is a policy-based approach that regulates the gradient of the policy update, as described in 

reference [21]. This is carried out to ensure alignment between the policies. The utilization of this can be applied 

to either a discrete or continuous action space. The implication of this statement is that the on-policy model in a 

discrete action space exhibits a limited capacity for policy modifications during implementation. The evaluation 

of the performance of a chosen action is conducted through the utilization of the critic network, as per the 

advantage function. Equation (7) provides the advantage function. 𝐴̂𝑡 =  𝛿𝑡 +  (𝜆𝛾)𝛿𝑡+1 + · · ·  + (𝜆𝛾𝑇 −𝑡+1) 𝛿𝑇−1                                          (10) 𝛿𝑡 = 𝑟𝑡 + 𝛾𝑉𝜋(𝑆𝑡+1) − 𝑉𝜋(𝑆𝑡)                                                         (11) 

In Equation (8), the state-value function is denoted as 𝑉𝜋(𝑆) and serves as a representation. 𝑉𝜋(𝑆) = 𝔼𝜋[∑ 𝛾𝑘∞𝑘=0 𝑟𝑡+𝑘+1|𝑆𝑡 = 𝑆]                                                   (12) 

The policy utilized for environmental sampling is denoted as 𝜋𝜃𝑜𝑙𝑑 , while the policy subject 

t to optimization is represented as π_θ. PPO utilizes the clipped surrogate objective to establish the bounding 
constraints on the policy updates, thereby ensuring the stability of the training process. The target function utilized 

in PPO undergoes a transformation, as depicted in Equation (13). 𝐽𝜃 ≈ ∑ min (𝜋𝜃(𝐴𝑡 𝑆𝑡)⁄𝜋𝜃𝑜𝑙𝑑 𝐴̂𝑡 , 𝑐𝑙𝑖𝑝((𝑆𝑡,𝐴𝑡) 𝜋𝜃(𝐴𝑡 𝑆𝑡)⁄𝜋𝜃𝑜𝑙𝑑 , 1 − 𝜖, 1 + 𝜖)𝐴̂𝑡                        (13) 

3.3.4 rlTD3 twin-delayed deep deterministic policy gradient (Continuous) 

TD3, an actor-critic structure, combines action as a policy function and value function on the present policy. TD3 

needs continuous action space [22]. TD3, the upgraded DDPG, eliminates value function overestimation. 

Reducing value function overestimation improves accuracy and reduces variance. The TD3 network forms the 



target network using the smallest of two critic networks. TD3’s delayed actor network updates every two-time 

step for stability and efficiency throughout training. Clipped noise calculates targets when the action is selected. 

High action value makes the model robust in all scenarios (continuous action-space). DDPG overestimates the Q-

function, but TD3 employs dual Q-functions, delayed policy updates to ensure stability, and smoothens the target 

policy. Twin delay DDPG. For continuous action-space environments. 

Equation (14) represents the target action of the policy 𝜇𝜃𝑡𝑎𝑟𝑔, which has been modified by the addition of clipped 

noise.  𝐴′(𝑆′) = 𝑐𝑙𝑖𝑝(𝜇𝜃𝑡𝑎𝑟𝑔(𝑆′) + 𝑐𝑙𝑖𝑝(∈, −𝑐, 𝑐), 𝐴𝐿𝑜𝑤 , 𝐴𝐻𝑖𝑔ℎ), ∈ ~ 𝒩(0, 𝜎)                            (14) 

All instances of the target action A are found to be satisfactory, 𝐴𝐿𝑜𝑤 ≤ 𝐴 ≤ 𝐴𝐻𝑖𝑔ℎ 

Equation (15) presents the clipped double Q-learning function.,  𝑦(𝑟, 𝑆′, 𝑑) = 𝑟 + 𝛾(1 − 𝑑) min𝑖=1,2 𝑄𝜙𝑖,𝑡𝑎𝑟𝑔(𝑆′, 𝐴′(𝑆′))                                         (15) 

The policy is acquired through the process of maximizing the 𝑄𝜙1: max𝜃 Ε[𝑄𝜙1(𝑆, 𝜇𝜃(𝑆))]                                                                           (16) 

Equation (17) provides the expression for the Q-function through one-step gradient descent. ∇𝜙𝑖 1|𝐵| ∑ (𝑄𝜙1(𝑆, 𝐴) − 𝑦(𝑟, 𝑆′, 𝑑))2(𝑆,𝐴,𝑟,𝑆′,𝑑)                                                      (17) 

for 𝑖 = 1,2 

Equation (18) depicts the policy update utilizing one step gradient ascent, ∇𝜙𝑖 1|𝐵| ∑ 𝑄𝜙1(𝑆, 𝜇𝜃(𝑆))𝑆𝜖𝐵                                                                   (18) 

 

3.4 COA Fuzzified-PLL based Controller for DC offset Removal 

The output of a PV inverter typically exhibits a direct current (DC) offset voltage component. This phenomenon 

arises due to various factors, such as discrepancies among power modules, asymmetry in driving pulses, and errors 

in current detection. According to reference [3], the presence of induced DC offset in the measured grid voltage 

can result in undesirable fluctuations in the estimated values of both the amplitude and frequency of the grid 

voltage. The amplitude of the induced ripple is contingent upon both the percentage of the DC offset value and 

the fundamental frequency of the power grid. Thus, the presence of DC offset in the measured grid voltage renders 

the estimation procedure of the grid parameters virtually infeasible. This paper presents a novel approach for 

mitigating induced DC offset. The proposed method employs COA Fuzzified-PLL-based controller, can be shown 

in Figure 3. The Fuzzified-Phase-Locked Loop (PLL) was developed through the replacement of the Proportional-

Integral (PI) controller with a Fuzzy Logic Controller (FLC) within the context of the PLL. The Coati 

Optimization algorithms are employed to optimize the parameters of the fuzzy, including membership functions, 

rule base, and scaling factors. Fuzzification is applied to handle the uncertainty and imprecision associated with 

DC offset, transforming the input signals into fuzzy sets. 

The phase-locked loop (PLL) operates by minimizing the phase discrepancy between a reference signal and a 

feedback signal within the control loop. The process involves modifying the phase of a voltage-controlled 

oscillator (VCO) until the two signals achieve phase alignment. Phase-locked loops (PLLs) are vulnerable to 

various factors such as noise, non-linearities, and abrupt disturbances, which can adversely impact their 

operational efficiency. The introduction of fuzzy logic to the PLL architecture helps overcome these limitations. 

Changes in angular phase angle (𝛥𝜃) can be observed subsequent to each phase angle jump. The application of 

phase angle change is intended to address subtle and abrupt changes. The proposed model inserts the fuzzy 

controller between the phase detector and the low-pass filter in a conventional PLL device.  

 In the conventional phase-locked loop (PLL), the three-phase voltage vector is converted from the 𝑎𝑏𝑐 natural 

reference frame to the 𝛼𝛽 stationary reference frame through the utilization of Clarke’s transformation. 
Subsequently, it is further converted to the 𝑑𝑞 rotating frame using Park’s transformation, as depicted in Figure 
1. The proposed modification being suggested for the PLL framework pertains to its existing control mechanism. 

The difference between the reference currents 𝐼𝑑  and 𝐼𝑞  and the measured currents 𝐼𝑑  and 𝐼𝑞  is utilized as the input 



signal for the fuzzy logic controller. The equation depicts the modelling design of Fuzzified-PLL. The variables 𝑉𝑎 , 𝑉𝑏, and 𝑉𝑐 represent the magnitudes of the three-phase voltage. 

[𝑉𝑎𝑉𝑏𝑉𝑐 ]  = [ 𝑉𝑚 cos 𝜃𝑉𝑚 cos(𝜃 − 2𝜋 3⁄ )𝑉𝑚 cos(𝜃 + 2𝜋 3⁄ )]                                                            (19) 

The conversion of these signals into the stationary reference frame signals 𝑉𝛼  and 𝑉𝛽 is achieved through the 

application of the Clarke transformation, while the Park transformation is utilized for the conversion to the dq 

frame. 

[𝑉𝛼𝑉𝛽]  = 2 3⁄ [1 −1 2⁄ −1 2⁄0 −√3 2⁄ √3 2⁄ ] 

𝑉𝑎𝑉𝑏𝑉𝑐                                                      (20) 

[𝑉𝑑𝑉𝑞 ] = [cos 𝜃∗ − sin 𝜃∗sin 𝜃∗ cos 𝜃∗ ] [𝑉𝛼𝑉𝛽]                                                        (21) 𝑉𝑑  = 𝑉𝛼 𝑐𝑜𝑠 𝜃∗  −  𝑉𝛽  𝑠𝑖𝑛 𝜃∗  ≈  𝑉𝑑,𝑂𝑓𝑓𝑠𝑒𝑡  +  𝑉𝑚                                           (22) 𝑉𝑞  =  𝑉𝛼  𝑠𝑖𝑛𝜃∗  +  𝑉𝛽 𝑐𝑜𝑠 𝜃∗  ≈  𝑉𝑞,𝑜𝑓𝑓𝑠𝑒𝑡 − 𝑉𝑚𝑒                                           (23) 

The symbols 𝑉, 𝜃, and 𝜃∗ represent the, magnitude of voltage, input angle, and estimated angle, respectively. 𝑒 is 

the error in phase angle. The main objective of the proposed controller is to eliminate the direct current (DC) 

offset component that exists in the synchronous q-axis and d-axis components, denoted as 𝑉𝑑,𝑜𝑓𝑓𝑠𝑒𝑡  and 𝑉𝑞,𝑜𝑓𝑓𝑠𝑒𝑡  

respectively which is shown equation (23). 

The fuzzy controller employs optimized parameters and a rule base to make decisions based on the fuzzy sets of 

the input signals. The controller generates control signals that adjust the PLL’s parameters dynamically to cancel 
out the DC offset component effectively. The fundamental stages of fuzzy logic control consist of three distinct 

phases, which are fuzzification, decision-making, and defuzzification. The procedure of fuzzification pertains to 

the transformation of quantitative measurements of input variables into a precisely defined linguistic variable 

boundary, which is denoted by a fuzzy set. The performance of the optimized fuzzy-PLL is evaluated by assessing 

the accuracy of DC offset removal and the overall improvement in power quality.   

 

Figure 4. COA Fuzzified-PLL based Controller 



The Novel Coati Optimization algorithm is used to optimize the parameter of fuzzified-PLL. Figure 4 illustrates 

a comprehensive model of a fuzzy phase-locked loop (PLL). The global optimization COA approach offers 

numerous advantages, including the absence of control parameters, the ability to solve complex high-dimensional 

problems across various domains, superior research and search process balancing, and effective handling of 

optimization applications. Given the presence of two inputs and one output, 18 positions of membership functions 

must be optimized by utilizing the Coati Optimization (COA) algorithm. An objective function is selected to 

minimize the total harmonic distortion in the optimization process. The fuzzy controller being examined employs 

linguistic variables, specifically negative big (NB), negative medium (NM), small negative (NS), zero (ZE), small 

positive (PS), medium positive (PM), and positive big (PB), to establish the error and error rate. These variables 

are differentiated by their corresponding memberships. The concept of memberships pertains to mathematical 

curves that facilitate the process of mapping each point within the input space to a corresponding membership 

value that falls within the range of 0 to 1.  

The study involves the modification of eighteen membership function positions for each coati, followed by 

evaluating a fuzzified-PLL system based on the resulting error. The membership range of two inputs is defined as 

[-10 to 10] and [-1 to 1], and one output as [-10 to 10]. The above ranges remain constant throughout the simulation 

and do not undergo any modifications. The trapezoidal function has a fixed range that spans from negative infinity 

to positive infinity, both at the initial and final points. Additionally, it is worth noting that two points of intersection 

exist between each membership function and other membership functions. Table 3 provides clear evidence of this 

assertion.  

Table 2 The range values for the input/output of fuzzy controller. 

Membership 

functions 

Range parameters 

Trapezoidal [−∞, −0.032, 𝑥 (1), 𝑥 (2)] 
Triangular [𝑥 (1), 𝑥 (2), 𝑥 (3)] 
Triangular [𝑥 (2), 𝑥 (3), 0] 
Triangular [ 𝑥 (3), 0, 𝑥 (4)] 
Triangular [0, 𝑥 (4), 𝑥 (5)] 
Triangular [𝑥 (4), 𝑥 (5), 𝑥 (6)] 

Trapezoidal [𝑥 (5), 𝑥 (6), 0.032, ∞] 
 

The most common values can be readily anticipated based on the data presented in Table 2. In the case of a single 

variable, the tuning process involves adjusting four specific values. However, when dealing with three variables, 

the total number of values to be tuned increases to eighteen. There exist certain constraints that necessitate 

consideration when adjusting these values. 

The given problem is subject to certain constraints, which is given n table 3. require that every value must adhere 

to the specified inequality criteria: 

Table 3. Constraints for Fuzzy Controller 

Input Boundary Condition 

Order 𝑥(1) < 𝑥(2) < 𝑥(3) 

Error 𝐸 -0.032 to 0.032 

Change in Error ∆𝐸 -10 to 10 

Phase angle output 𝛥𝜃 -1 to 1 

 

The membership function values of the fuzzy controller are modified and the model is then executed using these 

new values. The total harmonic distortion (THD) will serve as the target to be minimized, representing the value 

of the objective function. 𝑜𝑏𝑗𝑒𝑐𝑡𝑖𝑣𝑒 𝑓𝑢𝑛𝑐𝑡𝑖𝑜𝑛 = 𝑚𝑖𝑛 𝑇𝐻𝐷                                                 (24) 



Table 4 presents elaborate variations of the expressions mentioned above for alterations in phase angle. The q-

axis component of the grid voltage, along with its derivative, are regarded as inputs to the FLC. In order to 

incorporate variables with distinct ranges, it is necessary to multiply two variables by the outputs of Fuzzy Logic 

Controllers (FLCs). The parameters depicted in Figure 4 are denoted by k and g. Figure 4 illustrates a 

comprehensive model of a fuzzy phase-locked loop (PLL).  

 

Table 4 Fuzzy rule for output variable 𝛥𝜃 𝛥𝜃 NB      NM NS ZE PS PM PB 

NB NB NB NB NM NM NS ZE 

NM NB NB NM NM NS ZE PS 

NS NB NM NM NS ZE PS PM 

ZE NM NM NS ZE PS PM PM 

PS NM NS ZE PS PM PM PB 

PM NS ZE PS PM PM PB PB 

PB ZE PS PM PM PB PB PB 

 

 

 

The parameters of the fuzzy controller are tuned using coati Optimization. Following the tuning process, the values 

of the parameters are modified from their original values, resulting in a change in their overall shape. The figures 

presented in Figure 5. (a) - 5. (c) illustrate the updated fuzzy logic membership functions, which have been 

modified to encompass a new range. These modifications have been made to facilitate the identification of the 

minimum error through coati optimization algorithm. 

 

Figure 5. (a): Coati optimised membership function for input 𝐸 

 

Figure 5 (b): Coati optimised membership function for input ∆𝐸  



 

Figure 5 (c): Coati optimised membership function for output 𝛥𝜃 

 

Simulation Results 
 

The effectiveness of the proposed EDRL-MPPT technique for inter-harmonics elimination and COA-Fuzzified 

PLL synchronization approach, as illustrated in Figure 1, has been evaluated and simulated. The simulation has 

been conducted in three distinct cases as follows: 

• The photovoltaic (PV) inverter functions under a consistent level of solar irradiance, specifically known 

as steady-state maximum power point tracking (MPPT), which corresponds to its rated power, equivalent 

to 250 kW. It is worth noting that during this operating condition, the emission of inter-harmonics is 

particularly noticeable. In the first case, this study examines the effect of inter-harmonics during (P & 

O) Maximum Power Point Tracking (MPPT) technique and conventional Phase-Locked Loop (PLL) 

synchronization technique in a three-phase grid-connected solar photovoltaic (PV) system. 

• In second case, the implementation of the EDRL-MPPT technique and conventional PLL 

synchronization technique has been proposed for the purpose of inter-harmonics mitigation in a three-

phase grid connected solar PV system.  

• In the third scenario, it is suggested that the abrupt load variation results in the generation of a DC offset 

in the grid current. In order to address the disruption caused by this DC offset in the grid current, the 

EDRL-MPPT technique with COA-Fuzzified PLL synchronization approach have been proposed. 

As discussed, introduction section, due to partial shedding condition, the transient response of the dc-link voltage 

controller is identified as one of the sources of inter-harmonics in the grid current. To mitigate inter-harmonics in 

the PV inverter, it is imperative to prevent perturbations in the dc-link voltage during operation. The attainment 

of this objective is facilitated through the utilization of an (EDRL-MPPT). The present study utilizes an ensembled 

deep reinforcement learning approach that incorporates a reward system based on total harmonic distortion in grid 

current. The objective is to effectively train the agent to execute actions that based on the minimal harmonic 

distortion in grid current. Consequently, the inter-harmonics can be effectively circumvented. The figure 6 

illustrates a comparison between Perturb and Observe MPPT and EDRL-MPPT techniques in terms of their 

impact on DC coupling voltage output and inter-harmonic mitigation in waveform. 

In the conventional case, to achieve optimal power extraction from photovoltaic system, an MPPT algorithm such 

as Perturb and Observe (P&O) is utilized to ascertain the reference DC-link voltage (i.e., PV voltage) during 

operation. Subsequently, the dc-link voltage (𝑉𝑑𝑐) regulation is achieved by the dc-link voltage controller utilizing 

a PLL controller. This controller operates by controlling the grid current. The outcome denoted as Vdc, obtained 

through the employment of the normal MPPT technique with conventional phase-locked loop control, is depicted 

in Figure 6. The Perturb and Observe (P&O) technique was employed to evaluate the (MPPT) operation in the 

initial scenario. However, it is important to note that the injected grid current that is linked to this operation 

displays a considerably higher level of distortion, as illustrated in Figure 7. The disparity in waveform can also 

be observed in a magnified plot ranging from 0.1 to 0.2 seconds.   

The diagram in Figure 8 displays the frequency spectrum of the grid current with total harmonic distortion of 

8.90%. It is observed that the inter-harmonic level exhibits a higher absolute value when the PV inverter is 

functioning at its rated power. The inter-harmonic emission originating from the photovoltaic inverter holds 

considerable significance in this scenario. In order to mitigate the presence of harmonics, we have put forth the 



EDRL-MPPT technique, which incorporates a reward and penalty system based on the distortion observed in the 

grid current. The subsequent section of our discussion pertained to the MPPT-EDRL system, which incorporates 

PLL synchronization. 

The second scenario involves using EDRL-MPPT to attain maximum power output from the photovoltaic system, 

aiming to determine the reference DC-link voltage (i.e., PV voltage) during its operation. The direct current (DC) 

link voltage, denoted as Vdc, is regulated by utilizing a phase-locked loop (PLL) controller by the DC-link voltage 

controller. Figure 6 (a) illustrates the system’s response to a decrease in irradiance from 1000 to 0 W/m2 in the 
presence of a load. The EDRL-MPPT sustains a constant output of dc voltage with less waveform distortion 

compared to normal MPPT. At a time, interval of 0.55 seconds to 1 sec, there was a significant decrease in solar 

irradiance to a value of 0 W/m2.  

Figure 6 (b) illustrates the grid current for the proposed (EDRL-MPPT) system. Figure 6 (c) depicts the amplitude 

of the primary frequency constituent of grid current. After analyzing the frequency spectrum of the output current 

depicted in Figure 6 (c), it becomes apparent that the dominant inter-harmonics present in the output current 

exhibit a significant reduction in magnitude. The total harmonic distortion is 7.069%, measured in this case. 

Additionally, we clearly see less damping in the angular frequency compared to the conventional MPPT in Figure 

6 (d). The utilization of an EDRL MPPT in conjunction with the PLL method demonstrates reduced inter-

harmonic levels. A comparative analysis has been conducted to assess the phase error between the Perturb and 

Observe (P&O) MPPT algorithm and the EDRL MPPT algorithm with a conventional Phase-Locked Loop in 

typical operational circumstances. The EDRL MPPT with conventional PLL generates precise control signals to 

accurately track the phase angle of the grid and achieve less phase error between the output signal and that of a 

reference signal which can be seen in Figure 6 (e). 

 

 

Fig 6 (a), The output of DC coupling voltage of (P&O) and EDRL 

 



 

Fig 6 (b), The output of grid current during (P&O) and EDRL MPPT Technique 

 

Fig 6 (c), The magnitude of fundamental frequency component during (P&O) and EDRL MPPT Technique 

 

Fig 6 (d), The frequency variation during (P&O) and EDRL MPPT Technique with conventional PLL 



 

Fig 6 (e), The Phase angle error during (P&O) and EDRL MPPT Technique with conventional PLL 

  

The third case utilizes the EDRL-MPPT and CAO-Fuzzified PLL for grid synchronization. Implementing a 

control algorithm in a grid-tied photovoltaic system, which aims to eliminate harmonic distortion and compensate 

DC offset, necessitates the calculation of both the synchronizing signal and the amplitude of the grid current. At 

the start of operation, the grid functions at its maximum operational capacity. The distribution of load current is 

divided between the grid and photovoltaic (PV) system based on the amount of solar radiation present. In the 

event of a sudden reduction in load, the surplus power generated by the photovoltaic (PV) system will be 

transmitted to the electrical grid. At full load capacity, the grid voltage and grid current exhibit a phase alignment. 

When there is a sudden decrease in load, it results in a phase shift. This phase shift is mitigated using fuzzy-PLL, 

and the hyperparameters of fuzzy are tuned using COA results mitigation of DC offset and less harmonics 

distortion in the grid current as seen in Figure 7 (a).  

The mitigation of phase shift is achieved through the utilization of fuzzy-PLL, wherein the hyperparameters of 

the fuzzy system are adjusted using the COA technique. This approach effectively reduces the presence of DC 

offset and minimizes the distortion of harmonics in the grid current, as depicted in Figure 7 (a). The respective 

magnitude of the fundamental frequency component can be seen in Figure 7 (b), with less reduction in total 

harmonic distortion of 2.89%. The effectiveness of the proposed Fuzzified-PLL under the change in load is 

depicted in Figure 7 (b). The observation of Figure 7 (b) reveals that the introduction of an offset in the system 

within the time range of 0.28 to 0.33 seconds results in significant frequency distortion in the conventional phase-

locked loop (PLL).  

In contrast, the fuzzified-PLL exhibits superior performance during this period. The proposed method has superior 

performance in various aspects, including dc offset rejection, grid synchronization, inter-harmonic rejection, and 

stable 𝑉𝑑𝑐. A comparison of the two approaches was performed to evaluate the phase error between the Perturb 

and Observe (P&O) technique with conventional PLL and EDRL MPPT algorithm with a COA-Fuzzified PLL 

under offset conditions introducing from 0.1 to 0.3 seconds. The EDRL MPPT with COA-Fuzzified PLL is 

capable of producing highly accurate control signals for effectively monitoring the phase angle of the grid. This 

results in minimal phase error between the output signal and a reference signal, as depicted in Figure 7 (c). 

 

 



 

Fig 7 (a), The output of grid current during EDRL-COA Fuzzified PLL synchronization technique 

 

Fig 7 (b), The frequency variation during EDRL MPPT with COA-Fuzzified PLL Technique 

 

 

Fig 7 (c), The Phase angle error during EDRL MPPT Technique with COA-Fuzzified PLL 

 



4.1 State-of-art comparison 

Table 5 displays a comparative analysis of the proposed COA-fuzzified-PLL controller alongside existing control 

techniques and a limited number of adaptive control techniques. The provided comparative table illustrates the 

efficacy of the proposed hybrid control scheme with respect to multiple attributes such as rejection of DC offset 

and THD of grid current. The proposed scheme demonstrates superior performance compared to existing control 

algorithms such as MCCF (Multiple complex coefficient filter), MCCF-SOGI (Multiple complex coefficient filter 

second-order generalized integrator) and fuzzy logic proportional–integrator–derivative multiple complex 

coefficient filter multiple second-order generalized integrator frequency-locked loop (FLPID-MCCF-MSOGI-

FLL) as evidenced by the results presented in Table 5. 

Traditional MPPT algorithms with conventional PLL synchronization techniques often exhibit overshoot in 

estimated phase angle, temporary deviations from desired values during transient conditions. The improved power 

quality approach employs ensemble DRL MPPT control and COA-fuzzified-PLL-based synchronizing system, 

which has less overshoot through adaptive control strategies and intelligent decision-making. Continuously 

optimizing control parameters based on real-time system dynamics, these advanced techniques minimize 

overshoot, resulting in enhanced power quality and stability. 

Similarly, settling time measures the duration for the system's output to reach and remain within a specified range 

after a disturbance or change in operating conditions. Traditional methods tend to have longer settling times due 

to slower convergence or suboptimal control actions. In contrast, the ensemble DRL MPPT controller and COA-

fuzzified-PLL-based synchronizing system reduce settling time through intelligent learning algorithms and 

adaptive control strategies. These advanced techniques facilitate faster convergence and more accurate tracking 

of desired operating points, leading to reduced settling time and improved power quality performance. 

Table 5. The summary of performance of Different controller 

Features MCCF 

 [24] 

MCCF-

SOGI 

[24] 

FLPID-

MCCF-

MSOGI-

FLL [24] 

Conventional 

PLL 

Proposed COA-

Fuzzified-PLL 

Oscillation Less Less Less Less Less 

DC Offset Rejection No No Better No Good 

Inter-Harmonics Removal No Yes Yes No Yes 

THD Of Grid Current Less Less Better No Good 

Steady State Performance  Good Good Good Good Good 

Transient Performance Good Good Good Good Good 

Grid Synchronization Yes Yes Yes No Yes 

Overshoot - - - 44.03 0 

Settling Time - - - 71ms 68ms 

 

Conclusion 
 

In conclusion, this research study aimed to improve the power quality of three-phase grid-connected photovoltaic 

(PV) systems by addressing inter-harmonics and DC offset. This was achieved by employing the Enhanced Droop 

Regulator Control (EDRL) Maximum Power Point Tracking (MPPT) technique and the COA-fuzzified-Phase-

Locked Loop (PLL) synchronization system. Extensive simulations have revealed that the integration of the 

EDRL MPPT technique and the COA-fuzzified-PLL synchronization system yields a substantial improvement in 

power quality within three-phase grid-connected photovoltaic (PV) systems. The reduction of inter-harmonics 

and DC offset leads to a decrease in voltage distortion, an enhancement in system stability, and an improvement 

in grid integration. Future research and development endeavours may prioritize the optimization of control 

strategies, the exploration of advanced algorithms, and the consideration of real-time implementation in order to 

augment the performance of the proposed techniques in practical contexts. 
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Abstract. The building industry is one of the most energy-intensive in developed countries. To reduce 

climate change emissions across a building's entire life cycle, in addition to minimizing energy 

consumption during the operational phase, consideration should be given to the embodied energy and CO2 

emissions of the building itself. Window-to-wall ratio (WWR) is a building parameter that plays a vital 

role in inside lighting and temperature. Light is a significant asset with characteristics of both radiometry 

and photometry. In the present work, environomical analysis of the various green buildings has been 

analyzed. 
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INTRODUCTION 

 
A green building uses less energy, water, and other natural resources than a traditional 

home, emits less waste and Green House Gases, and is better for people to live or work in 

(Omer et al.) [1]. Green Structure also refers to a sustainable atmosphere, clean water, and safe 

living. It's not just about being more productive when it comes to building green. It's all about 

designing structures that are friendly to the environment, use local resources, and, most notably, 

use less energy, water, and materials [2]. As a result, if these considerations are retained in 

mind, we can see that conventional architecture was, in effect, very green. Today, we have 

forgotten how to create natural environments and just emulate what developing countries have 

done. Buildings are a significant energy consumer in the economy. Buildings consume 35% to 

40% of total electricity during construction [3]. Buildings use the most energy during 

renovation and later in lighting and air-conditioning facilities. This intake must be kept to a 

minimum. This could be reduced to about 80-100 watts per square meter order to have a Green 

Building Concept, we must consider the following [4]: 
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1. The most efficient use of energy. 

2. Conservation of water. 

3. Waste collection, treatment, and reuse of solid and liquid waste. 

4. Transportation networks that are energy efficient. 

5. Effective Building System Planning. 

In a building, energy audit is a process which involves survey, inspection and energy 

analysis to achieve energy conservation. Building energy consumption has significantly 

increased over the past few decades as a result of development and a rise in living standards 

[5]. In India, building energy consumption in the year of 2020 represents about 26% of total 

energy and ranked third among the most CO2 emitting countries. Commercial building has a 

total built space of 33% which is increasing at a rate of 8-10% annually. The average electricity 

consumption in India is around 80 KWh/m2 and 160 KWh/m2 for residential and commercial 

buildings respectively. Domestic buildings utilize 30% to 35% of energy and emit 32% of CO2. 

In recent years, there has been increase in energy consumption from 10% to 12% in commercial 

buildings due to urban development. India is focusing to bring down from 34% to 31%CO2 

emission by 2030. The per capita energy consumption in India is 0.64 MWh in which 37% is 

utilized for cooling, 29% for lighting, 12% for refrigeration and 9% for air-conditioning [6]. 

To assess the impact of WWR on building energy consumption, the ASHRAE recommended a 

three- term condition to decide the energy moving through window assembly which depends on 

a mixtures of physical coating properties (e.g., Single coating or twofold coating) and climatic 

conditions. The thermal performance of building goes through effects of WWR on building 

energy use. The relationship of window to wall or window to roof and vice versa is related to 

thermal performance. The orientation and distribution of the building are critical to determine 

solar heat gain, and will affect lighting. All terms depend on climate, which directly affect 

window performance [7] 

Building parameter is characterized by ASHRAE standard 90.1, which is energy code to set up 

to 40% of WWR. Under different condition WWR varies distinctively based on attempt to 

decide ideal WWR. During the 2013 correction of ASHRAE 90.1 recommendations to decrease 

the most extreme WWR to 30% met some debate and were dismissed eventually [8], but WWR 

remains an important topic in building operation and design. 

 
BUILDING STUDY 

Test buildings are located in Ranchi (23.344°N, 85.3096°E), India. India, a country in which 

there are six different types of climatic zone starting from montane, humid, subtropical, tropical 

(wet and dry), tropical wet and dry. The climatic condition of Ranchi is humid subtopic zone. In 

humid subtopic climate, the climate is characterized by hot and humid summers, and cold to 

mild winters. This type of climate normally lies on the southeast side of India. 

 

Window Wall Ratio (WWR) 

Window Wall Ratio (WWR) has an impact on energy saving in buildings. It is the ratio of 

glazing area (Sg) to facade area (Sf) of the building (Wang et al.). WWRs varyfrom building to 

building and it varies from 0% to 70% (Sayadi et al.). WWR depends on the site and the 

orientation of the building. The high percentage of WWR provides higher thermal energy and  

lightening as compared to the lower percentage and vice- versa. Three different building 

designs of four different WWRs (10%, 20%, 30%, and 40%) have been considered for the 

present study (Fig. 1). 
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FIGURE 1. Building design of 4 different WWR 

 

 

NUMERICAL ANALYSIS 

 
Energy payback time (EPBT) 

Energy payback time is defined as the period required for a renewable energy system to 

generate the same amount of energy that was used to produce the system itself. It is calculated as 

shown in the equation below [9-10]: The emission of average CO2 is approximately equivalent 

to 0.98 kg of CO2/kWh in the case of electricity generated by coal. 

𝐸𝑃𝑇 =  
𝐸𝑚𝑎𝑡 + 𝐸𝑚𝑎𝑛𝑢𝑓 + 𝐸𝑖𝑛𝑠𝑡 + 𝐸𝑡𝑟𝑎𝑛𝑠 + 𝐸𝐸𝑂𝐿

𝐸𝑎𝑔𝑒𝑛 × 𝐸𝑎𝑜𝑝𝑒𝑟
 

Embodied energy 

 
The total energy required to produce any items, things or services is called embodied 

energy [11-12]. The embodied energy of the various materials in the fabrication is presented in 

Table of all buildings for different WWR [13-18]. Table 1, explains about the embodied CO2 

for 10% WWR. In this table material embodied carbon and inventory, area, embodied carbon, 

equivalent CO2 and mass of the differentmaterials are mentioned. Table 2, gives the 

construction embodied carbon and inventory. In this table material embodied carbon and 

inventory, area, embodied carbon and equivalent CO2 are mentioned and Table 3, explains 

about the glazing embodied carbon and inventory. In this table material embodied carbon and 

inventory, area, embodied carbon and equivalent CO2 are mentioned. 

 

Material in the embodied energy has an indirect and direct element. The major indirect element 

represents the energy for extraction and transportation of material used. Raw material could be 

industrial waste by-products, manufactured products, natural materials, reused and recycled 

material. Table 4, explains about the embodied CO2 for20% WWR. In this table material 

embodied carbon and inventory, area, embodied carbon, equivalent CO2 and mass of the 

different materials are mentioned. Table 5, gives the constructions embodied carbon and 

inventory. In this table material embodiedcarbon and inventory, area, embodied carbon and 

equivalent CO2 are mentioned. Table6, explains the glazing embodied carbon and inventory. In 
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this table material embodiedcarbon and inventory, area, embodied carbon and equivalent CO2 

are mentioned. Table 7, explains embodied CO2 for 30% WWR. In this table material 

embodied carbon and inventory, area, embodied carbon, equivalent CO2 and mass of the 

differentmaterial are mentioned. Table 8 gives the constructions embodied carbon and 

inventory. In this table material embodied carbon and inventory, area, embodied carbon and 

equivalent CO2 are mentioned. Table 9, explains the glazing embodied carbon andinventory for 

30% WWR. In this table material embodied carbon and inventory, area, embodied carbon and 

equivalent CO2 are mentioned. Table 10, explains about the embodied CO2 for 40% WWR. In 

this table material embodied carbon and inventory, area, embodied carbon, equivalent CO2 and 

mass of the different material are mentioned. Table 11, gives the constructions embodied carbon 

and inventory. In this table material embodied carbon and inventory, area, embodied carbon and 

equivalent CO2 are mentioned. Table 12, explains the glazing embodied carbon and inventory. 

In this table material embodied carbon and inventory, area, embodied carbon and equivalent 

CO2 are mentioned. 

 

TABLE 1. Embodied CO2 of Building 1 for 10% WWR 

 

Materials Embodied 

Carbon and Inventory 

Area 

(m2) 

Embodied 

Carbon 

(kgCO2) 

Equivalent 

CO2 

(kgCO2) 

Mass                  

(kg) 

  Timber Flooring 221.9 1990.7 2034 4327.7 

   Floor/Roof Screed 221.9 2982.8 2982.8 18642.3 

   Plasterboard 221.9 3069.8 3231.3 8078.3 

   Gypsum Plastering 190.3 940.2 989.7 2474.1 

   Gypsum Plasterboard 93.4 252.3 273.3 2102.2 

   Urea Formaldehyde Foam 221.9 524.2 565.4 294.5 

   MW Glass Wool (rolls) 221.9 588.8 646.5 384.8 

XPS Extruded Polystyrene - CO2   Blowing    190.3                1525.1           5073.2          529.6 

   Concrete Block (Medium) 190.3 2131.6 2131.6 26644.5 

   Cast Concrete 221.9 3550.9 3550.9 44386.3 

   Brickwork Outer Leaf 190.3 7117.9 7441.4 32354 

   Asphalt 221.9         233 233 4660.6 

   Sub Total  24907.2 29153.1 144879 

 
                               TABLE 2. Construction Embodied Carbon and Inventory for 10% WWR 

 
 

Materials  

Embodied 

Carbon and 

Inventory 

     
Area 

(m2) 

Embodied 

Carbon 

(kgCO2) 

 

Equivalent 

CO2 

(kgCO2) 

Project external 

glazing 
20.1 375.5 375.5 

Sub Total 
701 25282.7 29528.6 
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TABLE 3. Glazing Embodied Carbon and Inventory for 10% WWR 

 

 

Materials 

Embodied 

Carbon and 

Inventory 

 

Area(m2) 

        Embodied Carbon 

                 (kgCO2) 

           Equivalent 

CO2 

(kgCO2) 

Area (m2) 190.3 11714.8 15635.8 

Embodied Carbon 
(kg CO2) 

46.7 252.3 273.3 

Equivalent CO2 
(kg CO2) 

221.9 3891.6 4110.9 

Project ground 
floor 

221.9 9048.6 9133.1 

Sub Total 680.9 24907.21 29153.1 
 
 
 

TABLE 4. Embodied CO2 of Building 1 for 20% WWR 

 

Materials Embodied 

Carbon and Inventory 

Area 

(m2) 

Embodied 

Carbon 

(kgCO2) 

Equivalent 

CO2 

(kgCO2) 

   Mass (kg) 

Timber Flooring 221.9 1990.7 2034 4327.7 

Floor/Roof Screed 221.9 2982.8 2982.8 18642.3 

Plasterboard 221.9 3069.8 3231.3 8078.3 

Gypsum Plastering 170.2 841 885.2 2213.1 

Gypsum Plasterboard 93.4 252.3 273.3 2102.2 

Urea Formaldehyde Foam 221.9 524.2 565.4 294.5 

MW Glass Wool (rolls) 221.9 588.8 646.5 384.8 

XPS Extruded Polystyrene - 

CO2 Blowing 

 

170.2 

 

1364.2 

 

4537.9 

 

473.7 

Concrete Block (Medium) 170.2 1906.6 1906.6 23833.1 

Cast Concrete 221.9 3550.9 3550.9 44386.3 

Brickwork Outer Leaf 170.2 6366.8 6656.2 28940.2 

Asphalt 221.9 233 233 4660.6 

Sub Total  23671.1 27503.3 138337 
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TABLE 5. Constructions Embodied Carbon and Inventory for 20% WWR 

 

Materials Embodied 

Carbon and Inventory 

  Area      

(m2) 

Embodied 

Carbon 

(kgCO2) 

Equivalent 

CO2 

(kgCO2) 

Area (m2) 170.2 10478.7 13986 

Embodied Carbon (kgCO2) 46.7 252.3 273.3 

Equivalent CO2 (kgCO2) 221.9 3891.6 4110.9 

Project ground floor 221.9 9048.6 9133.1 

Sub Total 660.8 23671.11 27503.26 

 
TABLE 6. Glazing Embodied Carbon and Inventory for 20% WWR 

 

 

Materials Embodied 

Carbon and Inventory 

  Area 

(m2) 

Embodied 

Carbon 

(kgCO2) 

Equivalent 

CO2 

(kgCO2) 

Project external glazing 40.2 751.1 751.1 

Sub Total 701 24422.2 28254.3 
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TABLE 7. Embodied CO2 of Building 1 for 30% WWR 

 

Materials Embodied 

Carbon and Inventory 
Area 

(m2) 

Embodied 

Carbon 

(kgCO2) 

Equivalent 

CO2 

(kgCO2) 

 

Mass (kg) 

Timber Flooring 221.9 1990.7 2034 4327.7 

Floor/Roof Screed 221.9 2982.8 2982.8 18642.3 

Plasterboard 221.9 3069.8 3231.3 8078.3 

Gypsum Plastering 150.2 741.8 780.8 1952 

Gypsum Plasterboard 93.4 252.3 273.3 2102.2 

Urea Formaldehyde Foam 221.9 524.2 565.4 294.5 

MW Glass Wool (rolls) 221.9 588.8 646.5 384.8 

XPS Extruded Polystyrene - 

CO2 Blowing 

 

150.2 
 

1203.3 
 

4002.6 
 

417.8 

Concrete Block (Medium) 150.2 1681.7 1681.7 21021.6 

Cast Concrete 221.9 3550.9 3550.9 44386.3 

Brickwork Outer Leaf 150.2 5615.8 5871 25526.2 

Asphalt 221.9 233 233 4660.6 

Sub Total  22435 25853.4 131794 

 

TABLE 8. Constructions Embodied Carbon and Inventory for 30% WWR 

 

 

Materials Embodied 

Carbon and Inventory 
Area 

(m2) 

Embodied 

Carbon 

(kgCO2) 

Equivalent 

CO2 

(kgCO2) 

Area (m2) 150.2 9242.5 12336.1 

Embodied Carbon (kgCO2) 46.7 252.3 273.3 

Equivalent CO2 (kgCO2) 221.9 3891.6 4110.9 

Project ground floor 221.9 9048.6 9133.1 

Sub Total 640.7 22435 25853.41 
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TABLE 9. Glazing Embodied Carbon and Inventory for 30% WWR 

 

Materials Embodied 

Carbon and Inventory 
Area 

(m2) 

Embodied 

Carbon 

(kgCO2) 

Equivalent 

CO2 

(kgCO2) 

Project external glazing 60.2 1126.6 1126.6 

Sub Total 701 23561.6 26980 

 
 

                                                     TABLE 10. Embodied CO2 of Building 1 for 40% WWR 

 

Materials Embodied 

Carbon and Inventory 
Area 

(m2) 

Embodied 

Carbon 

(kgCO2) 

Equivalent 

CO2 

(kgCO2) 

 

Mass (kg) 

Timber Flooring 221.9 1990.7 2034 4327.7 

Floor/Roof Screed 221.9 2982.8 2982.8 18642.3 

Plasterboard 221.9 3069.8 3231.3 8078.3 

Gypsum Plastering 130.1 642.6 676.4 1690.9 

Gypsum Plasterboard 93.4 252.3 273.3 2102.2 

Urea Formaldehyde Foam 221.9 524.2 565.4 294.5 

MW Glass Wool (rolls) 221.9 588.8 646.5 384.8 

XPS Extruded Polystyrene 

- CO2 Blowing 

 

130.1 

 

1042.3 

 

3467.3 

 

361.9 

Concrete Block (Medium) 130.1 1456.8 1456.8 18210.1 

Cast Concrete 221.9 3550.9 3550.9 44386.3 

Brickwork Outer Leaf 130.1 4864.7 5085.8 22112.3 

Asphalt 221.9 233 233 4660.6 

Sub Total  21198.9 24203.6 125252 
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TABLE 11. Constructions Embodied Carbon and Inventory for 40% WWR 

 

Materials Embodied 

Carbon and Inventory 
Area 

(m2) 

Embodied 

Carbon 

(kgCO2) 

Equivalent 

CO2 

(kgCO2) 

Area (m2) 130.1 8006.4 10686.3 

Embodied Carbon (kgCO2) 46.7 252.3 273.3 

Equivalent CO2 (kgCO2) 221.9 3891.6 4110.9 

Project ground floor 221.9 9048.6 9133.1 

Sub Total 620.7 21198.88 24203.55 

 
TABLE 12. Glazing Embodied Carbon and Inventory for 40% WWR 

 

 

Materials Embodied 

Carbon and Inventory 
Area 

(m2) 

Embodied 

Carbon 

(kgCO2) 

Equivalent 

CO2 

(kgCO2) 

Project external glazing 80.3 1502.1 1502.1 

Sub Total 701 22701 25705.7 

 

 

Illuminance factor 

Illuminance values of the test buildings are mentioned for Building 1 in Fig. 2 on 21st June and 

Fig. 3 on 21st December. For Building 2 in Fig. 4 on 21st June and Fig. 5 on 21st December. For 

Building 3 in Fig. 6 on 21st June and Fig. 7 on 21st December. 
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FIGURE 2. Building 1 Illuminance analysis on 21st June 

 
FIGURE 3. Building 1 Illuminance analysis on 21st December 
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FIGURE 4. Building 2 Illuminance analysis on 21st June 

 

 
FIGURE 5. Building 2 Illuminance analysis on 21st December 
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FIGURE 6. Building 3 Illuminance analysis on 21st June 

 
FIGURE 7. Building 3 Illuminance analysis on 21st December 
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CONCLUSION 

Attempts to reduce or replace conventional high-energy materials such as cement, steel, and bricks 

with less expensive and locally available alternatives will result in a reduction in the embodied 

energy in buildings. The structure of building fundamentals depends on thermal comfort and 

energy performance. In this study, building simulation results are utilized to study direct 

building envelope courses. The thermal mass and the radiative properties of the building is the 

primary factor when deciding on the best building material. Buildings in urban cities require a 

significant reduction of heating and cooling loads which are a primary challenge in the 

composite climate. For thermal comfort, the thermal storage wall is selected to have standard 

void squares brick with external wooden fiber insulation. 
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Abstract. The demand for fossil fuels has increased to a larger extent in the past few years. So the prime concern is to 
move toward renewable energy. Solar energy is one of the forms of renewable energy and the solar drying method is one 
of the forms of use of this energy. Solar drying method not only reduces the consumption of fossil fuel but also saves the 
crops from post-harvest loss. In the present study, various environomical parameters have been analyzed such as energy 
analysis, embodied analysis, and CO2 emission rate for the proposed system. The embodied analysis for the proposed 
setupof the given system is found to be 530.4976 kWh. 

 
 

Keywords: Greenhouse Dryer, CO2 Emission, Energy Analysis, Embodied Energy Analysis. 
 

INTRODUCTION 

 

The agricultural production level of India can be increased, if the farmer utilizes more and more renewable energy 
technology to cope with their demands. The wastage increased to 10-40% in the countries of the Asia Pacific region 
because of a poor framework for processing and marketing [1]. As the daily requirements for fruits and vegetables are 
not sufficient and the human development index is very low. 

The techniques used for food preservation are purely traditional like a process of refrigeration, freezing, smoking, 
drying, salting (marinate), miming such things as sugar, bolting, and packing in cane. 

In developing countries, drying is the most appropriate technique which is an economical and profitable means of 
preservation to reduce post-harvest losses and standardize the shortage in supply [2]. 

Heat energy is utilized in the process of dehydration which is known as drying. By the application of electrical 
energy or by burning fossil fuels or by solar radiation conversion into heat, a necessary amount of heat can be produced  
[3]. Drying is the chief and the most applicable resource for the implementation of solar energy as it minimizes the 
utilization of non-renewable energy by 30-80 % [4]. It also utilizes low-temperature heating for food drying. Currently, 
researchers have a reasonable interest in the field of modeling, progression, and testing of drying modes like direct, 
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greenhouse indirect, and mixed-mode [5]. There is a no. of models and details of their progression and operating 
principles of a huge variety of solar drying systems are represented by some researchers. Solar dryers are primarily 
classified in two categories as solar active and passive dryers, and their classification depends on their organization of 
various components and modes of heat transfer [6-8]. 

The best example of a direct type of solar dryer is a greenhouse dryer in which the cultivated crops are dried in a 
very big quantity. For small-scale farmers, a greenhouse dryer is the most appropriate for low-temperature drying. 

For the greenhouse dryer model and observations, a large no of research has been carried out. The chief ultimatum 
for the most demanding greenhouse dryer is to stop incident solar radiation losses from the north wall, Hence the wall 
must be blurred. A large no of researchers initiated plans to reduce the losses from the north wall of the greenhouse 
dryer [9-12]. 

By resolving the insulated blurred north wall in the existing greenhouse drying system, the heat losses and solar 
radiation stopped completely in the present study. 

The most necessary parameter in the greenhouse dryer is the convective heat transfer coefficient since the 
temperature difference between the air and ground changes with this coefficient [13-15]. 

All the experimental observations have been carried out in sensible heat storage conditions such as the ground 
floor, concrete floor, gravel floor, and black painted gravel floor. It has been found that very few researchers have 
calculated the parameters like embodied and energy analysis. Hence in this paper, we analyzed the parameters of 
embodied and energy analysis of greenhouse dryer with an insulated north wall in no-load condition operating under 
passive mode. 

 
 

EXPERIMENTAL PROCEDURE & INSTRUMENTATION 

 

The experiments were carried out in Solar Energy Lab at the Department of Mechanical Engineering, Birla Institute 
of Technology, Mesra, Ranchi having a latitude of 23.340 N and a longitude of 77.250 E. The set up consist of a  
greenhouse dryer with dimension 1m x 1.5m x 0.5m while the center height is 0.75m as shown in Fig. 1. The setup is 
made up of an acrylic sheet of a thickness of 1 mm and is further supported by an Aluminum structure. The experiments 
were carried out at different sensible heat storage conditions like the ground floor, concrete floor, gravel floor, and 
black painted gravel floor. The north wall of the dryer is insulated with black paint from the outside and a mirror from 
the inside so the maximum amount of solar energy get absorbs inside the chamber. The instruments used to measure 
different parameters are the solar power meter (TENMAR TM-207), HTC infrared thermometer, and HTC 
anemometer. These instruments were used to measure solar radiation, room and ground temperature, wind velocity, 
and relative humidity. 

 
 

(a) (b) 

FIGURE 1. (a) Passive Greenhouse dryer (b) Insulated North wall 
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NUMERICAL ANALYSIS 

 

 
Energy Analysis 

 

Due to prompt rise in fuel price and raw material it becomes a major concern to focus on this issue [16-17]. Energy 
analysis consists of cost analysis, CO2 emission per year, payback period, mitigation & credit of carbon. Energy 
analysis also helps us to find out the rate of solar energy received by solar heater & accessible for the dryer. Energy 
analysis can also be explained based on mass and energy equation in steady state [18]. 
Energy received by the absorber is determined by: 

 
Qad = mad Cpad (Tacod Tacin ) (1) 

 

Thermal efficiency for different bed conditions can be calculated as: 
 

 = 
mad cpad (Tacod  Tacin ) 

AcI 

 

 

 
(2) 

 
 

Embodied Analysis 
 

Embodied energy is the whole quantity of energy utilized to produce a good or to carry out a task. At the source, coal 
energy production has an average CO2 equivalent intensity of 0.98 kg/kWh [19]. CO2 emissions are expressed as 
follows in a kilogram of CO2/year: 

 
𝐶𝑂2 𝑒𝑚𝑖𝑠𝑠𝑖𝑜𝑛 𝑝𝑒𝑟 𝑦𝑒𝑎𝑟 = 

𝐸𝑒𝑚𝑏𝑜𝑑𝑖𝑒𝑑×0.98
 

𝐿.𝑇 

 
(3) 

If domestic losses for India are assumed to be 20% and transmission and supply losses are assumed to be 40%, then 
this value increases from 0.98 to 1.58 and a new equation is presented as [20]: 

𝐶𝑂 𝑒𝑚𝑖𝑠𝑠𝑖𝑜𝑛 𝑝𝑒𝑟 𝑦𝑒𝑎𝑟 = 
𝐸𝑒𝑚𝑏𝑜𝑑𝑖𝑒𝑑×1.58 (4) 

2 𝐿.𝑇 

 

Therefore, the indirect solar dryer overall CO2 gas emission over its lifetime: 
 

𝑇𝑜𝑡𝑎𝑙 𝐶𝑂2 𝑔𝑎𝑠 𝑒𝑚𝑖𝑠𝑠𝑖𝑜𝑛 = 𝐸𝑚 × 1.58 (5) 

020028-3

 16 Septem
ber 2023 06:01:55



 

RESULT & DISCUSSION 
 

Energy Analysis at different sensible heat storage 
 

The dryer efficiency is calculated by calculating the dryer thermal energy storage. According to observations, the 
black painted gravel floor has the highest dryer efficiency, followed by the gravel floor, the concrete floor, and the 
ground floor. It has been observed that the maximum efficiency has been calculated at the time of 15 IST or 16 IST 
(Fig.2). It is because at that time the heat absorbed by the floor has reached to maximum due to increased time duration. 
It has also been observed that the lower efficiency is at 10 IST. The gravel floor with the black paint has the highest 
efficiency at 24.63 %, followed by the concrete floor and the ground floor at 22.73 %, 13.87 %, and 9.33 %. The 
ground level, concrete floor, and gravel floor, in that order, have minimum efficiencies of 20 %, 19 %, 16 %, and 14 
%, respectively. This kind of sensible heat storage condition is highly advised since the black-coated gravel floor has 
been designed to have maximum efficiency. 

 
 
 

 
FIGURE 2. Drying efficiency of sensible heat storage-based greenhouse dryer 
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CO2 emission and Embodied energy Analysis 
 

The proposed system embodied energy is measured as 530.4976 kWh. While CO2 emissions per year are calculated 
to be 14.85 kg when power generation from coal is 0.98 kg when domestic losses and distribution losses are factored 
in, coal consumption is raised by 1.58 kg, and CO2 emissions are calculated to be 23.94 kg. The embodied energy is 
found to be the same for all sensible heat storage conditions since varied sensible heat storage conditions do not 
differentiate the material required in the construction of the dryer. As a result, the CO2 emission rate for varied sensible 
heat storage conditions is determined to be the same. The embodied energy of the suggested configuration is 
significantly lower than that of the indirect mode of the solar dryer and the active conventional dryer. Table 1 shows 
the calculated embodied energy. 

TABLE 1. Embodied energy of greenhouse dryer. 
 
 
 

S.NO. Substance Amount Embodied 

energy 

coefficient 

( kWh/kg ) 

Gross 

(kWh) 

Reference 

i. Glass 5.40 kg 7.28 39.312 [20] 
ii. Silver coating 0.75 m2 0.278 0.2085  
iii. Polycarbonate sheet 15.60 kg 10.1974 159.079  
iv. Black PVC sheet 0.325 kg 19.44 6.318  
v. Wire mesh steel tray 0.70 kg 9.67 6.769  

 
 
 

vi. Aluminium section 
 
 
 
 
 
 

vii. 
 
 
 

viii. 
 
 
 

Grand total (kWh) 530.4976 

CONCLUSION 

The dryer embodied energy was determined to be 530.4976 kWh. For 1.5 kg of coal, the dryer CO2 emissions are 
calculated to be 23.94 kg. The maximum efficiency of the dryer is found to be 24.63% for black-painted gravel under 
sensible heat storage conditions. By analyzing these parameters in no-load conditions, the working of the greenhouse 

 • 3.59 kg 55.28 198.455 
• 0.82 kg 55.28 45.3296 
• 0.08 kg 55.28 4.4224 

Fitting    
 • 0.20 kg 55.28 11.056 
 • 0.025 kg 55.28 1.382 
 • 0.10 kg 55.28 5.528 
 • 0.25 kg 9.67 2.4175 

Paint 2 kg 25.11 50.22 
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dryer in load conditions and its efficiency can also be analyzed. As a result, it is possible to conclude that this sort of 
solar dryer is environmentally beneficial and can be built for the drying of crops and vegetables also it is useful for 
protecting the crop’s nutrients value in comparison to open sun drying. 
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Residual stress distribution and its magnitude varies across the weldment, contributing to many catas-
trophic failures. Moreover, it is challenging to reliably measure residual stresses, considering a particular
technique. Therefore, the present investigation aims to examine residual stresses in similar (T91-T91) and
dissimilar (T91-Super304H) welds before and after post-weld heat treatments (PWHT), using non-de-
structive methods (sin2w and cos a) and SYSWELDS simulations. For a similar weld, the peak tensile
residual stresses near to fusion line reached � 238 MPa (as per sin2w method) and � 258 MPa (as per cos
a method), which is � 48% of yield stress (520 MPa) of T91 steel. Alternatively, for the case of dissimilar
welds, peak tensile residual stresses of � 518 MPa and peak compressive residual stresses of � 290 MPa
were observed at the fusion line of the T91 side and Super304H side, respectively. Dissimilar welds show
relatively high residual stresses with significant deviation across weldment due to varying thermal coeffi-
cients of expansion/contraction resulting from dissimilar metal joints. Hence, PWHTs were performed to
decrease the magnitude of peak residual stresses and their deviation across weldment to enhance the life of
welded joints. For instance, the peak tensile residual stresses decreased from � 258 to � 120 MPa after
775 �C—30 min PWHT condition in similar welds. Similarly, for dissimilar welds, post-weld normalizing
and tempering (PWNT) at 1050 �C—30 min followed by 760 �C—60 min condition was found to decrease
the residual stresses from � 518 to � 70 MPa, which is a significant reduction achieved due to austeni-
tizing.

Keywords dissimilar welds, residual stress, super304H,
SYSWELDS, T91

1. Introduction

SA213-T91 and Super304H steels are widely used as tubes/
pipes in fossil and nuclear power plants due to their low ther-
mal expansion and high thermal conductivity (Ref 1). Welding
is a potential technique for joining tubes and pipes. However,
welding develops residual stress across the weldments, which
can be influenced by the materials and welding processes (Ref
2-5). The residual stress and associated distortion can severely
affect the integrity of welded structures. Generally, fatigue
properties differ for different materials; however, compressive
residual stresses extend the joints’ fatigue life by delaying the
crack propagation rate (Ref 6).

In contrast, tensile residual stresses are highly detrimental to
the joint because they promote crack growth and contribute to
failures (Ref 7). As residual stresses maintain a self-equilibrat-
ing state, both kinds (i.e., tensile and compressive) of residual
stresses are present across the weldments; however, their
distribution across weldment is different based on the location
(Ref 8). Many researchers (Ref 9-11) have studied the residual
stress behavior across the weldments and found that the tensile
residual stresses are present in the heat-affected zone (HAZ)
and the weld metal (WM) region. Yaghi et al. (Ref 12)
examined the effect of thickness on residual stresses and found
that thick-walled (� 40 mm) tubes have a different residual
stress distribution than thin-walled (� 7 mm) tubes. Consider-
ing this, peak tensile stresses on the outer surface and inner
surface of thick and thin pipes, respectively was reported.
Generally, a characteristic ’M’ shaped distribution of residual

This invited article is part of a special topical issue of the Journal of
Materials Engineering and Performance on Residual Stress Analysis:
Measurement, Effects, and Control. The issue was organized by Rajan
Bhambroo, Tenneco, Inc.; Lesley Frame, University of Connecticut;
Andrew Payzant, Oak Ridge National Laboratory; and James Pineault,
Proto Manufacturing on behalf of the ASM Residual Stress Technical
Committee.

Ranjeet Kumar, Materials Engineering Division, CSIR-National
Metallurgical Laboratory, Jamshedpur 831007, India; and
Department of Materials Science and Engineering, Indian Institute of
Technology, Delhi, New Delhi 110016, India; Prahlad Halder,
Anand Varma, and Y. Ravi Kumar, Advanced Materials Research
Laboratory, NTPC Energy Technology Research Alliance (NETRA),
NTPC Ltd, Greater Noida 201306, India;
Murugaiyan Amrithalingam, Department of Metallurgical and
Materials Engineering, Indian Institute of Technology Madras,
Chennai 600036, India; N. Yuvraj, Department of Mechanical
Engineering, Delhi Technological University, Delhi 110042, India;
Suresh Neelakantan and Jayant Jain, Department of Materials
Science and Engineering, Indian Institute of Technology, Delhi, New
Delhi 110016, India. Contact e-mails: sureshn@iitd.ac.in and
jayantj@iitd.ac.in.

JMEPEG �ASM International
https://doi.org/10.1007/s11665-023-08703-w 1059-9495/$19.00

Journal of Materials Engineering and Performance

http://crossmark.crossref.org/dialog/?doi=10.1007/s11665-023-08703-w&amp;domain=pdf


stresses is observed across similar welds, where peak tensile
residual stresses can reach up to � 475 MPa (Ref 13) and
520 MPa (Ref 9, 14, 15), respectively for SA508 steel and API
X65 steel.

On the contrary, dissimilar metal welds (DMW) exhibit
asymmetric and opposite residual stress distribution on both
sides of WM due to different materials (Ref 16). Most of the
studies concluded that the distribution of residual stresses
magnitude and nature is complex and both are important to
decide the life of components during application. Residual
stresses across the welds can be measured using several
methods. X-ray diffraction, ultrasonic, neutron diffraction,
barkhausen noise are non-destructive methods, while hole
drilling, incremental hole drilling, ring core, sectioning and
contour methods are destructive ones. Each method has
advantages and disadvantages, depending on factors such as
material type, accuracy and availability. However, the x-ray
diffraction method is most commonly considered (Ref 17, 18)
for residual stress measurement due to accuracy, reliability,
repeatability and non-destructive nature. Considering the com-
plexity of residual stresses, tools based on numerical simulation
(e.g., ANSYS, ABAQUS and SYSWELDS) can be useful.
Kumar et al. (Ref 19) studied the residual stresses in a laser-
welded grade 91 plate (9 mm thick) and compared it with
SYSWELDS software, reporting good agreement.

The weldment microstructure of the T91 steel welds consists
of a predominantly martensitic phase, which exhibits low
toughness and high- strength, hardness and residual stress (Ref
20). This combination of properties is unsuitable for power
plants and may result in premature failure. As a result, PWHTs
are advised for microstructure stabilization, residual stress
minimization and enhancing the toughness with ductility
recovery. Generally, PWHTs are performed below the Ac1
(Ref 13), referred to as post-weld direct tempering (PWDT)
(Ref 21). Irrespective of the PWDT treatment, a gradient in the
hardness values and a heterogeneous grain size distribution
remains across the weldment (Ref 22). Hence, a new PWHT
(Ref 23) has been suggested as post-weld normalizing and
tempering (PWNT), where normalizing is performed at
1050 �C, followed by tempering at 760 �C. PWNT was
reported as superior to PWDT in terms of uniform microstruc-
tures and related mechanical properties across the weldment
(Ref 24). However, the influence of PWNT on residual stress
has not been reported yet for dissimilar welds (T91-
Super304H). In addition, the studies of residual stresses in
tube welds of T91 are limited using SYSWELDS and
experimental measurements (sin2w, cos a). Therefore, the
current investigation aims to measure the residual stresses in
T91 welds using sin2w and cos a methods and validate the

measured values using SYSWELDS (Ref 25) for the as-welded
condition of similar welds of T91. Moreover, effective PWHTs
have been proposed to mitigate the residual stress for similar as
well as dissimilar welds.

2. Materials and Experimental Procedure

2.1 Materials and Welding Procedure

SA213-T91 and Super304H tubes of dimensions 38 mm
outer diameter with 6 mm wall thickness were used for
investigations. Table 1 shows the chemical composition of
the initial tubes. Manual GTAW/SMAW Lincoln Electric
Invertec V305-T AC/DC was used to weld 37.5� V-shaped
groove tubes with a 2.4 mm root gap. C-clamps were used to
assure the alignment of tubes during welding. Initially, tubes
were preheated to a temperature of � 200 �C (T91 only) using
a pencil heater and monitored using thermal chalk and a
pyrometer. Commercially pure argon (99.99% purity) was used
for purging (inside the tubes) as well as shielding gas during
root pass and filling passes. The composition of fillers for
similar (ER-90S-B9 and E9015-B9 were used for root pass and
filling pass, respectively), as well as dissimilar welds (ERNiCr-
3), is given in Table 1. The welding parameters for similar as
well as dissimilar welding are reported in Table 2, which have
been chosen based on the literature (Ref 26, 27). Heat input
values were calculated by considering 60% and 80% efficiency
for GTAW and SMAW. To avoid martensitic transformation,
350 �C interpass temperature was maintained. After welding,
samples were subjected to PWDT at 760 �C—120 min and
775 �C—30 min conditions have been considered for similar
welds. For DMW, heat treatment was carried out at 760 �C for
60 min below the Ac1, referred to as PWDT. Since DMW
introduce quite higher residual stress across weldment, hence,
new heat treatment was performed, austenitizing at 1050 �C for
30 min (above the Ac3) followed by tempering at 760 �C for
60 min, referred to as PWNT.

2.2 Microstructural and Mechanical Characterization

For metallography, a standard procedure, as reported in
detail elsewhere (Ref 28, 29) was followed. A stereomicroscope
(Leica M125C) was used to reveal the macrostructure. Field
emission scanning electron microscope (FESEM) JEOL JSM
7800F was used to obtain secondary electron imaging, which
was operated at 15 kV. Microhardness was measured by an
instrumented microhardness tester (Zwick/Roell Z2.5) at 500 g
force.

Table 1 Composition (in wt.%) of SA213-T91 and Super304H alloy steel tubes with filler materials

Material

Elements, wt.%

C Cr Mo Mn Si Ni V Nb Ti N Cu Fe

SA213-T91 0.1 9.05 0.92 0.51 0.35 0.18 0.20 0.1 … 0.06 … Bal
Super304H 0.08 18.4 … 0.84 0.21 8.77 … 0.53 … 0.11 2.74 Bal
ER90S-B9 0.09 8.90 0.9 0.54 0.22 0.46 0.22 0.046 … 0.044 … Bal
E9015-B9 0.09 9.0 1.1 0.6 0.2 0.8 0.2 0.05 … 0.04 … Bal
ERNiCr-3 0.03 21 … 3.4 0.22 71 … 2.5 0.31 … 0.15 Bal
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2.3 Residual Stress Measurement

Proto i-XRD and Pulstec l-X360, x-ray residual stress
analyzer were used to measure the residual stress. Proto i-XRD
is based on the sin2w and operated at 20 kV and 4 mA. Proto i-
XRD was used at five tilt angles (range of ± 25�) of incident x-
ray to cover many grains (facilitate multi-exposure). On the
other hand, Pulstec l-X360 was based on the cos a method and
operated at 30 kV and 1 mA. To measure the residual stresses
in T91 steel, Cr-target (k: 2.291 Å) was used and lattice strain
was measured at 156º (2h) corresponding to (211) plane (BCC),
while for Super304H steel, Mn target (k: 2.103 Å) was used
and lattice strain was measured at 152º (2h) corresponding to
(311) plane (FCC). However, due to the unavailability of the
Mo target, we could not able to measure the residual stresses in
WM (ERNiCr-3) of DMW. Additionally, the numerical method
’SYSWELDS’ software (Ref 25) was used to simulate residual
stresses for similar welds of T91. However, due to the
unavailability of data for ERNiCr-3 and Super304H in
SYSWELDS software, not able to simulate for DMW.

2.4 Finite Element Analysis: SYSWELDS

Unigraphics NX 11.0 and visual mesh 15.0 were used for
modelling and meshing, respectively. The fine mesh was used
in weldment and near the HAZ, while the coarse mesh was far
from the HAZ region, as shown in Fig. 1(a). The total number
of mesh elements and nodes were 20800 and 24846, respec-
tively. The software package includes heat source geometry
definition, moving heat source function, heat treatment and
phase transformation of material (T91) with thermal, mechan-
ical and metallurgical properties of T91. To validate the heat
source, weld bead geometry was used as shown in Fig. 1(b).
The boundary of the weld bead defines the temperature field
around it (Ref 30), since distortion and residual stresses are
more sensitive to heat and its distribution. Therefore, the most
realistic and appropriate Goldak’s double ellipsoidal model was
considered to simulate the heat distribution (Ref 31), which is
quite suitable for GTAWand SMAW types of welding (Ref 32).
Boundary conditions (degree of restrain) are essential during
welding as it can alter the residual stresses (Ref 33). Three C-

Table 2 Welding parameters used for similar (T91-T91) and dissimilar (T91-Super304H) welds

Weld type Weld layers Process

Filler Current

Voltage Welding speed, mm/min Heat input, kJ/mmClass Dia., mm Type Amps.

T91-T91 Root Pass GTAW ER90S-B9 2.4 DCEN 103 10-15 35 1.32
Fill Pass SMAW E9015-B9 4.2 DCEP 143 21-28 50 3.36

T91-Super304H Root Pass GTAW ERNiCr-3 2.4 DCEN 95 10-12 39 0.96
Fill Pass GTAW ERNiCr-3 2.4 DCEN 110 12-15 72 0.74

Fig. 1 (a) Shows elemental meshing in tubes and (b) weld bead macrostructure and corresponding meshing and (c) schematic illustrating the
welding geometry with C-clamp arrangement around tubes
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clamps were used at 120� apart around the tube to ensure the
alignment of the tubes, clamped at 50 mm from the weld center
using tack weld as shown in Fig. 1(c). The initial temperature of
the tubes was considered 25 �C (ambient temperature).

3. Results and Discussion

3.1 Residual Stresses in As-Welded Similar Welds

Figure 2 shows the phase change across the weldments,
where Fig. 2(a, b, c, d and e) show the SEM micrographs of
weld metal (WM), coarse grain heat-affected zone (CGHAZ),
fine grain heat-affected zone (FGHAZ), inter critical heat-
affected zone (IC-HAZ) and base metal (BM). Figure 2 (f)
shows the simulated phase proportion across the weldment.
Note that the magenta color represents the ferrite phase and the
blue color represents the martensitic phase in Fig. 2(f). It is
known that WM and HAZs have experienced temperatures
which are above an upper critical temperature, thus consistent
with martensitic phase formation upon cooling (Ref 28).
However, BM exhibits the initial microstructure (ferrite with
carbides on grain boundaries), as shown in Fig. 2(e). The

simulated phase across the weldment demonstrates quite similar
nature of phase transformation in the WM and HAZs, as shown
in Fig. 2(f). There is a formation of an inter critical zone as
well, see Fig. 2(d), where color changes from red to green to
yellow (i.e., martensitic fraction changes), see Fig. 2(f).
Moreover, the grain size was 18 ± 8, 5 ± 2, 8 ± 3, and
11 ± 3 lm respectively, for CGHAZ, FGHAZ, ICHAZ and
BM regimes.

Figure 3 shows the comparison between experimental and
simulated micro-hardness across the weldments. A similar
variation in hardness for both can be seen. For instance, the
experimentally measured hardness in WM and HAZs are
370 and � 400 HV, respectively and then a sharp drop
to � 213 HV for BM) was observed. Similarly, the simulated
curve exhibits a peak hardness of � 354 HV in WM and HAZ
and then a sharp drop to � 229 HV in the BM region, as shown
in Fig. 3(a, b). The peak hardness in WM and HAZs is mainly
due to the martensitic transformation after welding. For more
details on hardness variations in different HAZs, the reported
investigation (Ref 22) can be referred.

Figure 4 depicts the measured residual stress across the
weldments using two methods (sin2w and cos a) and the
corresponding validation through SYSWELD simulated resid-

Fig. 2 SEM micrograph of (a) weld metal (WM), (b) coarse grain heat affected zone (CGHAZ), (c) fine-grain heat affected zone (FGHAZ), (d)
inter-critical heat affected zone (ICHAZ), (e) base metal (BM) and corresponding (f) simulated phase variation (magenta- ferritic, blue-
martensitic), for as welded similar welds (T91-T91)
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ual stresses for the as-welded condition. Accurately measuring
residual stresses through experiments always poses a challenge,
hence, two different experimental methods were used. Weld-
ments can be divided into three regions WM (A), HAZ (B) and
BM (C), depending on the nature of stresses, which shows a
change in each of these regimes. Tensile axial residual stresses
of 101 ± 37 MPa were observed in WM using the sin2w -
method, while circumferential residual stresses of
242 ± 33 MPa were compressive, as shown in Fig. 4(a). In
contrast, the cos a method measured a single magnitude of
residual stresses in weldment and demonstrated the tensile
residual stresses of 231 ± 8 MPa. In WM (near the HAZ
region), axial residual stress of 238 ± 41 MPa and circumfer-
ential residual stress of � 69 ± 32 MPa were measured, both
of which were tensile and demonstrated the peak value of
residual stresses. At the same position, the cos a method

revealed the tensile peak residual stress of 258 ± 9 MPa, as
shown in Fig. 4(a). The simulated residual stresses suggested
a � 190 MPa in WM (as marked by a black arrow) and � 430
MPa at the fusion line (as marked by a black arrow), as shown
in Fig. 4(b). Kim et al. (Ref 34) also observed lower residual
stresses in the weld centerline than on the fusion boundary in
T91 steel using a numerical model and the neutron diffraction
method. This is attributed to metallurgical processes during
welding, such as shrinkage + quenching or shrinkage + phase
transformation (Ref 35, 36). Therefore, ’M’ shaped character-
istics of residual stress distribution are expected in the case of
ferrite-martensitic steel (Ref 37). They reported (Ref 34) a peak
residual stress of � 700 MPa, which is relatively higher than
the yield stress (�415 MPa) and the ultimate tensile strength
(�585 MPa) of T91 steel. Residual stresses in the HAZ
changed from tensile to compressive, where axial and circum-

Fig. 3 (a) Comparison of experimental and simulated microhardness variation and (b) simulated hardness, across the weldments after similar
welds (T91-T91)

Fig. 4 (a) Experimentally measured residual stresses using Sin2w and Cos a methods and (b) simulated residual stresses, for as welded
condition of similar welds (T91-T91)
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ferential stresses reached 36 ± 7 and 131 ± 12 MPa (in mid of
HAZ), respectively, as shown in Fig. 4(a). The cos a method
revealed a similar nature and magnitude (122 ± 3 MPa) of
residual stresses. Further, away from the fusion line, residual
stresses decreased, as can be observed in experimental results,
as shown in Fig. 4(a, b) by region B. The tensile residual
stresses in the WM region and compressive residual stresses in
HAZ are due to the solidification pattern. After welding, when
solidification starts, T91 steel expands due to phase transfor-
mation from austenite to martensite. The martensitic crystal
structure (body-centered tetragonal, BCT) increased its volume
by 4.3% from the austenitic structure (face-centered cubic,
FCC) due to its less dense structure. Due to this volume
expansion, resulting from the predominant presence of marten-
sitic structure in WM, a tensile residual stress is invariably
induced in WM, which compresses the neighbouring HAZ,
where compressive residual stresses get induced. Further, the
experimental methods (sin2w and cos a) and as well the
simulation results demonstrate that the residual stresses
approach zero in the BM region (much away from the weld
center), which signifies that BM is unaffected by the welding
thermal cycle. Overall, both experimental and simulation
methods have captured the nature of residual stresses well;
however, some deviation in magnitude was present due to their
variation in resolution ability. Nonetheless, the cos a method
exhibits good agreement with the sin2w method.

Both methods can be significant in evaluating residual
stresses, with each having advantages over the other. For
instance, the cos a method is quick and more portable than the
sin2w method. Hence, cos a method is suitable for on-site
applications as well. Further, sin2w method provides axial stress
as well as circumferential stress, while cos a provides in-plane
normal and shear stress at particular exposed areas. On the

other hand, cos a method is more viable for isotropic material
and nearly flat surfaces, while sin2w method is useful for
complex geometries such as narrow grooves/gaps (Ref 38).
Both methods are capable of measuring residual stress for
various materials (the ability to measure residual stresses for
different materials depends on the target material, as reported
elsewhere (Ref 39)). Moreover, the goniometer that provides
different tilt angles in the sin2w method (more number of grains
participate in measurement) provides a slightly different
magnitude than the cos a method for a particular region. The
present investigation found that the repeatability (i.e., less error)
of the cos a method is better than sin2w for a specific area.

3.2 Residual Stresses in As-Welded Similar Welds:
Influence of PWHT

The influence of PWHT on residual stress distribution across
the weldment of similar T91 welds has been investigated using
the cos a method for as-welded and PWHT at
760 �C—120 min and 775 �C—30 min conditions, as shown
in Fig. 5. It is well-known that the cos a method is portable and
quick, making it more useful for practical applications such as
on-site inspections; hence it has been considered. The peak
residual stress was 258 ± 6 MPa near the fusion line after
welding, with a significant deviation in its magnitude across
weldment, as shown in Fig. 5. However, the residual stresses
decreased after PWDT at 760 �C or 775 �C. It can be noticed
that the variation in residual stress across weldment is relatively
less for 775 �C—30 minutes due to higher temperature. This
indicates that temperature has a more significant influence on
residual stresses during PWHT. This is consistent with previous
work (Ref 22), where better mechanical properties for PWDT at
775 �C—30 minutes have been observed. This has been
attributed to uniform hardness and fine precipitate size.

Fig. 5 Influence of PWDT on residual stress distribution in similar welds (T91-T91) using the Cos a method
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Moreover, prolonged PWHT (say 2 h) coarsens the M23C6

precipitates, which initiates decohesion from the precipitates-
matrix interface (Ref 22).

3.3 Residual Stresses in As-Welded Dissimilar Welds
with and without PWHT

DMW is a type of trimetallic joint in which T91 and
Super304H were welded together with ERNiCr-3 as a filler. As
a result, complications exist in measuring residual stresses
using two different techniques for two different materials.
Hence, using the sin2w approach, the residual stresses have
been measured for all three conditions (as welded, PWDT and
PWNT) from the T91 side (fusion line to BM) and the
Super304H side (fusion line to BM), as shown in Fig. 6. Like
similar welds, the T91 fusion line has a peak axial tensile
residual stress of 518 ± 11 MPa due to phase change and
higher yield strength, see Fig. 6(a). However, the magnitude
was much higher than similar welds due to heterogeneous metal
joints with varying expansion and contraction thermal coeffi-
cients. After welding, the circumferential residual stress is less
than the axial residual stress on the T91 side, as shown in
Fig. 6(c), similar to the similar welds. The Super304H side, on

the other hand, shows compressive axial residual stresses due to
the absence of phase change, while circumferential residual
stresses are tensile with a lower magnitude of 100 ± 17 MPa,
see Fig. 6(b, d). After PWDT and PWNT heat treatments, there
is a significant reduction in residual stress magnitude, as seen in
similar welds. It’s also worth noting that the deviation in
residual stress distribution has dropped. The circumferential
residual stress from the T91 side was less than axial residual
stresses. Moreover, it can be noticed that the PWNT is more
effective in reducing overall residual stress across weldment
due to complete austenitizing and tempering, which is a unique
heat treatment that is not reported yet for DMW (T91-
Super304H). Hence the careful selection of PWHTs makes
the dissimilar welded component out of danger of failure from
the developed residual stresses.

4. Conclusions

An experimental and numerical investigation has been
carried out to analyze the residual stresses in welded tubes of
T91 steel. Additionally, the effectiveness of PWHTs (temper-

Fig. 6 (a, b) Axial and (c, d) circumferential residual stresses for the T91 side and Super304H side, respectively, for dissimilar welds of T91
and Super304H
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ature and time) on residual stresses has been studied for similar
as well as dissimilar welds.

• Experimental (cos a and sin2w) and SYSWELDS simula-
tion showed the peak tensile residual stresses in the WM
region (close to the fusion line) are � 238 MPa (sin2w),
258 MPa (cos a) and � 430 MPa (SYSWELDS), for
T91 similar welds. SYSWELDS exhibited a similar nature
of residual stresses across the weldment; however, the
magnitudes were different.

• While in the case of dissimilar welds, peak tensile residual
stresses of � 518 MPa and peak compressive residual
stresses of � 290 MPa were observed at the fusion line of
the T91 side and Super304H side, respectively. DMW ex-
hibits relatively high residual stresses with large deviations
across weldment due to varying thermal coefficients of
expansion/contraction resulting from dissimilar metal
joints.

• For similar welds of T91, the peak tensile residual stresses
decreased from � 258 to � 120 MPa after PWDT
(775 �C—30 min). Whereas, for dissimilar welds of T91
with Super304H, the peak tensile residual stresses were
decreased from � 518 to � 70 MPa after PWNT, which
is quite effective due to complete austenitizing.
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Abstract
Traditional machine learning classifiers can automatically evaluate human behaviour and emotion recognition tasks.

However, prior research work does not secure users’ privacy and personal information because they need complete access

to sensitive physiological data. The recently introduced Federated Learning (FL) paradigm can address this problem. FL

allows the local model updates to be sent to a central server, combining them to create a global model. It does not allow the

global model to access the raw data used to train it. Motivated by the core concept of FL, this paper proposes a novel FL-

based Multi-modal Emotion Recognition System (F-MERS) framework combining EEG, GSR, ECG, and RESP physi-

ological sensors data. It uses Multi-layer Perceptron (MLP) as a base model for classifying complex emotions in three

dimensions: Valence, Arousal, and Dominance (VAD). The work validates the F-MERS framework with three emotion

benchmark datasets, DEAP, AMIGOS, and DREAMER, achieving accuracies of 87.90%, 89.02%, and 79.02%, respec-

tively. It is the first FL-enabled framework for recognizing complex emotions in three dimensions (VAD) with multi-modal

physiological sensors. The proposed study assesses the F-MERS framework in two scenarios: (1). Subject dependent and

(2). Subject independent, making the framework more generalized and robust. The experimental outcomes indicate that the

F-MERS framework is scalable, efficient in communication, and offers privacy preservation over the baseline Non-FL

MLP model.

Keywords Emotion recognition system � Federated learning � Physiological sensors � Multi-modal � Privacy �
MLP

1 Introduction

Emotions influence a person’s physical health and deci-

sion-making abilities [1]. For instance, people are more

prone to suffering from poor mental health during emo-

tionally stressful times. Also, when a person is not feeling

well, their emotional state is unbalanced. Hence, deter-

mining the emotional states is vital to ensure improved

emotional wellness. There are two categories of indicators

for recognizing emotions, as described below:

• Physical indicators: One is human bodily indicators,

such as facial expression [2, 3], speech [4], gesture [5],

Eye-tracking [6, 7], posture, and others, which have the

advantage of being easy to collect. Nevertheless, it is

quite easy for people to alter their body signs, such as

their voice or facial expression, to hide their genuine

emotions while interacting with others. People might,

for instance, smile during a formal social gathering

even if they are experiencing bad emotions. Hence,

there is no way to guarantee the correctness of these

indicators.

• Physiological indicators: These indicators capture the

electrical activities (physiological responses) of the

human body using physiological sensors like - Elec-

troencephalogram (EEG) [8–10], Electrocardiogram

(ECG) [11], Electrodermal Activity (EDA) [12], Heart

Rate (HR) [13], Blood Volume Pulse (BVP) [14] and

Respiration Rate (RESP) [15]. These indicators can
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map a person’s complex emotions with supporting

approaches and cautions, including self-reported feel-

ings. Indeed, mapping emotions based on physiological

signals is a complex and challenging task, but it is an

essential and valuable area of research. Unfortunately, a

single physiological sensor is unable to capture emo-

tional changes accurately. Therefore, combining multi-

ple physiological sensors and self-reported assessments

can help recognize complex emotions. Hence, emotion

recognition using multiple physiological sensors is

significant in research and real applications [16].

Multi-modal emotion recognition based on physiological

sensors has garnered much attention in previous research

due to the limitations of unimodal information (use of a

single sensor) for emotion recognition. However, using a

single physiological signal is unreliable as artefacts and

noises in the signals distort the signals’ features, which are

input for training the ML models to classify emotions

resulting in unjustified and inaccurate recognition. Recent

research on multi-modal emotion recognition has exten-

sively used several sensors’ constructive fusions. Infor-

mation fusion for multi-modal emotion recognition has

been the main focus of most earlier efforts. The two pri-

mary components are feature-level and decision-level

fusions. Busso et al. [17] provided an easy feature-level

fusion method for concatenating all feature vectors into one

large vector to train a classifier. Physiological measures

from wearable devices are fed into automated artificial

intelligence systems to classify emotional states. Machine

Learning (ML) and Deep Learning (DL) methods enable

the automated evaluation of large amounts of data and the

establishment of correlations between measurements made

under various conditions. The traditional emotion recog-

nition systems include algorithms such as Support Vector

Machine (SVM) [18], Decision Trees (DT) [19]. K-

Nearest Neighbor (KNN) [20, 21], Recurrent Neural Net-

work (RNN) [22], Convolutional Neural Network (CNN)

[23, 24], Artificial Neural Network (ANN) and LSTM

(Long Short-Term Memory) [25]. These algorithms were

successful in attaining higher accuracies with physiological

sensors. However, when used for emotion recognition

based on physiological sensors, they have a considerable

detriment in terms of user data privacy. These techniques

employ the user’s complete physiological data to train a

classification model. In such environments where a user’s

physiological data is being collected and stored, more

security measures are needed to protect that data from

being accessed by data attackers. It could be a serious

issue, as physiological data is extremely sensitive and

could be used for nefarious purposes if it falls into the

wrong hands. To address this issue of data privacy,

McMahan et al. [26] introduced in 2016 a new paradigm

called Federated Learning (FL).

1.1 Research questions

This paper aims to address the following research ques-

tions. These are two forms: Main Question (MQ) and a

Specific Question (SQ).

MQ1: Why is privacy essential for physiological data?

SQ1: How can complex emotions be mapped into dif-

ferent dimensions?

SQ2: How physiological signals contribute to emotion

recognition?

SQ3: Why is multi-modality required in emotion

recognition?

SQ4: How can machine learning be used for automated

emotion recognition systems?

SQ5: How federated learning paradigm is preserving

data privacy in emotion recognition?

Motivation for data privacy to sensitive physiological

sensors: Physiological data is considered sensitive because

it reveals a lot about a person’s health status and can

potentially provide insights into their emotional state,

behaviour, and habits. One of the significant issues in

keeping physiological data while identifying emotions is

privacy concerns. When exposed to various situations,

physiological sensors such as EEG, GSR, HR, and others

record a human’s brain responses, skin conductance, and

heart rates. These sensors evaluate and help map to track a

person’s thoughts, moods, emotions, and, most impor-

tantly, health state. Conventional Emotion Recognition

Systems (ERS) use sensitive, physiological data for train-

ing and classification procedures without any privacy

standards, allowing data attackers easy access and resulting

in private data leaks. Recent incidents of data leaking from

emotion recognition systems have been frequent. The

electroencephalogram (EEG)-based biometric authentica-

tion systems comprises the individual difference in EEG

signals as the only corresponding identification and per-

forms authentication [27]. The breach of such sensitive

EEG data will destroy authentication mechanisms. Millions

of consumers’ biometric data records comprising finger-

print scans and face recognition records were leaked by

some third-party attackers and made public 2019 [28].

Therefore, it is essential to ensure the use of physiological

sensor data for emotion recognition in a way that protects

people’s privacy and autonomy. Technological advances

make collecting and analyzing this kind of sensitive data

easier.
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1.2 Federated learning background

The core concept of FL is training ML and DL models on

distinct data distributed across different devices or clients,

preserving the privacy of local data [29–31]. FL is an ideal

solution to prevent the loss of privacy of users’ data as it

enables sending model gradients (weights) of the local data

to the server in place of the complete raw data [32]. The

server combines them to create a better global model, uses

them for training the ML model, and sends the updated

gradients (weights) back to the users.

The proposed approach aims to develop a global model

via the Client and Server architecture of Federated

Learning. Clients, Servers, and Aggregation frameworks

are the three essential components of the FL paradigm that

generates a high-quality global model [33, 34]. The fol-

lowing are the components of FL in detail:

• Clients: These are the initial locations for storing local

and entire raw data. They develop the local model

independently and communicate the weights to the

global model (at the server).

• Servers: A powerful computational single node is

frequently used as the server. It manages client

communication. It allows the global model to perform

averaging on the local model weights received from the

clients and then use them for training before sending the

updated weights back to the clients.

• Aggregation Framework (FedAvg [35]): Google

offers FedAvg, an aggregation technique for forming

a global model by aggregating client-side updates (as

shown in the Fig. 1). FedAvg meets the essential

privacy protection and data security standards by

aggregating weights received from local models. It

enables multiple devices to train a machine-learning

model while storing the user’s raw data locally. This

method relies on an optimization technique - Stochastic

Gradient Descent (SGD) and produces outcomes with-

out sacrificing user privacy or data sharing.

1.3 Main contribution of the paper

The following are the paper’s main contributions:

• Proposal of Federated Learning-based Multi-modal

Emotion Recognition System (F-MERS) framework,

combining the physiological sensors: EEG, GSR, ECG,

and RESP from the three benchmark datasets: AMI-

GOS [36], DEAP [37] and DREAMER [38].

• The proposed F-MERS framework utilizes an MLP

classifier as a base model for classifying emotional

states. It uses the three-dimensional model of emotions

(VAD), i.e., Valence, Arousal, and Dominance. The

experimental results prove the Federated-inspired

F-MERS framework to be as accurate as the base

Non-FL MLP model, indicated by the comparable

accuracies achieved by both the base MLP model and

F-MERS framework.

• The proposed study validates the F-MERS framework

in two scenarios: Subject-dependent and Subject inde-

pendent, making the framework more generalized and

robust.

• The proposed study calculates the training time and

aggregation time of the proposed framework F-MERS,

which proves it to be scalable and efficient in commu-

nication. The experimental results indicate that the

proposed framework successfully recognizes emotions

Fig. 1 Client–server architecture
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without compromising users’ privacy with sensitive

information measuring.

1.4 Organization of the paper

The rest of the paper comprises Sect. 2, which illustrates

the related work using physiological signals for emotion

recognition with FL. Section 3 explains the proposed

methodology. Section 4 gives the experimental outcomes

for various model configurations. Section 5 discusses the

results outcomes, and Sect. 6 explains the lessons learnt.

The paper concludes with Sect. 7.

2 Related work

Only a few research studies have worked on physiological

sensors for emotion recognition systems in an FL envi-

ronment, as indicated in Table 1. The current study pro-

poses a federated learning-enabled emotion recognition

framework based on multi-modal physiological sensors for

the first time. Previously, single physiological sensors such

as EEG, Electrodermal Activity (EDA), Respiration Belt

(RB), and Galvanic Skin Response (GSR) were employed

in the federated learning environment to classify the

emotional states ref.

Nandi and Xhafa [39] developed Fed-ReMECS, a real-

time emotion classification framework using FL that

leverages physiological data from EDA and RESP wear-

able sensors. The authors classify emotional states from the

DEAP [37] dataset into two-dimensional emotional states:

arousal and valence. The results conclude an average

accuracy of 81.92% along with the objective of privacy

preservation of the participating subjects. The proposed

framework is limited to utilizing only peripheral physio-

logical sensor data from EDA and RESP, which are less

effective than EEG for recognizing human emotions. The

research study failed to map complex emotions due to the

absence of a dominance dimension.

Tara [40] employed the physiological sensor data GSR

from the CASE [41] dataset to train a federated CNN-based

model for emotion recognition. The author found that the

proposed federated CNN architecture achieved the same

accuracy as the non-federated centralized CNN, i.e. 79%.

However, the research study used only single physiological

sensor data from GSR. It recognized the emotions in

arousal and valence dimensions. However, it did not map

the complex emotions in the dominance dimension.

Gao et al. [42] proposed a heterogeneous federated

learning approach for training the fully connected neural

network over EEG data while maintaining each user’s data

privacy. The authors conduct an extensive experiment

using the dataset MindBigData [42], which collects data

from wearable devices. The research study uses a very less

known dataset, which needs a suitable emotion-elicitation

environment and stimuli. The study is limited to only EEG

physiological sensor data. The research did not fulfil the

objective of emotion state classification as no emotion

mapping is present in any dimension.

Ayaan et al. [27] proposed a FedEmo framework for

emotion recognition using EEG signals based on the FL

environment. This framework uses ANN as a classifier and

FedAvg [35] to preserve the privacy of EEG data. The

proposed framework is validated on the DREAMER [38]

dataset for classifying three emotional states (valence,

arousal, and dominance) and achieves an average accuracy

of 57.4%. The research study is limited to only EEG

physiological sensor data.

2.1 Research gaps

The related work on FL for emotion recognition has

restrictions and limitations in their proposed study, such as:

1). None of the prior work on FL has focused on complex

emotions, including the dominance dimension, to gain

essential insight into the depth and intensity of emotions

beyond simple positive and negative emotion classification.

2). The related work experiments on either one physio-

logical sensor or fusing only peripheral sensors, not

including EEG while fusing. The absence of EEG data in

the fusion limits the depth and accuracy of the results

obtained from those experiments. 3). None of the prior

work on FL is validated for both scenarios, where the

emotions are dependent on the individual subjects and

where they are independent of the individual subjects. Only

one is validated for subject-independent scenarios (Nandi

et.al. [39]). 4). none of the related works have discussed the

communication efficiency of their FL framework for

emotion recognition. However, in the current study, we

address both of these aspects.

The proposed framework can fill these research gaps and

limitations in the literature described in the related work.

The proposed study validates the framework with multi-

modalities, fusing EEG, ECG, GSR, and RESP, for rec-

ognizing complex emotions in three dimensions (VAD),

which is not performed in existing FL works. The proposed

framework is more generalized and robust compared to the

existing FL works for emotions as it validates the frame-

work for three benchmark datasets of emotions and mea-

sures the communication efficiency of the proposed

framework by analyzing the training time, aggregation

time, and scalability other than evaluation metrics.
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3 Methodology

The methodology for the proposed framework is illustrated

in this section as follows.

3.1 Emotional model

Russell [45] established two categories as the basis for

defining emotions: Arousal and Valence (as shown in

Fig. 2a). The model lacks the mapping and depiction of

more subtle emotions. Afterwards, Mehrabian and Russell

[46, 47] together extended the two-dimensional model into

a three-dimensional model known as the VAD (Valence-

Arousal-Dominance) model (as shown in Fig. 2b. This

approach introduces a third dimension of dominance,

ranging from submissive to dominant emotions. Fear and

wrath, for example, are easily distinguished via the domi-

nant axis, which maps fear on the submissive axis and

wrath on the dominant axis. As a result, this paper employs

Mehrabian and Russell’s VAD model for the proposed

framework.

3.2 Datasets description

The proposed framework validates the three emotion

benchmark datasets: AMIGOS1 [36], DEAP2 [37], and

DREAMER3 [38]. Brief descriptions of all the datasets are

given in Table 2, giving an overview of the no. of subjects

in all three datasets, the different physiological signals

from which the data is collected, the video stimuli and their

durations shown to the subjects and their label matrices.

For AMIGOS and DREAMER, the Emotiv EPOC Neuro-

headset with 14 channels for collecting EEG data, and

SHIMMER is used to collect the ECG and GSR data. For

DEAP, the BioSemi ActiveTwo system with 32 electrodes

for collecting EEG data and other peripheral physiological

signals. To evaluate the proposed F-MERS framework, the

experimental study (in Sect. 3.4) uses the multi-modal

signals as EEG, ECG and GSR from AMIGOS dataset;

EEG, GSR and RESP from the DEAP dataset; EEG and

ECG from DREAMER dataset.

These datasets have certain limitations concerning the

subjects’ demographic information (personal data), such as

gender and age. The number of male and female subjects is

disclosed, but their identities are intentionally anonymized

to ensure and respect the privacy concerns of the subjects.

For more details about the dataset, readers can find the

dataset links provided as footnotes and their base paper

references.

3.2.1 Data pre-processing

The proposed study uses the preprocessed data given by the

data owners as it has achieved state-of-the-art results as

referenced [38, 39, 48]. The steps are given in below:

1. In the AMIGOS dataset, NaN values are detected in the

ECG signals for the 28th subject for the 9th video,

which is removed from the experimental setup.

2. The EEG, GSR, RESP and ECG data are downsampled

to 128Hz. (For all three datasets)

3. EEG data is filtered from 4.0 to 45.0 Hz with a

bandpass filter. (For all three datasets)

4. The ECG and GSR data are filtered with a cutoff

frequency of 60Hz using a low-pass filter. (For

AMIGOS)

3.2.2 Data clipping

• AMIGOS: This study focuses on the experiment with the

16 short videos since longer videos are less likely to elicit

stable emotions [49]. Each video displayed to the subject

in the experiment is of varying duration (as shown in

Table 3), from which the study uses the last 50 s of data

of every video and clips the starting portion.

Data Matrix =[total subjects9 videos (per subject) 9

samples (per video)] =[40 9 16 9 6400 (50 9 128)]

• DEAP: The proposed study uses the data from the last

60 s of every video stimuli shown to the subjects after

removing the 3 s baseline.

Table 1 Recent physiological signal-based federated learning research work for emotion recognition

Refs. Dataset PS1 CM2 Tool Algo Avg. Accuracy (%) Modality

Nandi et al. [39] DEAP [37] EDA, RB FFNN TFF FedAvg 81.92 Bi-Modal

Tara Hassani [40] CASE [41] GSR CNN TFF FedAvg 79 Single

Gao et al. [42] MindBigData [42] EEG CNN-FC PySfyt FedAvg 86 Single

Ayaan et al. [27] DREAMER [38] EEG ANN TFF FedAvg 57.4 Single

1 Physiological Signals (PS)

2 Classification Model (CM)

1 http://www.eecs.qmul.ac.uk/mmv/datasets/amigos/index.html.
2 https://www.eecs.qmul.ac.uk/mmv/datasets/deap/download.html.
3 https://zenodo.org/record/546113#%23.ZEn3hi8RpQI.
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Data Matrix =[total subjects 9 videos (per subject)

9 samples (per video)]=[32 9 40 9 7680 (60 9 128)]

• DREAMER: The proposed study uses the data from the

last 60 s of every video stimuli shown to the subjects.

Data Matrix =[total subjects 9 videos (per subject)

9 samples (per video)]=[23 9 18 9 7680 (60 9 128)]

3.2.3 Data Labelling

Subjects from all three datasets use SAM [50] to rate their

valence, arousal, and dominance emotional states. On a

scale of 1–9 (in AMIGOS, DEAP) and 1–5 (in DREA-

MER). The emotional states of low and high valence,

arousal, and dominance are defined by a threshold float

value of 4.5 (in AMIGOS, DEAP) and 3 (in DREAMER)

as shown in Table 4, and illustration of mapping of

emotions on the three-dimensional VAD emotional model

as shown in Table 5.

3.3 Feature extraction & feature fusion

The proposed framework uses the following extracted

features (as given in Table 6) from the physiological data:

EEG, ECG (Right and Left channels), GSR and RESP. The

framework applies a sliding window of 4 s with 50%

overlap for the feature extraction methods for all three

sensors.

Feature fusion: There are two methods for fusing

physiological data from various sensors: Decision-level

and Feature-level. Recent studies [38, 51–53] evaluated

coherence between multi-modal signals to allow feature-

level fusion and discovered that it enhanced overall accu-

racy over decision-level fusion. Hence, this work employs

Feature-Level Fusion (FLF) as shown in Fig. 3 to use rich

Fig. 2 Emotional models [43, 44]

Table 2 Brief description of all the datasets

Description/dataset AMIGOS DEAP DREAMER

No. of subjects 40 32 (16 male, 16 female) 23 (14 male, 9 female)

Physiological signals EEG, ECG, GSR EEG, GSR, RESP EEG, ECG

Video content 16 short videos, 4 long videos 40 videos 18 videos

Video duration 57–155 s, 14–15 min 63 s 65–393 s

Label matrix 16 9 3 40 9 3 18 9 3

Emotion states Arousal, Valence, Dominance

Emotion assessment SAM (Self Assessment Manikins)

EEG electrodes 14 32 14

ECG electrodes 2 – 2

GSR electrodes 1 1 –

RESP electrodes – 1 –
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data from distinct modalities. The FLF process involves

performing feature extraction independently for each sen-

sor data. After feature extraction, the resulting feature

vectors from each sensor concatenate into a single fused

feature vector. This fused feature vector represents the

information extracted from all the sensor modalities (EEG,

ECG, GSR, and RESP) used in the learning process. The

final feature vectors obtained are:

For AMIGOS:

AEEGþECGþGSR

¼ ½fEEGð14 � 17 ¼ 238Þ þ fECGð32 � 2 ¼ 64Þ þ fGSRð20Þ�
ð1Þ

For DEAP:

DEEGþGSRþR ¼ ½fEEGð32 � 17 ¼ 544Þ þ fGSRð20Þ þ fRð6Þ�
ð2Þ

For DREAMER:

DrEEGþECG ¼ ½fEEGð14 � 17 ¼ 238Þ þ fECGð32 � 2 ¼ 64Þ�
ð3Þ

3.4 Architecture of F-MERS framework

The current study proposes an FL framework using multi-

modal physiological data for emotion recognition (F-

MERS). The architecture for the proposed F-MERS is

given below stepwise in detail. Figure 4 illustrates the

architecture with marked respective steps.

• Step 1: Data collection and preprocessing

Firstly, the proposed framework collects multi-

modal physiological data from all the subjects. It

includes physiological signals EEG, ECG, GSR and

RESP data. This data then goes for preprocessing,

serving as input to the next step. section 3.2 explains

the details of the dataset.

• Step 2: Feature extraction and fusion

The framework performs feature extraction on the

collected physiological data for the Statistical, Time-

Table 3 Details of the 16 short

videos shown to each subject in

AMIGOS [36]

Video ID No. of samples Duration (in sec) Videos

10 12225 96 August Rush

13 7229 57 Love Actually

138 15160 122 The Thin Red Line

18 10575 83 House of Flying Daggers

19 16106 126 Exorcist

20 8335 65 My Girl

23 14265 112 My Bodyguard

30 9717 76 Silent Hill

31 19886 155 Prestige

34 8417 66 Pink Flamingos

36 8698 68 Black Swan

4 11621 91 Airplane

5 14347 112 When Harry Met Sally

58 8181 64 Mr Beans Holiday

80 13047 102 Love Actually

9 9630 75 Hot Shots

Table 4 Emotion state ratings
Ratings AMIGOS DEAP DREAMER

Low (Arousal/Valence/Dominance) 1–4.5 1–4.5 1–3

High (Arousal/Valence/Dominance) 4.5–9 4.5–9 3–5

Table 5 Mapping of emotions on 3D VAD

Emotions Arousal Valence Dominance

Disgust High Low High

Happiness Low High Low

Surprise High High Low

Anger High Low High

Fear High Low Low

Calm Low High Low

Sorrow Low Low Low

Excitement High High High
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Fig. 3 Feature Fusion

Table 6 Features extracted from the physiological signals

PS1 Domain Features with description

EEG

(17)

Time, statistical,

frequency

Hjorth Features: Complexity, Mobility and Activity, Fractal Dimension: Higuchi, Petrosian, Spectral
Entropy: (measure of the distribution or randomness of the power spectrum of a signal), Sample
Entropy:(measure of the irregularity or complexity of a time series), SVD Entropy: (measure of complexity

of a signal using singular value decomposition), Bandpower (alpha, beta, theta, delta):(power or energy
contained within specific frequency bands of a signal), Mean, Median, Standard Deviation (STD), 1st and
2nd difference: (average value, median, standard deviation, change between consecutive values a signal)

ECG

(32)

Time, statistical,

frequency

mean_nni, median_nni:(average and middle of the NN intervals between successive heartbeats), nni_50,
pnni_50, nni_20, pnni_20: (number and percentage of NN intervals differing by more than 50/20

milliseconds), hrv_mean, hrv_sdnn:(mean value, standard deviation of the differences between adjacent NN

intervals), hrv_rmssd: (root mean square of successive differences between NN intervals),

range_nni:(difference between the maximum and minimum NN intervals), cvsd: (coefficient of variation of

successive differences between NN intervals), cvnni: (coefficient of variation of NN intervals), mean_hr,
max_hr, min_hr, std_hr: (average heart rate, maximum, minimum, standard deviation calculated from NN

intervals) triangular_index: (measure of the overall shape of the RR interval histogram), tinn: triangular
interpolation of NN intervals, total_power (total power of the frequency spectrum of the ECG signal), vlf
(power in the very low-frequency range of the ECG signal), lf (power in the low-frequency range of the ECG

signal), hf (power in the high-frequency range of the ECG signal), lf_hf_ratio (ratio of LF power to HF

power), lfnu (normalized low-frequency power), hfnu (normalized high-frequency power), csi (complexity

index of the heart rate variability), cvi (cardiopulmonary coupling index), sd1 (standard deviation of points

perpendicular to the line of identity), sd2 (standard deviation along the line of identity), ratio_sd2_sd1 (ratio

of sd2 to sd1), sampen (sample entropy, a measure of the complexity of the signal)

GSR

(20)

Statistical, time mean_gsr, var_gsr, skew_gsr, kurtosis_gsr, std_gsr: (average value, variance, skewness, kurtosis, standard

deviation of the GSR signal), SCL (tonic) slope: slope of the tonic (slow-changing) component of the skin

conductance level (SCL)), SCR (phasic) peaks: (The number of peaks representing the phasic (rapid-

changing) component of the skin conductance response (SCR)), Statistical features applied to SCR, SCL:
mean_scl, var_scl, skew_scl, kurtosis_scl, std_scl, slope_scl, mean_scr, var_scr, skew_scr, kurtosis_scr,

std_scr, max_scr, scr_peaks

R2 (6) Statistical mean_rb, median_rb, var_rb, skew_rb, kurtosis_rb, std_rb: (average value, median value, variance,

skewness, kurtosis, standard deviation of the Respiration signal)

1 Physiological Signal(PS)

2 Respiration (R)
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domain, and Frequency-domain features. It fuses the

extracted features into a single concatenated feature

vector. The section 3.3 gives a detailed explanation for it.

• Step 3: Data division for FL environment

In this step, we define the participating clients in the

FL framework. For creating a federated framework, the

t framework divides the datasets into three different

client divisions, with each client consisting of one

subject’s multi-stream physiological data, followed

similarly by two other datasets. An illustration is shown

in Fig. 5 for the AMIGOS dataset showing that the first

experiment is with clients = 15, the second with

clients = 20, and the third is clients = 40. It works

similarly for the other two datasets with different no. of

client as given in Table 7.

• Step 4: Model selection and training

The proposed study uses Multi-Layer Perceptron

(MLP) neural network in a Federated learning environ-

ment as a baseline classifier. It consists of the following

parameters:

– The MLP model takes the concatenated feature

vector of the physiological sensors data in the input

layer.

– At hidden layers, the model has three Dense Layers.

– The Rectified Linear Activation Unit (ReLU) is the

activation function for each Dense layer as it has

faster convergence and is computationally

inexpensive.

– Dropout layers after each hidden layer regularise the

neural network at a rate of 0.7. It is only applied

during the training phase and turned off during

evaluation, as the goal is to use the entire network’s

representation power during evaluation.

– The output layer gives a single output and employs

the Sigmoid activation function.

– The federated and non-federated frameworks

employ the SGD optimizer with a 0.05 learning rate.

• Step 5: Creating FL environment

TensorFlow Federated (TFF) [54] is used as an FL

tool in the proposed framework. After splitting the

dataset, the framework distributes it to multiple virtual

clients. It creates a federated learning environment

using TFF to produce FedAvg, a federated averaging

algorithm [35]. TFF employs a distributed aggregation

protocol [55] to collect and aggregate model updates

from the clients. Equation 4 gives the computation for

FedAvg.

wg
t ¼

1

Ntotal

XNtotal

i¼1

wl
t;i ð4Þ

Here wg
t is the aggregated weight at the global server in

time t, wl
t;i are the weights received from all local

Fig. 4 Architecture of Proposed F-MERS Framework (Illustration with AMIGOS dataset)
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models in time t, and Ntotal is the total number of the

local model participating for aggregation. It employs

the horizontal federated learning approach [27]. The

Algorithm 1 describes the detailed steps for the algo-

rithm for FedAvg.

– Creation of local model (client end): The local

model is created using the multi-layer perceptron,

initially taking the feature vector as input from each

client’s multi-stream physiological data. The models

from each client are then sent to the server to

generate a global model.

– Creation of global model (server end): After

receiving the local model from the clients, the server

performs the federated averaging (FedAvg). It then

sends the global model back to the clients.

– Local model updates (client end): Following

aggregation, the participating client receives an

updated global model from the server. The process

repeats until the model converges or completes the

number of iterations. The experiments are per-

formed with three rounds of iterations (Rounds =

100, 200, 500).

Fig. 5 Data divisions of clients (Illustration with AMIGOS dataset)

Table 7 Data partitioning for subjects into clients for each dataset. (1

Client= 1 subject)

AMIGOS (40)

Client = 15 Client = 20 Client = 40

DEAP (32)

Client=10 Client=16 Client = 32

DREAMER (23)

Client=7 Client=11 Client = 23
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Algorithm 1 Federated Averaging (FedAvg [35])
Server Execution:

initialize w0
for each round r =1, 2, ... do

m ←− max(int(C ∗ m), 1);
St←− (random set of m clients);
for each client k ∈ St in parallel do

wk
t+1 ←− ClientUpdate(k,wt) end

wt+1←−
∑K

k=1
nk

n wk
t+1

ClientUpdate(k,w)://Run on client k
A ←− (split Pk into batches of size B)
for each local epoch i from 1 to E do

for batch a ∈ A do
w ←− w − ηΔl(w; a)

return w to server

3.5 Validation scenarios of the framework

The study validates the proposed FL approach in two

scenarios: One is Subject-dependent, and the other is

Subject-independent.

• The subject-dependent scenario uses data from each

client for training and testing, i.e., 80% of each of the

client’s data for training and 20% of each of the client’s

data for testing.

• The subject-independent scenario uses different sets

of training and testing clients, which are in the ratio of

80% (training) and 20% (testing). For example, the

model uses 12 clients for training and the rest 3 for

testing.

Table 8 presents the no. of subjects utilized for training and

testing the experiment in the subject-independent scenario

separately for each dataset, along with the details of the

three experiments performed.

3.6 Evaluation metrics

The following metrics evaluate the proposed framework:

• Loss function: Binary Crossentropy (as indicated in

Eq. 5). Here y is the binary indicator (0 or 1) for the

class label’s correct classification, and p is the predicted

probability for the observations for class labels.

�ðylogðpÞ þ ð1� yÞlogð1� pÞÞ ð5Þ
• Metrics: Confusion Matrix, Binary Accuracy and F1-

Score (as indicated in Table 9). Here, TP is the True

Positives, TN is the True Negative, FP is the False

Positives, and FN is the False Negative. The sci-kit

Table 8 Data partitioning of subjects into clients for the proposed

F-MERS in Subject-independent scenario for all three datasets

Dataset = AMIGOS (40)

1 Client = 1 subject Client = 15 Client = 20 Client = 40

Training/Testing clients 12/3 16/4 32/8

Dataset = DEAP (32)

1 Client= 1 subject Clien t=10 Client =16 Client = 32

Training/Testing clients 8/2 13/3 26/8

Dataset = DREAMER (23)

1 Client = 1 subject Client =7 Client =11 Client = 23

Training/testing clients 5/2 9/2 18/5

Table 9 Evaluation Metrics
Metric Formula

Accuracy TPþTN
TPþTNþFPþFN

F1-Score TP
TPþ1

2
ðFPþFNÞ
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learn library of Python calculates the Accuracy and F1-

Scores.

3.6.1 Scalability metrics

To measure the scalability of the proposed FL-based

F-MERS framework, this work uses the following metrics:

• Training Time: The time it takes to train the model on

a dataset helps indicate its scalability. A scalable

federated learning model should be able to handle

bigger datasets and models with appropriate training

times, even when data is distributed across different

devices.

• Model Accuracy: The model should remain accurate as

the number of clients and data increases.

3.6.2 Communication efficiency metrics

Federated Learning is a distributed machine learning

approach that uses data stored on multiple local models for

aggregation at a single global server. Its communication

efficiency can be measured using aggregation time.

• Aggregation Time: The time required to aggregate the

model updates received from the local client models

impacts the communication efficiency of the federated

learning model. If the model aggregation time is long, it

can result in increased communication latency and

increased network congestion.

3.7 Experimental setup

The proposed study experiments with two perspectives:

The non-federated learning environment (Non-FL) and the

Federated learning environment (FL). The study validates

both of these approaches in Subject-dependent and Sub-

ject-independent scenarios. These approaches are

employed to assess the effectiveness of the proposed

framework. For both perspectives, this work utilizes Goo-

gle Colab’s Pro plus GPU and Python 3.8 to run the tests

and trials on a MacBook Air with a 1.6 GHz dual-core Intel

core i5. Each round of aggregation in the federated envi-

ronment requires clients to train one epoch locally, with

batch size 256 [24, 56].

4 Experimental results

This section presents the experimental results of the pro-

posed F-MERS framework for recognizing emotional

states. As the global server has no access to the local data,

which is carefully confined to each client, the emotion

classification is done by each client’s local model. Hence,

the global model’s accuracy is derived by averaging the

accuracy value of each local model after receiving the

global model updates from the global server. The following

subsections present the experimental results for both Sub-

ject-dependent and Subject-independent scenarios.

4.1 Subject-dependent results

This section presents the experimental results of the pro-

posed F-MERS for the subject-dependent scenario with all

three datasets AMIGOS, DEAP and DREAMER.

Figure 6 shows the graphical representation of accuracy

scores of the proposed F-MERS framework with all rounds

of aggregation for all the modalities. It shows that the

proposed multi-modal framework performs best for all

three emotional states when rounds=500 among the rest of

the rounds.

Table 10 compares the binary classification perfor-

mance of the proposed F-MERS framework with different

client distributions for the global model. The results consist

of the best outcomes obtained, i.e., with 500 rounds for all

three emotional states. It clearly illustrates that the multi-

modal framework performs better than single modalities,

validated by different client distributions. The different

client distributions represent the ability of the proposed

framework to handle large amounts of data without com-

promising its performance, making it scalable. The pro-

posed F-MERS achieves an accuracy of 88.10% (arousal),

86.20% (valence), and 86.52% (dominance) with the

DEAP dataset for client=32, 86.80% (arousal), 80.98%

(valence), and 83.06% (dominance) with the AMIGOS

dataset for client=40, 74.66% (arousal), 78.12% (valence),

and 73.80% (dominance) with the DREAMER dataset for

client=23, for the multi-modal physiological sensors.

The proposed work also compares the efficacy of a

federated learning environment (F-MERS) to non-feder-

ated learning (conventional deep learning MLP) for emo-

tion recognition based on physiological sensors. The

objective is to achieve comparability between the federated

paradigm and the non-federated deep learning MLP model

(as shown in Table 11) along with the addition of data

privacy considerations. The proposed multi-modal FL

framework achieves an average accuracy of 86.94% (vad),

which is comparable with multi-modal Non-FL achieving

87.10% (vad) with the DEAP dataset for client = 32. For

the AMIGOS dataset, the proposed multi-modal FL

framework achieves an average accuracy of 83.61% (vad),

which is comparable with multi-modal Non-FL achieving

83.64% (vad) with client = 40. For the DREAMER data-

set, the proposed multi-modal FL framework achieves an

average accuracy of 75.39% (vad), which is comparable
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with multi-modal Non-FL achieving 75.61% (vad) with

client = 23.

Relative to these results, the confusion matrix is pre-

sented in Table 12 for a better presentation of the classi-

fication task performed.

4.2 Subject-independent results

This section presents the experimental results of the pro-

posed F-MERS for the subject-independent scenario with

all three datasets AMIGOS, DEAP and DREAMER.

Figure 7 shows the graphical representation of accuracy

scores of the proposed F-MERS framework with all rounds

of aggregation for all the modalities. It shows that the

proposed multi-modal framework performs best for all

three emotional states when rounds=500 among the rest of

the rounds. It clearly illustrates that the multi-modal

framework performs better than single modalities, vali-

dated by different client distributions. Hence, we present

the results of the best outcomes obtained, i.e., with the

multi-modal physiological data for 500 rounds for all three

emotional states in Table 13.

Table 13 compares the binary classification perfor-

mance of the proposed F-MERS framework with different

client distributions in the subject-independent scenario for

multi-modal physiological data. The different client dis-

tributions represent the ability of the proposed framework

to handle large amounts of data without compromising its

performance, making it scalable. The proposed F-MERS

achieves an accuracy of 86.50% (arousal), 89.02% (va-

lence), and 84.02% (dominance) with the DEAP dataset for

client=32. 87.90% (arousal), 82.10% (valence), and

82.06% (dominance) with the AMIGOS dataset for cli-

ent=40. 74.33% (arousal), 79.02%(valence), and 72.24%

(dominance) with the DREAMER dataset for client=23, for

the multi-modal physiological sensors.

The proposed work compares the efficacy of a federated

learning environment (F-MERS) to non-federated learning

(Non-FL MLP) for emotion recognition based on physio-

logical sensors in subject-independent scenarios. The

objective is to compare the federated paradigm and the

non-federated deep learning MLP model (as shown in

Table 14) and add data privacy considerations. The pro-

posed multi-modal FL framework achieves an average

accuracy of 86.51% (vad), which is comparable with multi-

modal Non-FL achieving 86.72% (vad) with the DEAP

dataset for client=32. For the AMIGOS dataset, the pro-

posed multi-modal FL framework achieves an average

accuracy of 84.02% (vad), which is comparable with multi-

modal Non-FL achieving 83.45% (vad) with client=40.

Fig. 6 Testing accuracies of the global model for all three labels with different client distribution & different no. of rounds for the proposed

F-MERS framework for all the three datasets in Subject-dependent scenario

Cluster Computing

123



Table 10 Accuracy and F1-Score Results (while Testing) for the proposed F-MERS framework in different client distributions for 500 Rounds of

iterations with all three datasets in Subject-dependent scenario

Metrics Accuracy F1-Score

(AMIGOS)

PS1/Clients(C) C = 15 (%) C = 20 (%) C = 40 (%) C = 15 (%) C = 20 C = 40

(Arousal)

EEG 74.40 74.50 75.00 0.741 0.742 0.758

GSR 81.80 81.89 82.20 0.811 0.821 0.834

ECG 80.00 80.00 80.10 0.801 0.803 0.811

Multimodal (EEG?GSR?ECG) 86.00 86.00 86.80 0.851 0.851 0.854

(Valence)

EEG 70.00 70.11 70.15 0.691 0.698 0.704

GSR 79.00 79.00 79.03 0.791 0.796 0.801

ECG 75.80 75.92 76 0.759 0.76 0.762

Multimodal (EEG?GSR?ECG) 80.90 80.90 80.98 0.81 0.81 0.811

(Dominance)

EEG 73.97 74.00 74.10 0.741 0.743 0.755

GSR 79.78 79.89 80.00 0.798 0.798 0.801

ECG 78.00 78.26 78.60 0.781 0.78 0.786

Multimodal (EEG?GSR?ECG) 82.80 82.88 83.06 0.825 0.829 0.833

Metrics Accuracy F1-Score

(DEAP)

PS1/Clients(C) C = 10 (%) C = 16 (%) C = 32 (%) C = 10 C = 16 C = 32

(Arousal)

EEG 82.00 82.13 84.20 0.822 0.831 0.837

GSR 84.90 85.11 86.31 0.851 0.841 0.859

RESP 81.88 82.45 83.73 0.811 0.825 0.833

Multimodal

(EEG?GSR?RESP)

86.40 86.98 88.10 0.853 0.868 0.876

(Valence)

EEG 81.91 82.31 83.10 0.818 0.831 0.802

GSR 83.00 83.74 84.40 0.829 0.842 0.842

RESP 80.00 80.23 81.20 0.818 0.822 0.821

Multimodal

(EEG?GSR?RESP)

85.00 85.12 86.20 0.854 0.865 0.864

(Dominance)

EEG 81.89 82.21 83.45 0.825 0.823 0.843

GSR 80.12 81.56 82.32 0.814 0.821 0.822

RESP 81.11 83.45 84.22 0.804 0.833 0.841

Multimodal

(EEG?GSR?RESP)

82.52 83.52 86.52 0.819 0.834 0.861

Metrics Accuracy F1-Score

(DREAMER)

PS1/Clients(C) C = 7 (%) C = 11 (%) C = 23 (%) C = 7 C = 11 C = 23

(Arousal)

EEG 63.50 63.88 64.04 0.631 0.647 0.651
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Moreover, for the DREAMER dataset, the proposed multi-

modal FL framework achieves an average accuracy of

75.19% (vad), which is comparable with multi-modal Non-

FL achieving 75.64% (vad) with client=23.

The confusion matrix is presented in Table 15 for a

better presentation of the classification task performed.

Table 16 assesses the scalability and communication

efficiency of the proposed framework. For measuring

scalability, we compute the training time for classification,

which implies that the proposed approach can handle

different data distributions well with acceptable training

times, making the proposed framework scalable. Further-

more, we compute the time taken for aggregation in the FL

environment to measure the communication efficiency of

the model reflected by different rounds of aggregations,

which converges at R=500 with optimal performance. The

time differences in training and aggregation time are very

minute for subject-dependent and subject-independent

scenarios. Table 16 presents the average training time of

both scenarios.

Table 10 (continued)

Metrics Accuracy F1-Score

(DREAMER)

PS1/Clients(C) C = 7 (%) C = 11 (%) C = 23 (%) C = 7 C = 11 C = 23

ECG 68.20 68.90 69.10 0.685 0.693 0.701

Multimodal (EEG?ECG) 73.21 73.50 74.66 0.736 0.748 0.761

(Valence)

EEG 71.30 71.70 72.35 0.723 0.722 0.732

ECG 74.07 74.30 75.43 0.731 0.744 0.767

Multimodal (EEG?ECG) 77.20 77.50 78.12 0.763 0.777 0.782

(Dominance)

EEG 68.50 69.10 69.50 0.661 0.698 0.701

ECG 67.10 67.65 68.55 0.681 0.671 0.691

Multimodal (EEG?ECG) 72.70 73.00 73.80 0.711 0.732 0.735

1 Physiological Signal(PS)

Table 11 Comparison of

average Testing accuracy values

for all labels for the proposed

federated F-MERS (With FL)

and non-federated framework

(Non-FL) with all three datasets

in Subject-dependent scenario
with maximum no. of clients

Environment Non FL With FL Non FL With FL Non FL With FL

Epochs(E)/Rounds(R) E = 500 R = 500 E = 500 R = 500 E = 500 R = 500

PS1 (Arousal) (%) (Valence) (%) (Dominance) (%)

AMIGOS (with clients = 40)

EEG 75.10 75.00 70.35 70.15 74.15 74.10

GSR 82.30 82.20 79.11 79.03 80.11 80.00

ECG 80.11 80.0 76.0 76.0 78.55 78.60

Multimodal (EEG?GSR?ECG) 86.81 86.80 81 80.98 83.11 83.06

DEAP (with clients=32)

EEG 84.51 84.20 83.18 83.10 83.80 83.45

GSR 86.52 86.31 84.53 84.40 82.45 82.32

RESP 83.92 83.73 81.28 81.20 84.30 84.22

Multimodal (EEG?GSR?RESP) 88.20 88.10 86.34 86.20 86.78 86.52

DREAMER (with clients=23)

EEG 65.00 64.04 72.35 72.15 69.50 69.12

ECG 70.11 69.10 75.10 75.20 68.55 68.23

Multimodal (EEG?ECG) 74.81 74.66 78.23 78.10 73.80 73.43

1 Physiological Signal(PS)
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5 Discussion

1. Proposed FL framework in both subject-dependent

and subject-independent scenario: The proposed

study aims to validate the FL framework F-MERS

through experiments conducted in two different

scenarios: Subject-Dependent (SD) and Subject-Inde-

pendent (SID). The results obtained in these scenarios

show that the performance of the F-MERS framework

is slightly better (1-2%) in the Subject-independent

scenario compared to the Subject-dependent scenario.

However, it is noteworthy that the performance dif-

ference between the two scenarios is very minute,

which is validated by all three datasets. It indicates

(Tables 10, 11 and 13, Table 14) that the proposed

F-MERS framework performs well in both scenarios

and proves to be robust and generalized.

2. Proposed FL framework comparison with existing

FL work for emotion: To compare the proposed

framework with the existing works in FL for emotion

recognition, the same evaluation grounds are included,

i.e. same datasets and validation approach. Table 17

compares the proposed framework F-MERS with

previous work based on FL for emotion recognition

using physiological sensors. The results in the

table conclude that the proposed work with multi-

modal physiological sensors’ data is outperforming the

previous works in both the validation scenarios of

subject-dependent (SD) and subject-independent (SID)

in terms of accuracy, communication efficiency, and

scalability.

Fig. 7 Testing accuracies of the global model for all three labels with different client distribution & different no. of rounds for the proposed

F-MERS framework for all the three datasets in Subject-independent scenario

Table 12 Confusion Matrix for testing the global model for all three

labels with all three datasets for the multi-modal proposed F-MERS

framework in subject-dependent scenario

Valence Arousal Dominance

Class Low High Class Low High Class Low High

AMIGOS

Low 0.154 0.085 Low 0.191 0.058 Low 0.154 0.068

High 0.108 0.653 High 0.076 0.675 High 0.104 0.674

DEAP

Low 0.242 0.059 Low 0.254 0.049 Low 0.242 0.059

High 0.078 0.621 High 0.069 0.628 High 0.077 0.622

DREAMER

Low 0.194 0.109 Low 0.186 0.123 Low 0.175 0.121

High 0.108 0.589 High 0.129 0.562 High 0.142 0.562
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6 Lessons learnt

Based on the experiments performed and findings, the

learning for the research questions (as mentioned in

Sect. 1.1) are as follows:

• MQ1:Why is privacy essential for physiological

data?

Soln: Physiological data is inherently personal and

highly sensitive, encompassing signals such as EEG,

ECG, RESP, GSR, Heart Rate, and others. Data from

these signals are unique to each individual, revealing a

lot about their health status, potentially providing

insights into their emotional state, behaviour, and habits

and hence is considered sensitive. Compromising the

privacy of physiological data can have profound

repercussions on an individual’s life. It opens the door

for data attackers and exposes them to the risk of data

breaches, which, in turn, can lead to various threats

[28]. These threats include the potential exposure of an

individual’s health status, emotional stability, and even

their biometric identity based on physiological signals.

Therefore, safeguarding privacy is crucial when it

comes to handling physiological data. For this, the

proposed study ensures that physiological sensor data

Table 13 Accuracy and F1-Score Results (while Testing) for the proposed F-MERS framework in different client distributions for 500 Rounds of

iterations with all three datasets in Subject-independent scenario

Metrics Accuracy F1-Score

(AMIGOS)

PS1/Clients (C) C = 15 (%) C = 20 (%) C = 40 (%) C = 15 C = 20 C = 40

(Arousal)

Multimodal (EEG?GSR?ECG) 85.76 86.22 87.90 0.805 0.882 0.891

(Valence)

Multimodal (EEG?GSR?ECG) 80.58 81.12 82.10 0.795 0.791 0.813

(Dominance)

Multimodal (EEG?GSR?ECG) 80.73 81.56 82.06 0.822 0.812 0.824

Metrics Accuracy F1-Score

(DEAP)

PS1/Clients C = 10 (%) C = 16 (%) C = 32 (%) C = 10 C = 16 C = 32

(Arousal)

Multimodal (EEG?GSR?RESP) 85.22 85.72 86.50 0.864 0.878 0.888

(Valence)

Multimodal (EEG?GSR?RESP) 88.34 88.78 89.02 0.891 0.883 0.893

(Dominance)

Multimodal (EEG?GSR?RESP) 83.12 83.45 84.02 0.841 0.833 0.854

Metrics Accuracy F1-Score

(DREAMER)

PS1/Clients C = 7 (%) C = 11 (%) C = 23 (%) C = 7 C = 11 C = 23

(Arousal)

Multimodal (EEG?ECG) 73.50 74.01 74.33 0.702 0.749 0.768

(Valence)

Multimodal (EEG?ECG) 77.81 78.52 79.02 0.789 0.801 0.804

(Dominance)

Multimodal (EEG?ECG) 71.88 72.01 72.24 0.722 0.744 0.761

1 Physiological Signal(PS)
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for emotion recognition is used to protect people’s

privacy and autonomy.

• SQ1:How can complex emotions be mapped into

different dimensions?

Soln: Complex emotions like fear, wrath, guilt,

resentment, anxiety, and others have different levels of

arousal, valence and dominance, are difficult to distin-

guish and cannot be mapped on the 2-dimensional

emotion model by Russel [45]. Hence, the proposed

study adopted Mehrabian’s 3-dimensional model of

emotions to map these complex emotions [46, 47]. The

3-dimensional model of emotion maps complex emo-

tions into three dimensions: Arousal, Valence and

Dominance. It understands better how emotions are

experienced and influence one’s behaviour. The 3-di-

mensional model of emotions maps emotions as arousal

refers to the physiological activation or intensity level

of emotions, ranging from low arousal (calm, relaxed)

to high arousal (excited, anxious). Valence represents

the pleasantness or unpleasantness of emotions, ranging

from positive (happiness, joy) to negative (anger,

sadness). Dominance reflects an emotion’s sense of

control or power, ranging from feeling dominant

(empowered, in control) to feeling submissive (helpless,

powerless). This information develops better ways to

cope with complex emotions and build stronger

relationships.

• SQ2: How physiological signals contribute to emo-

tion recognition?

Soln: Physiological signals provide valuable infor-

mation about the body’s physiological responses and

indicate different emotional states.

– EEG signals are electric impulses recorded to

analyze brain functions [57, 58]. The brain controls

all of the emotional behaviours of people, including

physical movement, sensory processing, language &

communication, memory, and emotions.

– GSR measures the skin’s electrical conductivity and

is also known as Electrodermal Activity (EDA)

[59–61]. Skin conductivity varies with skin moisture

level (sweating), showing variations in the

Table 14 Comparison of

average Testing accuracy values

for all labels for the proposed

federated F-MERS (With FL)

and non-federated framework

(Non-FL) with all three datasets

in Subject-independent
scenario with maximum no. of

clients

Environment Non FL With FL Non FL With FL Non FL With FL

Epochs(E)/Rounds(R) E = 500 R = 500 E = 500 R = 500 E = 500 R = 500

AMIGOS (with clients = 40)

PS1 (Arousal) (%) (Valence) (%) (Dominance) (%)

EEG 76.21 75.09 71.15 70.95 73.76 73.15

GSR 82.45 82.20 79.91 79.46 80.11 80.00

ECG 81.56 81.14 76.35 76.20 77.86 77.50

Multimodal (EEG?GSR?ECG) 88.12 87.90 81.81 82.10 82.23 82.06

Environment Non FL With FL Non FL With FL Non FL With FL

Epochs(E)/Rounds(R) E = 500 R = 500 E = 500 R = 500 E = 500 R = 500

DEAP (with clients=32)

PS1 (Arousal) (%) (Valence) (%) (Dominance) (%)

EEG 84.89 84.45 85.67 85.53 84.67 84.55

GSR 85.25 85.16 85.53 85.89 81.45 81.29

RESP 82.12 82.24 82.12 82.06 80.56 80.34

Multimodal (EEG?GSR?RESP) 86.88 86.50 89.12 89.02 84.16 84.02

Environment Non FL With FL Non FL With FL Non FL With FL

Epochs(E)/Rounds(R) E = 500 R = 500 E = 500 R = 500 E = 500 R = 500

DREAMER (with clients = 23)

PS1 (Arousal) (%) (Valence) (%) (Dominance) (%)

EEG 66.10 64.78 74.53 74.21 68.87 68.43

ECG 71.05 70.10 77.86 77.68 67.88 67.10

Multimodal (EEG?ECG) 75.02 74.33 79.23 79.02 72.68 72.24

1 Physiological Signal(PS)
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Autonomous Nerve System associated with arousal,

reflecting emotions such as stress, anxiety, and

surprise. It is, in particular, a measure of arousal.

– ECG signals are electric signals acquired to trace the

action of the human heart and the potential fluctu-

ations transmitted to the skin surface due to the

heart’s electrical activity (the contraction and

relaxation of heart muscles) [62, 63]. Electrodes

linked to the skin surface detect it.

– The respiratory rate (RESP) physiological signal

represents the frequency of breaths a person takes

per minute, mirroring the inhaling and exhaling air

rate. These breathing patterns closely connect to the

emotional states [37]. When experiencing emotions

like stress, fear, anxiety, or excitement, breathing

quickens and becomes shallower. In contrast, during

moments of relaxation and calmness, our breathing

becomes slower and deeper. This interplay between

respiratory rates highlights the importance of con-

scious breathing techniques in managing emotions

[64]

• SQ3: Why is multi-modality required in emotion

recognition?

Soln: Here, multi-modality refers to the fusion or

combination of different physiological signals required

for emotion recognition. These different physiological

signals provide complementary information about emo-

tions. Multiple physiological signals capture a more

comprehensive picture of emotional states and increase

emotion recognition accuracy [17]. Emotion recogni-

tion systems that rely on a single physiological signal

Table 15 Confusion Matrix for testing the global model for all three

labels with all three datasets for the multi-modal proposed F-MERS

framework in subject-independent scenario

Valence Arousal Dominance

Class Low High Class Low High Class Low High

AMIGOS

Low 0.154 0.085 Low 0.191 0.045 Low 0.154 0.068

High 0.094 0.667 High 0.076 0.688 High 0.112 0.666

DEAP

Low 0.242 0.051 Low 0.254 0.049 Low 0.212 0.069

High 0.059 0.648 High 0.089 0.608 High 0.091 0.628

DREAMER

Low 0.194 0.129 Low 0.206 0.101 Low 0.17 0.15

High 0.128 0.549 High 0.109 0.584 High 0.13 0.55

Table 16 Average values (for both the subject-dependent and subject-independent scenario) of Aggregation Time and Training time for all the

data distribution and iterations of the proposed F-MERS

(AMIGOS)

Measures (in seconds) C = 15 C = 20 C = 40

R = 100 R = 200 R = 500 R = 100 R = 200 R = 500 R = 100 R = 200 R = 500

Training Time 99.157 194.701 508.756 99.427 198.958 510.943 103.376 215.104 520.434

Aggregation Time 76.458 152.774 398.618 84.924 155.722 410.698 90.293 162.842 419.394

(DEAP)

Measures (in seconds) C = 10 C = 16 C = 32

R = 100 R = 200 R = 500 R = 100 R = 200 R = 500 R = 100 R = 200 R = 500

Training Time 130.412 220.011 550.123 145.411 240.812 568.132 158.631 260.421 596.287

Aggregation Time 90.812 182.434 410.509 100.555 198.231 450.918 115.342 190.412 470.314

(DREAMER)

Measures (in seconds) C = 7 C = 11 C = 23

R = 100 R = 200 R = 500 R = 100 R = 200 R = 500 R = 100 R = 200 R = 500

Training Time 110.609 200.354 518.145 120.512 220.989 540.456 125.39 235.799 550.422

Aggregation Time 77.512 155.445 400.867 86.432 160.254 415.821 92.367 170.256 421.443

Clients (C)

Rounds (R)
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are vulnerable to noise, artefacts, or biases inherent in

that particular modality (physiological signal). Com-

bining multiple modalities (physiological signals) cre-

ates more robust and adaptable systems capable of

recognizing different emotions more accurately and

precisely. In response, the proposed study combines the

participating subjects’ EEG, ECG, GSR and RESP

signals.

• SQ4: How can machine learning be used for

automated emotion recognition systems?

Soln: Physiological signals data (EEG, ECG, GSR,

RESP) obtained from different wearable sensors for

recognizing emotions is preprocessed, from which the

relevant features are extracted. The relevant features

extracted are the inputs to train the Machine Learning

and Deep Learning algorithms like SVM [18], DT [19],

and KNN [20, 21], RNN [22], CNN [23, 24], and

LSTM [25] for classifying the different emotion states.

These algorithms are successful in attaining higher

accuracies with physiological sensor data. It is worth

noting that the success of these automated machine

learning-based emotion recognition systems depends

on the quality and diversity of the training data, the

choice of relevant features, and the selection and

optimization of the machine learning algorithm. The

proposed study accommodates this by implementing an

MLP classifier for emotion state classification.

• SQ5: How federated learning paradigm is preserv-

ing data privacy in emotion recognition?

Soln: The traditional ML and DL architectures

require complete access to the physiological data for

training the model in an automated emotion recognition

system. It compromises the privacy of the data as it

requires complete access to physiological data for

training purposes, giving easy access to data attackers.

A new paradigm called Federated Learning (FL) is

introduced by McMahan et al. [26] to resolve the issue

of data privacy. FL is a promising approach which

creates a decentralized environment with a local and

global model at the client and server end, respectively

[32]. It allows the local model updates to be sent to a

central server, combining them to create a global model

[29–31]. This approach does not allow the global

model to access the raw data used for training and

hence preserves the privacy of the sensitive physiolog-

ical data. The proposed study accommodates this

approach by proposing the F-MERS architecture for

emotion recognition, preserving the privacy of the

sensitive physiological data while achieving good

accuracy results.
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7 Conclusion

Federated learning is essential for emotion recognition with

physiological data because it enables data privacy, com-

munication efficiency, and scalability, all while improving

the accuracy and generalizability of emotion recognition

models. This study proposes a novel FL-based Multi-modal

Emotion Recognition System (F-MERS) framework to

successfully and accurately classify human emotional

states while protecting sensitive physiological information.

The proposed framework improves prior work in emotion

recognition by generating a federated environment using

federated averaging (FedAvg) at the server. The training

and classification are performed at the client’s end to

protect data privacy from data breaches and sensitive

information scenarios by not sharing the complete raw data

(available at the clients’ end) with other entities and the

global server. The proposed framework’s contributions are

prominently evident from the results stating that the multi-

modal framework outperforms single modalities, including

EEG, ECG, GSR, and RESP. The proposed experiments

unveil that dominance, arousal, and valence play a pivotal

role in recognizing complex human emotions. This con-

tribution of the proposed study provides valuable insights

into a deeper understanding of human emotions. The three

datasets (AMIGOS [36], DEAP [37] and DREAMER [38])

validate the results for different iterations and varying

rounds concluding the model to be efficient communica-

tion-wise, scalable, and performs accurately. It disagrees

with the prior emotion recognition works in that they have

not considered the privacy concerns for the user’s physi-

ological data. The proposed study concludes that emotion

recognition with a single modality is less accurate than

multi-modal sensor data. Hence, the proposed FL-enabled

multi-modal emotion recognition system can assist in bet-

ter personalized emotional care with the security of per-

sonal data privacy while dealing with emotional distress.

The proposed study has some restrictions, opening the

area for future investigations and experimentation. These

are: (1). To experiment with the decision-level fusion of

the different modalities (the proposed study adopts feature-

level fusion), (2). Combining the physiological indicators

with other physical indicators of emotions like eye-tracking

[6, 7], speech [4] and gesture [5] can be a more generalized

approach for emotion detection. The proposed FL frame-

work can be extended in the future for the fusion of

physical with physiological indicators (the proposed study

adopts only physiological indicators).
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Fin field-effect-transistor engineered sensor for detection of MDA-MB-231 breast cancer cells: A
switching-ratio-based sensitivity analysis
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The present study describes the utilization of a gallium-arsenide gate-stack gate-all-around (GaAs-GS-GAA)
fin field-effect transistor (FinFET) to accomplish the electrical identification of the breast cancer cell MDA-MB-
231 by monitoring the device switching ratio. The proposed sensor uses four nanocavities carved beneath the
gate electrodes for enhanced detection sensitivity. MDA-MB-231 (cancerous) and MCF-10A (healthy) breast
cells have a distinct dielectric constant, and it changes when exposed to microwave frequencies spanning across
200 MHz and 13.6 GHz, which modifies the electrical characteristics, allowing for early diagnosis. First, a
percentage shift in the primary DC characteristics is presented to demonstrate the advantage of GS-GAA FinFET
over conventional FinFET. The sensor measures the switching-ratio-based sensitivity, which comes out to be
99.72% for MDA-MB-231 and 47.78% for MCF-10A. The sensor was tested for stability and reproducibility
and found to be repeatable and sufficiently stable with settling times of 55.51, 60.80, and 71.58 ps for MDA-
MB-231 cells, MCF-10A cells, and air, respectively. It can distinguish between viable and nonviable cells based
on electrical response alterations. The possibility of early detection of cancerous breast cells using Bruggeman’s
model is also discussed. Further, the impact of biomolecule occupancy and frequency variations on the device
sensitivity is carried out. This study also explains how to maximize the sensing performance by adjusting the fin
height, fin width, work function, channel doping, temperature, and drain voltage. Lastly, this article compared the
proposed breast cancer cell detectors to existing literature to evaluate their performance and found considerable
improvement. The findings of this research have the potential to establish GaAs-GS-GAA FinFET as a promising
contender for MDA-MB-231 breast cancer cell detection.

DOI: 10.1103/PhysRevE.108.034408

I. INTRODUCTION

Cancer is not an infectious illness; instead, it is caused
by a malfunction in the DNA of a cell or tissue [1]. These
cells do not perform their usual functions but rather prolif-
erate and replicate in an uncontrolled manner, resulting in
the formation of a tumor. In 2020, according to WHO fact
sheets, cancer was the leading cause of mortality worldwide,
accounting for around 10 million deaths, or almost one in
every six, with breast cancer (2.26 million cases) as the most
prevalent cancer, followed by lung cancer (2.21 million cases),
colon and rectum cancer (1.93 million cases), and so on [2].
The formation of malignant tumors in women’s breasts is the
primary cause of breast cancer, and the lifetime chance of
developing it is 12%. The most common cancerous breast
cells are MDA-MB-231, MCF-7, T47D, and Hs578t, while
MCF-10A is a healthy nontumorigenic breast cell [1]. Com-
pared to MCF-7 and T47D, Hs578t and MDA-MB-231 cells
are regarded as the most invasive. Since invasive breast cancer
cells are so dangerous and may spread rapidly, diagnosis at an
early stage is very important. Early diagnosis may aid in more
effective disease management, and more than 70% of cases
are expected to be cured with early detection [3,4].

*bhavyakumar_phd2k18@dtu.ac.in
†chaujar.rishu@dtu.ac.in

Cell isolation separates one or more particular cell pop-
ulations from a heterogeneous mixture of cells. Targeted
cells are identified, isolated, and then segregated by kind.
Many cell isolation techniques are available depending on
the kind of cells being separated, with a few significant
ones covered in this paper, each having pros and cons. The
computer-controlled micropipette (CCMP) method uses a
small glass or quartz micropipette with a fine tip that a com-
puter can control to precisely separate cells. CCMP involves
manipulating a micropipette towards a suspended cell and
applying a tiny suction pressure to partly aspirate the cell
within the micropipette. As suction pressure rises, the cell
deforms and flows into the micropipette. Researchers have
widely employed this approach to explore the adhesion force
measurements [5] and mechanical characteristics of diverse
cells [6,7]. Fluorescence-activated cell sorting (FACS) is a
flow cytometry method that uses fluorescence characteris-
tics to separate cells. FACS begins with labeling cells with
fluorescent dyes that attach to specific cell surface mark-
ers. In front of a laser, the suspended cells are passed in
a stream of droplets, each containing a single cell. This
stream is then directed via a series of lasers, which activate
the cell-bound fluorophores, resulting in light scattering and
fluorescent emissions. The fluorescence detecting system rec-
ognizes cells of interest based on the wavelengths generated
by the laser excitation. Due to its wide application, FACS
research includes bacteria [8], protoplasts [9], bone marrow
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cells [10], etc. Microfluidics is a cell separation technique
that uses fluid manipulation on a microscopic scale. Cell
isolation approaches based on microfluidics vary depending
on their size, density, compressibility, electrical and magnetic
characteristics, etc. The membrane filtering technique uses
thin membrane layers with micropores to detect and isolate
cells based on their size [11]. Cells of different densities and
compressibilities may be separated using acoustic waves in
a process called acoustophoresis [12]. In dielectrophoresis,
nonuniform electric fields separate and isolate cells based on
their dielectric properties [13]. Cells that contain magnetic
nanoparticles may be identified and separated via magnetic
cell sorting [14]. Laser microdissection is a high-resolution
technique for isolating cells from their surrounding tissues
that employs a laser beam and direct microscopic visualiza-
tion. The sample is mounted on a microscope slide, and an
infrared or ultraviolet laser selectively cuts off the cells of
interest. After that, the sliced cells are collected for further
examination. This technique has been extensively used in the
research of liver illnesses [15], mass spectrometry [16], etc.

X-ray mammography, sonography, and magnetic reso-
nance imaging (MRI) scans are some screening methods for
breast cancer identification. Currently, x-ray mammography
is the predominant method for breast cancer detection. Al-
though this technology has made significant strides in this
sector, there have been reports of many drawbacks [17,18].
In addition, x-ray mammography’s specificity and sensitivity
drastically decrease to 89% and 67% for dense breasts, and
the method also includes radiation exposure dangers [19].
While sonography may be a cost-effective tool in the fight
against breast cancer, the accuracy of a diagnosis relies on
the experience of the person doing the procedure, and hence
it may provide erroneous findings at times [20]. MRIs with
improved contrast have a higher sensitivity (93–100%) [21],
but they are difficult to use, costly, and limited to hospital use.

The microwave imaging technique was created to over-
come the drawbacks of conventional imaging. This method
uses the large dielectric difference between healthy and can-
cerous tissue to perform microwave imaging and heating
[22–24]. Scientists have been interested in how different types
of malignant cells behave and may be detected when exposed
to microwave frequencies [25,26]. Kim et al. calculated the
dielectric characteristics of fatty glandular, fibro, and malig-
nant breast tissues from 50 MHz to 5 GHz frequency [27].
It was noted that the dispersion of malignant tissues differs
from that of healthy breast tissue. In the frequency range of
50–900 MHz, Joines et al. investigated the dielectric char-
acteristics of human tissues and found that cancerous tissues
have greater conductivity and permittivity than normal tissues
[28]. Many investigations have been conducted to know the
dielectric characteristics of various human body components,
such as the liver [29]. Dielectric characteristics of numerous in
vitro breast malignant cell lines have been examined between
200 MHz and 13.6 GHz by Hussein et al. [1]. It was found
that breast cancer cells, because of their high water content,
exhibit varying dielectric characteristics, leading to enhanced
scattering at microwave frequencies.

Compared to imaging methods, molecular biotechnology
tests may detect breast cancer sooner. However, they can-
not substitute imaging techniques but complement imaging

methods for diagnosing breast cancer. Molecular biotechnol-
ogy examines biomarkers like nucleic acid, proteins, cells,
and tissues of patients. Effective molecular biotechnology
examination tools utilized for identifying breast cancer cells
include quantitative polymerase chain reaction (qPCR), mass
spectrometry (MS), single-cell resonant waveguide gratings
(SCRWGs), digital holographic microscopy (DHM), etc. The
qPCR, or real-time PCR, quantifies DNA and gene expression
levels in samples. qPCR has been used to assess circulat-
ing tumor cells in many solid tumors, such as breast cancer
[30]. The qPCR technology may guide breast cancer therapy
by monitoring mRNA expression [31]. Matrix-assisted laser
desorption/ionization (MALDI) mass spectrometry imag-
ing (MSI) [32], surface-enhanced laser desorption/ionization
(SELDI) MS [33], and liquid chromatography-tandem mass
spectrometry (LC-MS/MS) [34] are some of the MS-based
techniques utilized for breast cancer diagnosis. The concentra-
tion of adhesion proteins inside the cell-substrate contact zone
causes a change in the refractive index, which may be moni-
tored in real-time using SCRWGs. The SCRWGs technology
was used to monitor the adhesion of HeLa cancer cells [35].
DHM technology provides high-resolution three-dimensional
(3D) imaging of transparent biological specimens such as live
cells and tissues. DHM may be utilized to capture digital holo-
grams of breast tissues and analyze their malignancy using
a deep learning approach [36]. Each technique has pros and
cons, depending on the nature of the investigated molecules.

Microelectromechanical systems (MEMS) based sensors
[37,38], fiber Bragg grating (FBG) [39,40], and optical sen-
sors [41] have also played significant roles in identifying
breast cancer cells. However, field-effect-transistor (FET)
based devices have recently attracted attention in biosensing
applications for their many benefits, including small size, low
cost, high sensitivity, suitability for CMOS (complementary
metal-oxide-semiconductor) technology, controllable electri-
cal response, and reproducibility [42,43]. Tunnel field-effect
transistors (TFETs) [44], high-electron-mobility transistors
(HEMTs) [45], and fin field-effect transistors (FinFETs) [46]
have been used in the past in breast cancer diagnosis. Fin-
FET demonstrates superior performance compared to planar
devices and optimizes the short-channel effects (SCEs) by
allowing for high scalability, decreased power utilization, and
longer battery life [47,48]. The gate-all-around (GAA) de-
sign provides enhanced electrostatic control over the channel,
higher packing density, a steep subthreshold slope, and high
current driving capability [49,50]. During MOS technology
downscaling, the gate-stack (GS) design inhibits the increase
in off-state leakage current (Ioff ) [51]. Furthermore, the GS
design eliminates the mobility degradation and threshold volt-
age instability that occur with direct deposition of high-k
dielectrics on silicon substrates [52,53]. Figure 1 shows a
quick comparison of the conventional FinFET and GS-GAA
FinFET devices concerning the percentage change in the fun-
damental DC performance characteristics. It is worth noting
that, at a supply voltage of 0.5 V, the GS-GAA FinFET device
provides an 86.26% lower off-current (Ioff ), which leads to an
improvement of 693.48% in the switching ratio (SR).

Gallium arsenide (GaAs) is considered in the fin area be-
cause it has several superior electrical properties to silicon,
including high electron mobility and a large energy band gap
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FIG. 1. Conventional FinFET vs GS-GAA FinFET concerning
the percentage change in DC performance characteristics.

[54]. The absence of GaAs-based thermodynamically stable,
high-quality insulators to augment device standards like SiO2

on silicon is the primary difficulty with GaAs-based devices.
Nonetheless, molecular beam epitaxy (MBE) and atomic layer
deposition (ALD) have successfully built high-quality di-
electrics atop III-V semiconductors [55–57]. Aluminum oxide
(Al2O3) is favored as a gate dielectric because of its capacity
to stay noncrystalline throughout manufacturing processing,
excellent GaAs interface quality, huge 9 eV energy band gap,
and high thermal stability [58]. Consequently, we proposed
the GaAs-GS-GAA FinFET.

The proposed device employs a GAA design that encloses
the gate on all four sides; consequently, four nanocavities are
carved beneath the gate electrodes toward the source area for
enhanced detection sensitivity. The presence or absence of
breast cancer cells affects the dielectric constant of the cavity
area. The change in the dielectric constant alters the device’s
electrical properties, which may then be utilized to identify
the presence of sickness in the body. Thus, we used a GaAs-
GS-GAA FinFET device in this study to identify breast cancer
cells based on their dielectric constant value. MCF-10A and
MDA-MB-231 breast cells were chosen for examination and
may be produced by the procedure described by Hussein
et al. [1]. Simulations were run to test the device sensitivity
regarding switching ratio by analyzing the drain current char-
acteristics for air (cell free), MCF-10A, and MDA-MB-231
cells. The efficiency of any given sensor is directly propor-
tional to the degree to which it can recognize with a high
level of accuracy or precision. Therefore, we utilized Eq. (1)

FIG. 2. Symmetric 3D view of the GaAs-GS-GAA FinFET.

to calculate the switching-ratio-based sensitivity (SSR):

SSR(%) =
∣∣∣∣
SR(air) − SR(healthy/cancerous cell)

SR(air)

∣∣∣∣ × 100. (1)

Further, the healthy and malignant breast cells were taken
together in various concentrations, and an investigation was
carried out to identify an MDA-MB-231 infection, even in
small amounts. When breast cancerous and healthy cells are
combined in different concentrations, the effective dielectric
constant (εeff ) is determined using the formulas from Brugge-
man’s model [59,60]:

εeff =
Hb +

√
H2

b + 8εcεh

4
,

with Hb = (2 − 3Cm )εc − (1 − 3Cm )εh. (2)

εc and εh are the dielectric constants of cancerous and healthy
cells, and Cm represents the healthy cell fractional volume.
Next, the effect of biomolecule occupancy on the device’s sen-
sitivity is explored. In biomolecule detection, the cavity area
is assumed to have been completely filled. However, during
biomolecule immobilization, the target biomolecule only fills
a portion of the cavity areas, leaving some empty space, which
can change the proposed device’s electrical performance for
different target biomolecules. Thus, there is a need to consider
the biomolecule occupancy factor (γBio) as it can potentially
affect the sensitivity of the sensor. γBio is defined as follows

TABLE I. Values of different parameters used for simulation.

Parameters Symbol Value Unit

Source/drain length LS/D 50 nm
Gate length Lg 50 nm
Cavity length CL 25 nm
Cavity height CH 3 nm
Oxide thickness tox 3 nm
Fin height HFin 30 nm
Fin width WFin 15 nm
Gate thickness Gt 5 nm
Channel doping NCh 1 × 1016 cm−3

Source/drain doping NS/D 5 × 1018 cm−3

Work function φm 4.65 eV
Temperature T 300 K
Gate-source voltage Vgs 1.5 V
Drain-source voltage Vds 0.5 V

034408-3



BHAVYA KUMAR AND RISHU CHAUJAR PHYSICAL REVIEW E 108, 034408 (2023)

FIG. 3. Diagrammatic representation of the operation of a GaAs-GS-GAA FinFET sensor for breast cancer cell recognition.

[44]:

γBio(%) = Thickness of cavity filled

Total thickness of the cavity
× 100. (3)

The proposed study also investigates how changes to the
frequency and device’s physical parameters, like fin height,
fin width, work function, channel doping, temperature, and
drain voltage, influence the device’s sensitivity. Based on the
findings, optimal device settings for maximizing sensitivity
may be selected. Finally, the effectiveness of the proposed
breast cancer cell detector is compared to that of already
existing breast cancer detectors.

II. DEVICE ARCHITECTURE AND
SIMULATION APPROACH

Figure 2 illustrates the symmetric 3D view of the GaAs-
GS-GAA FinFET. Table I contains detailed descriptions of the
device’s structural parameters. The fin area is made of GaAs
material. The simulations adhere to the width quantization
property by keeping fin width (WFin) at a constant proportional
multiple of fin height (HFin) [61,62]. In FinFET devices, it
is recommended that the WFin should be less than one-third
of the gate length (Lg) and HFin should be in the 0.6Lg to
0.8Lg range to minimize the SCEs [63,64]. We considered that
recommendation during the device dimension consideration.
The gate oxide has a combination of coatings of Al2O3 and
HfO2. All sections are uniformly n-type doped with lower
channel doping than the source/drain doping to lessen the
parasitic capacitance. At 200 MHz frequency, the dielectric
constants (k) for MCF-10A and MDA-MB-231 are 4.33 and
24.50, while at 13.6 GHz, they drop to 2.76 and 16.65, re-
spectively [1]. For air, which does not have any cells, k is 1.
Figure 3 presents a diagrammatic representation of the opera-
tion of a GaAs-GS-GAA FinFET sensor for breast cancer cell
recognition. The biomarker was drop-cast onto the nanocavity
area carved beneath the gate electrodes to analyze the desired
parameters using a technique based on dielectric modulation.

The GaAs-GS-GAA FinFET structure was simulated us-
ing the SILVACO-Atlas 3D simulator [65]. The Poisson and
continuity equations are frequently used in the device simu-
lation, but additional equations and models are also needed
to improve device simulation results. As a result, the simu-
lations include a wide variety of physical models. Quantum
confinement effects are an essential design consideration for
rapidly scalable devices. To consider the consequences of
quantum confinement, the Bohm quantum potential (BQP)
model uses a position-dependent quantum potential (Q) with
parameters γ = 1.4 and α = 0.3 [66]. Fermi-Dirac statis-
tics, Crowell-Sze impact ionization, concentration-dependent
mobility, Klaassen tunneling, Shockley-Read-Hall (SRH)
recombination, and band gap narrowing are the other

FIG. 4. Calibration curve of an Al2O3/GaAs MOSFET.
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FIG. 5. (a) Transfer characteristics of the proposed sensor for air, MCF-10A, and MDA-MB-231 in linear and logarithmic form. (b)
Fluctuation in Ion, Ioff , and SR for air, MCF-10A, and MDA-MB-231. (c) SSR comparison of MDA-MB-231 and MCF-10A cells. (d) LoD plot
for air, MCF-10A, and MDA-MB-231.

standard models that have been incorporated [65]. Addi-
tionally, drain current characteristics are simulated using
Newton and Block iteration methods for breast cancer cell
identification.

We used the findings published by Ye et al. [67] to verify
the simulation models discussed before. The output character-
istics of an Al2O3/GaAs MOSFET operated with Vgs = −0.5
V and Vgs = −1.0 V are revealed in Fig. 4, along with the
experimental and simulated results. The fact that the data
sets obtained via simulation and experiment are comparable
adds credibility to the simulation models chosen. The steps
in creating the proposed GaAs-GS-GAA FinFET device were
thoroughly covered in our earlier article [68], including a
flowchart illustrating the whole process. Moreover, the cavity
region can be created by dry etching the gate dielectric toward
the source area.

III. RESULTS AND DISCUSSION

A. Switching-ratio-based sensitivity analysis

Figure 5(a) depicts the transfer characteristics (Id−Vgs) of
the proposed sensor for the air, MCF-10A, and MDA-MB-231

in linear and logarithmic forms. The sensor is examined at
Vds = 0.5 V field bias conditions. The drain current increases
with the gate-source voltage (Vgs) and attains maximum value
for MDA-MB-231. In contrast, the opposite trend is observed
in the leakage current and degrades significantly for the MDA-
MB-231 cancer cell. Figure 5(b) provides a clearer picture
of the fluctuation in on-current (Ion), off-current (Ioff ), and
switching ratio (SR = Ion/Ioff ) (which is subsequently em-
ployed as a sensitivity parameter). It can be seen that Ion

is higher for the MDA-MB-231 cancer cell than for air and
healthy cells. It is because introducing the breast cancer cells
in the cavity region leads to enhanced effective gate oxide,
which in turn increases the coupling between the channel
region and gate metal, and thereby on-current. The differ-
ence in Ioff between air and MCF-10A is not very large, but
for MDA-MB-231 it is noticeably greater, which brings the
SR down to a rather remarkable level. Figure 5(c) compares
MDA-MB-231 and MCF-10A cells in terms of their SSR. The
graph reveals that the SSR for MDA-MB-231 is 99.72%, and
it is 47.78% for MCF-10A. The presence of MDA-MB-231
cells causes a more pronounced shift in Ioff , which ultimately
enhances the device’s sensitivity. Figure 5(d) demonstrates the
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FIG. 6. (a) Transient response of the drain current for air and for MCF-10A and MDA-MB-231 cells. (b) Temperature dependence of the
Id−Vgs characteristics of the MDA-MB-231 cancer cell.

limit of detection (LoD) plot for the three samples considered.
The lowest concentration of an analyte that can be accurately
identified from a sample with a high degree of certainty is
known as the LoD [69]. LoD is calculated using the response
of slope and standard deviation (SD) of the intercept. The
slope and SD of the intercept for MDA-MB-231, MCF-10A,
and air are analyzed using the transfer characteristics curve
[Fig. 5(a)]. The slope is 0.0002 for all samples, and the SD
values come out to be 0.0000749, 0.0000679, and 0.0000603
for MDA-MB-231, MCF-10A, and air. As a result, the LoD
obtained for MDA-MB-231 is slightly higher than those
for air and MCF-10A. The relevance of reducing execution
variability between devices and enhancing sensitivity while
designing and producing nano-FET biosensors is provided by
these results.

B. Stability and reproducibility analysis

The transient analysis of air and of MCF-10A and MDA-
MB-231 cell lines was carried out to test the stability of the
proposed sensor. The time it takes for the drain current to
settle from its transient state to its steady state is called the
settling time (tsett) [70,71]. The transient response is simulated
by applying Vgs with an amplitude of 1.5 V, a ramp time of
5 × 10−11 s, a stop time of 1 × 10−9 s, and a step time of
1 × 10−12 s. Figure 6(a) shows the transient response of the
drain current for air and for MCF-10A and MDA-MB-231
cells. It was observed that the drain current is higher for
the MDA-MB-231 cell compared to MCF-10A and air, due
to which tsett for the MDA-MB-231 cell is somewhat lower
(55.51 ps) than tsett for the MCF-10A cell (60.80 ps) and
air (71.58 ps). After tsett , the current becomes steady at a
magnitude equal to that at Vgs = 1.5 V [Fig. 5(a)]. The effect
of temperature on the transfer characteristics is investigated
to further probe the stability of our proposed sensor. Fig-
ure 6(b) displays the temperature dependence of the Id-Vgs

characteristics of the MDA-MB-231 cancer cell; it can be ob-
served that the Id-Vgs curves do not vary significantly between
240 and 360 K.

Second, to examine reproducibility, it is necessary to test
the sensor’s repeatability under controlled use settings. As
shown in Fig. 7, we conducted the transient simulation of the
proposed sensor for MDA-MB-231 cancerous cells over four
cycles with a gap of 30 minutes between each cycle. The drain
current is measured for four cycles, and the findings reveal that
the drain current can be reliably reproduced with unnoticeable
deviation. The above data suggest that the GaAs-GS-GAA
FinFET is sufficiently stable and reproducible.

C. Cell viability

The term “oxidative stress” pertains to a state of im-
balance between the generation of reactive oxygen species
and the capacity of cells to counteract the consequent harm.
Cells undergo either apoptotic or necrotic cell death when
their antioxidant defense mechanisms are overwhelmed by
high amounts of oxidative stress. Zou et al. employed
a silicon-based attenuated total reflectance terahertz time-
domain spectroscopy (ATR THz-TDS) system to monitor
cell mortality caused by oxidative stress in MCF-10A breast

FIG. 7. Transient response of the proposed sensor for MDA-MB-
231 cancerous cells over four cycles.
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FIG. 8. Variation in Ion, Ioff , SR, and SSR of living and dead MCF-
10A breast cells.

cells [72]. This study shows the THz dielectric responses of
living and dead MCF-10A breast cells, in which cell death
is induced by oxidative stress using a high concentration of
hydrogen peroxide (10 mM, H2O2). Thus, with the assistance
of this study, we have extracted the dielectric constants at
0.3 THz frequency for MCF-10A breast cells before and after
the oxidative stress to monitor the electrical response of the
proposed sensor on the live and dead cells. The sample under
consideration (MCF-10A) may be produced by the procedure
described by Zou et al. Unfortunately, to the author’s best
knowledge, no analysis has been performed to characterize the
dielectric responses of dead MDA-MB-231 cancerous breast
cells. As a result, the electrical response of the proposed sen-
sor on the dead MDA-MB-231 cancerous breast cells could
not be determined. The spider-chart depiction of the variation
in Ion, Ioff , SR, and SSR of living and dead MCF-10A breast
cells is shown in Fig. 8. The induction of cell death through
oxidative stress reduces Ion from 266.49 to 266.33 μA and
Ioff from 0.195 to 0.184 pA. Since the reduction in Ioff is
bigger than the drop in Ion, SR is increased by 5.55%, and
SSR is lowered from 77.86% to 76.62%. Despite the relatively
minor changes in the electrical response, the sensor under
consideration may differentiate between viable and nonviable
cells.

D. Early detection

Figures 9(a) and 9(b) demonstrate the transfer characteris-
tics for five different combinations in linear and logarithmic
form. In the graph, HC represents the healthy cell and CC
is the cancerous cell. The presence of 90% HC and 10%
CC indicates a very low quantity of cancerous breast cells,
while the presence of 10% HC and 90% CC indicates a very
high concentration of breast cancer cells. An enlarged view
of the peaks generated by mixing various numbers of healthy
and malignant cells is also shown in the insets of Figs. 9(a)
and 9(b). It is visible that the drain current and the leakage

current increase with the rise in the concentration of MDA-
MB-231 cancerous cells. Figure 9(c) exhibits the spider-chart
representation of the variance in Ion, Ioff , and SR over the five
different combinations. Ion increases from 265 to 277 μA, Ioff

increases by ∼102 orders, and SR decreases by 98.48% when
the concentration of cancerous cells is raised from 10% to
90%. Thus, the developed sensor can detect the presence of
breast cancer cells, even at low concentrations, allowing for
early illness diagnosis.

E. Effect of biomolecule occupancy on sensitivity

In order to examine the biomolecule occupancy of the
device, five different sites were analyzed: 20%, 40%, 60%,
80%, and 100%. A section of the cavity is covered with
biomolecules, while the remaining space is filled with air or
left vacant to study the effect of biomolecule occupancy on
sensor sensitivity. Figure 10(a) shows the Ion, Ioff , and SR for
a healthy MCF-10A cell, while Fig. 10(b) shows the same data
for a malignant MDA-MB-231 cell for the five considered
occupancy combinations of biomolecules. The increase in
the γBio leads to an increase in the effective dielectric and
capacitance in the cavity area, ultimately increasing Ion. For
MCF-10A, Ion is 256 μA at 20% biomolecule occupancy,
which rises to 264 μA for 100% occupancy. Similarly, Ion is
267 μA at 20%, which rises to 278 μA at 100% occupancy for
MDA-MB-231. Ioff and SR show the same trend and improve
with the increase in γBio for MDA-MB-231 and MCF-10A
cells. The sensitivity performance for healthy and malignant
cells is plotted against different γBio in Fig. 10(c). The sensi-
tivity SSR for MDA-MB-231 and MCF-10A decreases slightly
with the increase in γBio.

F. Effect of device parametric variation on sensitivity

Figures 11(a) to 11(f) collectively demonstrate the SSR of
the proposed sensor against the deviation of the mentioned pa-
rameters for the MDA-MB-231 cancerous cell. The fin height
(HFin) varies from 30 to 40 nm with a step size of 2.5 nm.
The SSR of the proposed device increases with the surge
in HFin, as shown in Fig. 11(a). Fin width (WFin) is altered
from 5 to 15 nm with a step size of 2.5 nm. Figure 11(b)
displays the sensitivity SSR as a function of WFin and shows
an improvement in SSR with the rise in WFin, thus following
the path of HFin. The work function (φm) is varied from 4.55
to 4.75 eV with an increase of 0.5 eV. The SSR is 85.17% for
4.55 eV, which rises to 99.99% for 4.75 eV, as depicted in
Fig. 11(c). Next is channel doping (NCh), which is considered
from 1 × 1016 cm−3 to 1 × 1018 cm−3. Figure 11(d) exhibits
the variation of SSR with NCh and shows that the increase
in the NCh results in sensitivity degradation. The temperature
(T) range is from 200 to 400 K, with a measurement taken
for every 50 K, as portrayed in Fig. 11(e). The reduction
in the SSR is marginal from 200 to 300 K, but afterward
SSR decreases significantly with the reduction in T. Lastly, in
Fig. 11(f), the sensitivity is plotted against the drain voltage
(Vds), which varies from 0.1 to 0.5 V with a step size of 0.1
V. The SSR is relatively lower at 0.1 V but increases after that
with the increase in Vds, with the highest value being recorded
at Vds = 0.5 V. Thus, to summarize, the increased levels of
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FIG. 9. Transfer characteristics for five different combinations in (a) linear and (b) logarithmic form. (c) Variation in Ion, Ioff , and SR for
the combinations considered.

HFin, WFin, φm, and Vds, and the decreased levels of NCh and T,
make it simpler to identify the breast cancer cells.

G. Effect of frequency on sensitivity

We evaluated four parameters, namely Ion, Ioff , SR, and SSR

of MDA-MB-231 and MCF-10A breast cells at 13.6 GHz,
to study the effect of frequency on these parameters. The
comparative statistics for 200 MHz and 13.6 GHz in tabular
form are shown in Fig. 12, along with a plot of the percentage
change in each performance parameter mentioned above for
MDA-MB-231 and MCF-10A breast cells. We evaluated the
percentage change considering 200 MHz as the initial value
and 13.6 GHz as the final value and plotted the actual percent-
age change to understand better the impact of the frequency
on the respective parameter. When the frequency is raised
from 200 MHz to 13.6 GHz, Ion decreases by 1.93% and SSR

by 2.85%, and Ioff and SR improve by 3.70% and 2.48%,
respectively, for MCF-10A. Similarly, for MDA-MB-231, Ion

decreases by 0.86% and SSR by 0.69%, and Ioff and SR im-
prove by 71.57% and 247.06%, respectively, with the rise in

frequency. Thus, the proposed sensor detection sensitivity is
significantly better at 200 MHz compared to 13.6 GHz for
MDA-MB-231 and MCF-10A.

H. Comparison with published breast cancer detectors

An evaluation of the proposed breast cancer sensor against
existing breast cancer detectors is required to determine its
efficacy. Table II gives an overview of the proposed Fin-
FET breast cancer sensor with other already published breast
cancer sensors regarding the change in drain current (�Ids)
and drain current sensitivity (SId). The �Ids data were un-
available for the reduced graphene oxide (rGO) encapsulated
nanoparticle (NP) based FET biosensor, so we mentioned
the device’s sensitivity, which is about 3.9%. The highest
reported �Ids was 6 μA for the AlGaN/GaN HEMT structure,
with �Ids for the remaining devices being relatively low. The
proposed GaAs-GS-GAA FinFET sensor exhibits improved
results compared to the breast cancer detectors mentioned in
Table II, with �Ids of about 32.5 μA and SId of 13.21%.
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FIG. 10. Biomolecule occupancy impact on Ion, Ioff , and SR for (a) MCF-10A and (b) MDA-MB-231. (c) Sensitivity performance for
healthy and malignant cells against different γBio.

IV. CONCLUSION

The current work details the usage of a GaAs-GS-GAA
FinFET to monitor the device switching ratio to achieve the
electrical identification of the MDA-MB-231 breast cancer
cell. In order to increase the detection sensitivity, the sug-
gested sensor makes use of four nanocavities that are carved

underneath the gate electrodes. To emphasize the advantages
of GS-GAA FinFET over traditional FinFET, a percentage
change in the crucial electrical parameters is displayed for
both types of FinFET. The switching-ratio-based sensitivity
of the sensor is measured for healthy and malignant breast
cells and turns out to be 47.78% and 99.72%, respectively.
The sensor was evaluated for its reproducibility and stability

TABLE II. Overview of proposed FinFET-engineered cancer detector vs other published cancer detectors.

Change in Drain current
drain current, sensitivity,

References Year Platform device Detection �Ids (μA) SId(%)

[45] 2009 AlGaN/GaN HEMT c-erbB-2, a breast cancer marker 6 –
[73] 2011 rGO encapsulated NP-based FET HER2 and EGFR, a breast cancer marker – 3.9
[74] 2020 Apta-cyto-sensor MDA-MB-231 breast cancer cells 3 –
[75] 2021 CNT FET biosensor Breast cancer exosomal miRNA21 1.65 –
[44] 2022 DL-NC-FE-TFET T47D, Hs578T, MDA-MB-231, and 1.83 –

MCF-7 breast cancer lines
This work GaAs-GS-GAA FinFET MDA-MB-231 breast cancer cells 32.5 13.21
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FIG. 11. SSR of the proposed sensor against the deviation of mentioned parameters for the MDA-MB-231 cancerous cell.

and was found to be repeatable and adequately stable with
settling times of 55.51 ps for the MDA-MB-231 cell, 60.80
ps for the MCF-10A cell, and 71.58 ps for air. Furthermore,
the sensor is capable of distinguishing between viable and
nonviable cells based on changes in their electrical response.
The research also shows that breast cancer cells can be iden-
tified with the assistance of Bruggeman’s model even when

FIG. 12. Percentage change in each mentioned performance pa-
rameter for MDA-MB-231 and MCF-10A breast cells.

present in a mixed solution of malignant and healthy cells,
even though the quantity of cancerous cells is lower. The ef-
fect of biomolecule occupancy and frequency fluctuations on
the device’s sensitivity is also investigated. This research also
describes how to enhance the sensing performance by altering
the fin height, fin width, work function, channel doping, tem-
perature, and drain voltage. The proposed sensor can better
identify malignant cells when the levels of HFin, WFin, φm, and
Vds increase and the NCh and T levels decrease. Finally, this
work compared the suggested GaAs-GS-GAA FinFET sensor
to previously published breast cancer sensors regarding the
change in drain current and drain current sensitivity and found
that the proposed sensor performed much better. Thus, the
proposed GaAs-GS-GAA FinFET sensor may be considered
an intriguing candidate for MDA-MB-231 breast cancer cell
detection.
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Abstract
Image - Caption Generator is a popular Artificial Intelligence research tool that works with
image comprehension and language definition. Creating well-structured sentences requires
a thorough understanding of language in a systematic and semantic way. Being able to
describe the substance of an image using well-structured phrases is a difficult undertaking,
but it can have a significant impact in terms of assisting visually impaired people in better
understanding the images’ content. Image captions has gained a lot of attention as a study
subject for various computer vision and natural language processing (NLP) applications.
The goal of image captions is to create logical and accurate natural language phrases that
describes an image. It relies on the caption model to see items and appropriately characterise
their relationships. Intuitively, it is also difficult for a machine to see a typical image in the
sameway that humans do. It does, however, provide the foundation for intelligent exploration
in deep learning. In this review paper, we will focus on the latest in-depth advanced captions
techniques for image captioning. This paper highlights related methodologies and focuses
on aspects that are crucial in computer recognition, as well as on the numerous strategies and
procedures being developed for the development of image captions. It was also observed that
Recurrent neural networks (RNNs) are used in the bulk of research works (45%), followed by
attention-based models (30%), transformer-based models (15%) and other methods (10%).
An overview of the approaches utilised in image captioning research is discussed in this
paper. Furthermore, the benefits and drawbacks of these methodologies are explored, as well
as the most regularly used data sets and evaluation processes in this sector are being studied.

Keywords Image- Caption Generator · Natural language processing · Computer vision ·
Intelligent exploration · Deep learning
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1 Introduction

Image captions, also known as cut lines, are just a few lines of text used to describe and
explain the objects used in an image. In some cases, captions and cut lines are separated,
whereas captions are captions/short descriptions (usually one line) of the picture. While the
cut line is long, a prose blog under captions, generally describing an image, giving context
or linking to any relevant topic. Captions can also be obtained by few default image caption
generating software that are present online [1].

Image caption generator is a function that consists of the computer-assisted imaging
system as well as the natural language processing concepts for visualizing the images and
to form sentences and expressions in a natural language such as English. It is a popular
Artificial Intelligence (AI) research tool that works with image comprehension and language
definition. Creating well-structured sentences requires an understanding of language in the
form of structures and semantics. Describing the content of an image with the help of well-
structured sentences is a very challenging task. Still, it can also have profound effects, like it
can be used for helping the visually impaired people for better understanding of the content
present in an image. This task is challenging when compared with the separation of images
or the observations of a well-researched object. The biggest challenge is to be able to create a
definition that should not only capture the content of the image but also highlight how these
objects are related to each other [2].

Caption generation in AI is also a challenge that is used to produce a readable textual
meaning when given a picture. It requires both image comprehension in computer vision and
a language model from NLP. It is also essential to consider and evaluate different ways in
which a prediction model can be created as well as to create a problem-solving framework
for generating captions for any given images. Photographic captions have steadily caught the
attention of many researchers in recent years, because of the rapid development in the field
of AI.

The goal of the research efforts for image captioning leads the researchers to find most
efficient algorithms for processing the images and then representing its content as well as to
translate those contents into the words by creating the links between all the visual elements
and with the textual elements of the image, while also maintaining the language fluency of
the captions. In the easier description, image captions are an image-to-sequence problem for
the given pixel input of an image. And lastly, a sequence of words is being demonstrated
according to a shared vocabulary of any language.

The following Fig. 1, displays the basic model for image caption generator, where an input
image is taken from the given data-set and is further passed through the computer program.
After passing it through the computer program, the relevant captions are then generated. The
computer program mainly consist of different machine learning algorithms, traditional and
deep network models that can be used for producing the captions.

Over the past few years, there have been many significant developments in the field of
image captioning. Different models have been formed, for example, models that helped in
the first in-depth study based on the Recurrent Neural Networks (RNNs) and producing
global image definitions. There have been methods that have been developed with enhanced
awareness and learning. Currently,work is being donewith the help of the transformersmodel.

Fig. 1 Basic Model of
Image-Caption Generator
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Fig. 2 Image-Caption Generator using CNN model

Figure 2 depicts the proper procedure and functioning of the image caption generation model
where an input image is passed through a CNN model, which is pre-trained to use different
data sets. After this, the feature vectors are extracted from the fully connected layer of
the model. Then these feature vectors are forwarded linearly towards the Long Short-Term
Memory (LSTM) model of network, where the words and captions are classified using the
activation function called SoftMax and are further forwarded to the embedding of words to
form the sentences for the input image.

The area ofNLP and computer vision have faced the challenges for developing appropriate
assessment principles and testing metrics to compare the results with the basic facts. There
are still many challenges that are being faced while comparing captions generated by the
system with those done by a normal human being [3, 4]. To produce captions from a machine
that match those of a human being, the first challenge is having thorough knowledge of how
natural language is processed. How to create fully grammatically correct image captions for
any given images is another challenge that frequently arises. Then finally, the issue is how to
make an image’s semantics as consistent as feasible while simultaneously creating captions
that are as clear and understandable as possible for people.

The image caption generators can have various applications, such as the self-driving cars
used for automatic driving. As we know, automated driving or self-driving cars face a lot of
challenges, so if we know the exact location of the incidents happening near the car before-
hand, then it can be helpful for improving the complete self-driving system. The image
caption generator can also be implemented as the assistance for blind people. There can be
a real-time system which will guide the person on the streets without the support of anyone
else. It can be done by first translating an item into text and then the text into voice. It can
also be used for the visually impaired people by combining NLP with Automatic Image Cap-
tioning to help them understand the nearby environment and surroundings. Another primary
applications of image captioning is video surveillance. CCTV cameras are everywhere today,
but with the world view, if we can generate the appropriate captions, we may be able to set
alarms as soon as there is any serious malpractice that happens. This can help to reduce a lot
of crime and also the occurring accidents. Automatic captions can also be helpful in terms
of making google image search as all images can first be converted into captions and search
can be done based on those generated captions. Image caption generators can also be used
for annotation of different images and understanding the type of content used and displayed
on different social media platforms.

Image captions, which automatically generate natural language meanings based on visual
content, are an important part of the scenario, which includes computer visualization and
NLP. This technique has recently got a lot of attention and is now one of the most important
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area of research in computing. Image descriptions are hence obtained by predicting the most
likely verbs, nouns, prepositions, etc., that will make up a different sentences for any set of
images [5]. There has already been a lot of research done in this area, and some image caption
survey studies are also available, but none of them address the significant models that have be
developed and implemented between the year 2004 and 2022. In the developing field at this
level, it is important to keep track of all the latest models and frameworks [3]. In addition,
a number of domain-related image captioning processes have been studied. However, the
results achieved so far are not the final solutions. There are still few research gaps and
challenges that are needed to be solved for the novel idea of image caption generation.

In contrast to earlier survey papers on image captioning, this work offers a thorough and
comparative analysis of both conventional and deep learning-based image captioningmodels.
This paper also discuss a various image captioning methods over the last decades. As image
captioning has various applications in the real-world scenario, the motivation behind this
study is that, it surveys a much greater number of papers on the subject and offers a more
in-depth examination of the suggested approaches. Additionally, the study discusses how
to use the standard evaluation metrics to provide better results in image captioning. It also
summarizes the broader set of available datasets that can be used. And finally, the study
performs quantitative comparisons of all the approaches and provides us the information
regarding the challenges and research gaps discovered till date. The contribution of the paper
are:

• We thoroughly review the paper published in the duration 2004−2022 on image caption
generators using traditional and deep learning-based methods.

• We discussed the various deep learning models with their advantages and disadvantages
in Table 3

• The main datasets used for analyzing image captions are examined, including both stan-
dard domain benchmarks and specific domain databases.

• Standard and unconventional metrics for testing performance and analyzing different
caption features are analyzed.

• The paper presents an overview of the diversity of image caption generation, its research
gaps, open-ended challenges and future research directions.

The rest of the paper is organized as follows: Related work is discussed in Section 2. In
Section 3, various methods and models are discussed in detail. Section 4 explains all the
published benchmarks data sets in the field of image caption generation. In Section 5 various
evaluationmatrices are being discussed. Section 6 discusses the challenges and a few research
gaps. Finally, Section 7 provides a conclusion with the future directions of the work.

2 Review of literature

A large portion of the language is used to describe the world around us, particularly the
visual world in which we live or the world which is depicted in images, photographs or
videos. Image captioning has received a lot of attention as an interdisciplinary study subject
combining computer vision and natural language processing. The goal of image captioning
is to create natural language sentences that are fair and accurate [2, 6]. The captioning model
must recognize different objects and then appropriately represent relationships between those
objects. Also, external knowledge is necessary for generating different informative sentences
as well as for improving knowledge reasoning in the generated captions for given images.
Natural language processing (NLP) applications include machine translation, summarizing,
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dialogue systems and machine-assisted reviews. The majority of past NLP work on auto-
matically creating captions or descriptions for photographs has relied on retrieval as well as
have provided a summary for the images [7]. After so much research done till now, the main
question that arises is where to put the images in the image caption generator? Deep learning,
on the other hand, is currently considered to be the foundation for intelligent exploration for
creating accurate image captioning models [4]. In this literature, we will discuss different
approaches that have been developed for the image captioning generation. Following Fig. 3
displays few examples of image descriptions obtained from different approaches.

2.1 Automatic image captioning

Automatically describing an image with the help of words and sentences is known as image
captioning. Image semantic information must be gathered and conveyed in the natural lan-
guages to meet the purpose of captioning of images. Image captioning is a complex topic
connecting computer vision and natural language processing research fields. A few of the
researches based on the automatic captioning of the image are presented below.

Fig. 3 Sample for image captioning [8, 9]
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Authors J. Jeon et al. [10] offered an intuitive way to annotate and retrieve photographs.
They proposed that a tiny vocabulary of blobs can be used to characterize regions in an image.
Cross-Media Relevance Models have been proved to be a valuable choice for annotating and
retrieving photos. They demonstrated how to use severalmodels for the ranked retrieval. They
also anticipated that adopting formal information retrieval models to this field of research
would be fruitful.Although it is challenging, the authors think that labelled training and testing
data are essential for the performance and evaluation of the algorithms that are suggested. The
outcomes will probably be improved by better feature extraction or the usage of continuous
features for an image. The use of real captions (rather than keywords) is another area that
could be the subject of research; in their opinion, this is a promising field for the use of formal
models of information retrieval.

A new term for automatic linguistic indexing of images was introduced by Jia Li et
al. [11]. The authors presented a statistical modelling approach to this problem in this work.
They focused on a specific class of stochastic processes with the help of two-dimensional
multi-resolution hidden Markov models (2D MHMMs). The following were the significant
advantages of this approach: 1) distinctmodels for different concepts can be separately trained
and retrained, 2) it is possible to train and store a huge number of concepts and 3) the spatial
link between image pixels is taken into consideration utilising probabilistic likelihood as a
universalmetric inside and across resolutions. Experiments have shown that the approachwas
accurate and had a lot of potential for linguistic indexing of photographic images. But, there
were a number of restrictions with the way the current system is implemented and evaluated.
For instance, training with 2D still images may make it harder to understand concepts later
on. Also, because some categories of images are visually widely dispersed, it is hard to teach
a notion using just a small number of these images. The presented evaluation results should
be treated with caution until this constraint is fully explored. In general, it took more time
and experience to understand more complicated topics.

In image database management, image annotation is often utilized. Therefore, Patrick
Hède et al. [12] offered a new method for automatically describing images in natural lan-
guage for images without occlusion concerns. This strategy was based on a combination of
picture indexing and natural language processing along-with creation expertise using NLP
techniques. Furthermore, by decreasing the ambiguity in a keywords index, indexing in nat-
ural language sentences increased the quality of the results. Finally, this research was able to
lay a solid foundation for future work on more complicated images.

According to [13], Jia-Yu Pan et al., in their research work, they focused mainly on the
automatic image captioning. They have worked upon a training set consisting of captioned
images and have developed a relationship between different keywords and features of the
image. Their approach achieved around 45%accuracy for providing the captions of the image,
especially on the larger dataset consisting of various styles of content. Following that, it was
determined that the suggested techniques may be used in other contexts, such as creating
an image vocabulary of various cell kinds using illustrations from medical journals. Further,
new methods of Corr, SvdCorr, SvdCos and Cos were being proposed. It was also observed
that the consistent generation in the improvement of the ‘adaptive’ blob-tokens has led to the
incrementation of the performance rate inside the system. Figure 4 displays the word tokens
and blobs generated for the annotated images.

Author SimingLi et al. [14], offered a simple but successfulmethod for automatically com-
posing image descriptions utilizing web-scale n-grams and computer vision-based inputs.In
this research, they developed a unique surface realization technique for automatically gen-
erating descriptions of the images that were based on the n-gram data of the web-scale.
This system was extremely good at producing largely pleasant and presentable language
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Fig. 4 Annotated Images with their captions and there corresponding Blob and word tokens [13]

sentences while also allowing for some creative writing. Furthermore, they showed how
implicitly encoded world information in natural language might aid image content detection.
This method uses far more basic ways to handle photos in the open-domain in a more nat-
ural way. They employed the same vision-based modifier classifiers, inputs-object detectors
and the prepositional functions. But they concentrated primarily on refining the sentence
production process to produce descriptions that are more similar to those written by humans.

Author Vicente Ordonez et al. [8] used a huge annotated photo collection to create and
showcase automatic image captioning systems. The method for automatically collecting the
newdataset of Flickrwas solvingmany queries andwas then filtering the noisy results down to
1 million photographs with visually interesting captions. They also proposed approaches that
included a variety of state-of-the-art, yet noisy, image content estimated to produce evenmore
appealing outcomes. Finally, a new objective of performance measure for image captioning
was introduced. They also described two versions of their approach: one that composes cap-
tions solely using global picture descriptors and another that includes estimations of image
content for caption synthesis. Author RebeccaMason andEugeneCharniak et al. [15] demon-
strated a data-driven framework for creating image captions that included visual and linguistic
characteristics with variable degrees of spatial structure. They suggested the task of domain-
specific image captioning [16]. They also employed a hybrid visual and textual bag-of-words
approach to estimate individual word accuracy, pulling previously written descriptions from
a database and adjusting them to new query images. They demonstrated that their captioning
method effectively deletes terms that have errors in the extracted captions while preserving
a high level of details in the resulting output using automatic and human evaluations.

Another approach was being introduced by Jacob Devlin et al. [17] that was based on
exploring the nearest neighbours for image captioning. For image captioning, they inves-
tigated a number of nearest neighbour baseline techniques. When tested using automatic
assessment metrics on the evaluation server of the MS COCO caption dataset, this technique
surpassed many contemporary algorithms that generated innovative captions. The success of
nearest neighbour captioning methods highlighted the need for better dataset evaluation and
testing. In this study, they just looked at basic Neural Network (NN) techniques to give the
picture captioning research work, a base. Authors Jack Hessel et al. [18] investigated whether
recent promising outcomes in automatic caption synthesis can be attributed only to language
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models or there can be any other ways for image captioning? They discovered that a neural
captioning system could produce high-quality captions even when the image quality was
extremely low. They also ran additional tests to see if datasets were suitable for captioning
automatically and also discovered that having many captions for any given image can be ben-
eficial but it cannot be necessary. They demonstrated a relationship between the accuracy of
classification of the CNN model and for the caption quality which is generated by the neural
captioning approach. In the most recent approach, the authors Rashid khan et al. [19] used
numerous pre-trained convolutional neural networks to encode a picture into a feature vector
as graphical properties. To increase the performance, the researchers combined the attention
model of Bahdanau with the GRU. This allowed the researchers to be focused on a specific
portion of the image only. On the dataset of MSCOCO, the experimental results found in this
approach were were better when compared with the pre-existing state-of-the-art approaches.
This model was a single model that combined CNN and GRU with an attention network
for automatic image captioning. Experiments have proven that the proposed approach can
generate meaningful descriptions for the images automatically.

2.2 Human-like image caption generation techniques

Human ratings are considered to be the most accurate approach for assessing the accuracy
of an image captioning model. Evaluating captions on the basis of human feed-backs as well
as generating captions exactly like the phrases of the humans is mostly considered to be
most accurate. Hence, multiple researchers demonstrated different approaches to generate
captions that are more in human-like form or we can say in the natural language.

P. Kuznetsova et al. [20] described a data-driven and holistic method to image description
generation that takes advantage of the large amount of (noisy) parallel image data and nat-
ural language descriptions available on the web. They obtained existing human-composed
phrases that were used for describing the visually comparable photos and then selectively
mixing those phrases for constructing a novel description for the image being queried. Their
method was the first to systematically combine cutting-edge computer vision application to
obtain visually relevant candidate sentences and then generate image descriptions that are
significantly more complex and human-like than earlier attempts. M. Mitchell et al. [21]
described a new generation technique for creating human-like descriptions of images based
on computer vision detection. They have created a new generation system that combines
a syntactic model with computer vision detection to generate language. They developed a
framework Midge that creates a well-formed description of an image. Midge’s output is
considered by humans to be the most natural description of images generated thus far. They
further planned to improve and refine the system to capture more linguistic phenomena.

In the next paper, authors P.H. Seo, et al. [22], worked upon the image caption generators
that were based upon the signals obtained from the ratings of human captions at instance-
level They have created a method which was used for maximizing the ratings of humans
using different samples for the datasets. This method compared two policies for developing
positive/negative feedback for getting better captions for any given image inside the dataset.
It also concluded that, when the researchers used the reinforcement learning (RL) technique
on off-policy, it showed successful results for dealing with information regarding the rating.
This work could be considered as the base work for working upon the techniques based on
RL technique as well as for considering human feed backs and ratings for generating image
captions. Similarly, authors Yue Zheng et al. [23] proposed a novel approach that was used for
generating the captions with guiding objects (CGO). These guiding objects of the captions
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were mainly related to the objects which were useful for the humans inside any image as
shown in Fig. 5.

In this work, the authors designed a framework that consisted of two models of LSTMs
but combined in opposite directions using the images of MS-COCO dataset. The CGOs were
also able to generate captions with great advancement in terms of describing the objects
that were novel. The results were being displayed on datasets of two platforms: ImageNet
and MS-COCO. The evaluation of this method showed better result in terms of both: the
content fluency as well as the accuracy of the descriptions generated. Only one chosen object
was guaranteed to be stated in the CGO strategy, but this did not hinder its viability. To
include more objects in the outputs, CGO can be used along with other techniques like CBS.
Additionally, it guarantees that the descriptions are include the guiding items.

2.3 Role of RNNs, CNNs and LSTM in an image caption generator

Deep learning based framework are being tremendously used in almost every field of the
computer vision and human-computer interaction. In automatic image caption generation
authors X. Chen et al. [9] explored a new technique of the bi-directional mapping between
photographs and their sentence-based descriptions. They presented the first bi-directional
model whichwas capable of producing smooth image descriptions aswell as visual attributes.
Unlike many earlier RNN-based techniques, this model can learn long-term interactions, to
recreate visual features as new words. In the year 2014, a new deep captioning approach was
introducedwhich used themulti-modal recurrent neural networks, knownas them-RNN [24].
A deep RNN model for texts and a deep convolutional network for images were included in
themodel. The entirem-RNNmodelwasmade up of these two sub-networks consisting of the
interacting multi-modal layer. This model’s effectiveness was verified using four benchmark
datasets which were Flickr 8K, IAPR TC-12, MS COCO and Flickr 30K. Furthermore, they
applied the model of m-RNN for the task of retrieving words or images, and found that it
outperforms all the previous state-of-the-art algorithms. It was also concluded that, thismodel
was capable of connecting different images and the sentences to accommodate complicated
representations of the images and the advanced models of language. But, if the dictionary
size is big, the embedded layer of the model has more parameters than the original m-RNN.

Several papers have mostly looked into how to learn joint feature spaces for images and
their descriptions. These methods combines picture and language information into a single
space that could be utilized for image search or image caption ranking. RNNs and the deep
neural networks were among the methods which were used to train the projection. These
methods were capable enough of projecting both semantics and visual traits to a common
embedding, but not the inverse projection. Another bi-directional representation approach

Fig. 5 Architecture for caption generation using Guiding Objects [23]
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was proposed in [25] that generated unique descriptions from images as well as visual rep-
resentations from descriptions. They tested their algorithm’s bidirectional capabilities on
both picture and text retrieval tasks. They also produced results that were better than or
comparable to previous state-of-the-art results. But, RNNs have a history of having trou-
ble remembering concepts after a few iterations of recurrence. For instance, RNN language
models frequently struggle to learn distant relationships without the use of specialised gat-
ing units. The innovative dynamically updated visual representation serves as a long-term
recall of the previously discussed notions during sentence production. This made it possible
for the network to choose important ideas to communicate without speaking them. They
showed that a visual representation of a written description may be produced using the same
representation.

In the year 2015, researchersAndrejKarpathy andLi Fei-Fei [26] presented amodelwhich
generated descriptions of images in the form of the natural language. To discover inter-modal
correspondences between linguistic and visual data, this method used image databases and
sentence descriptions. They presented the architecture of a multi-modal RNN technique that
learned to provide novel descriptions of the regions that were visually represented using
the inferred alignments. They demonstrated that the descriptions that are generated out-
performed the baselines of retrieval on the entire images as well as for a new dataset of
annotation at region-level. Their method included a novel ranking algorithm that used a
shared embedding of the multi-modal system to match elements of linguistic and visual
modalities. They also tested the performances on two different tests of region-level and full-
frame level, which further concluded that this model outperformed retrieval baselines in both
the circumstances. In December, 2016 authors A.Mathews et al. [27], introduced a newRNN
model namely, SentiCap that was used for generating descriptions of images with the help
of sentiments. They created a system for characterizing a given image using the emotions,
as well as created a model that generates captions that shows positive as well as negative
feelings automatically. They then used various algorithmic and crowd-sourcing metrics to
assess the captions. The crowd-sourced workers certified that 88% of the positive captions
had the acceptable sentiment. It was a switching RNN model for creating sentiment-based
image captions and was able to generate the caption which contains emotions for over 90%
of the images. The creation of generative models for a wider range of emotions, such as pride,
humiliation and wrath, as well as models for linguistic styles (including sentiments) beyond
the level of words, are possible future research works.

The further workwas done by researchers TingYao, et. al [28]. They presented the LSTM-
A (Long Short-Term Memory with Attributes) model, which was considered to be a novel
architecture that was used for integrating different types of attributes into the Convolutional
Neural Networks(CNNs) and Recurrent Neural Networks(RNNs) inside the framework of
image captioning architecture, as shown in Fig. 6. These models were then trained from
beginning to end in the form of end-to-end manner.

Another work also detectedmultiple attributes by further exploring the correlation of sym-
bols within theMultiple Instance Learning(MIL) framework [29] and learning the problem of
adding high-quality attributes from pictures to completing pictorial presentations to improve
sentence production. They suggested a permutation-invariant aggregating operator based on
neural networks that correlates to the attention process. Experiments were conducted on
the MS-COCO dataset for validation of the work. In the next approach, authors Marc Tanti
et al. [30] discussed about two architectures that were based on the RNNs in generating
image captions. They further described that features of the image must be considered along
the RNN as shown in Fig. 7.
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Fig. 6 Variants of LSTM-A framework [28]

The paper also discussed about the three main classes in which the approaches to image
captioning can be defined: the first class of approach was based on the systems that were
dependent on the techniques of computer vision for the extraction of object detection and
features from a source image. The second approach was mostly focused on systems that
visualized the task as the problem of retrieval, which was characterised on the basis of string
proximity and relevance utilising training data for any particular image. The third class of
the approach was based on the system that is highly dependent on the neural models and can
perform partial as well as complete retrieval of the captions using RNN along with LSTM.
Jyoti Aneja et al. [31] in the year 2018, worked upon the convolution image captioning. The
main contribution of this work was: Amethod that includes CNN based captioning of images
when compared with LSTM based methods in terms of the performance. Using spatial image
features for improving the performance of CNN based model for image captioning as shown
in Fig. 8.

Sequence Words Embed x

LSTM x

Image
4.096 Dense x

Dense v SoftMax

(a)

Sequence Words Embed x LSTM x

Image
4.096 Dense x

Dense v SoftMax

(b)

Fig. 7 The diagrammatic representation of the two approaches investigated in the paper: a)MergeArchitecture
b) Inject Architecture
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Fig. 8 Model for convolutional image captioning [31]

The following paper resulted on the convolutional approach that was performed with the
approach based on the LSTM for the captioning of the images. They also said that this
approach has better improvement for different metrics and was also better in terms of the
performance for the baseline of LSTM+Attn. The approach also showed that when they
trained the CNN with more parameters (approximately 1.5 times), then the training of the
whole system was done within the comparable time, because the system avoided using the
RNNs in the sequential processing.

The process of captioning an image attempts to construct a sentence from a group of
linguistic words that are used for describing the features, interactions as well as objects
inside the given image, referred to as visual semantic units (VSUs). Based on this viewpoint,
in the year 2019, the authors L. Guo et al. [32] proposed the Graph Convolutional Networks
(GCNs) to explicitly represent object interactions in semantics and geometry, as well as
to fully leverage the alignment between linguistic words and VSUs for image captioning.
They proposed the concept to bridge the information gap between the content of visual
representation and the description of language by employing VSUs. The VSUs were the
components of visuals addressing objects which tells the relation of the images and the
captions with their attributes and the interaction between different objects. The researchers
used structured graphs to represent the VSUs consistently and GCNs to contextually embed
them.

2.4 Attention-based image captioning approaches

The image is divided into n parts by an attention mechanism, which then computes an
image representation for each portion of the image. Whenever RNN creates a new word, the
models’ mechanism concentrates with the appropriate portion of the given image, allowing
the decoder to use only certain sections of the given image for implementation. Traditionally,
image captioning has been accomplished using the encoder-decoder architecture using a
convolutional neural network (CNN) serve as the encoder, and a recurrent neural network
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serves as the decoder (RNN). Both the generally categorised fields of machine learning,
namely CV and NLP, are involved in image captioning. Large image classification datasets
havemade it possible for a rise in study on the subject, and as interest has grown. The decoder
canmore accurately translate the important features of the images into natural language when
they are brought to the forefront by attention. An algorithm is tasked with creating a logical
caption for an image when image captioning is being done. It is difficult to complete for
a number of reasons, not the least of which is that it incorporates the idea of salience or
relevance. Due to this, most contemporary deep learning systems contain an “attention”
mechanism to aid in the emphasis on appropriate image elements.

In March 2016, Quanzeng You, et al. [33] worked upon the image captioning that can be
done with the help of the semantic attention. In this paper, the researchers developed a new
algorithm that was used in combining different approaches with the help of the model used in
semantic attention as shown in Fig. 9. In this model, the CNN response visual features (v) and
attribute detection (Ai) were introduced into the RNN (shown with dashed arrows) and then
they were combined together with the help of a feedback loop (displayed with blue arrows).
Here, both the input and output models required the qualities that needed more attention for
generating the image captions.They further evaluated the algorithm which was based on two
public benchmarks namely, MS-COCO and Flickr30K datasets. The results showed that this
algorithm significantly outperformed different approaches with better consistency along with
different metrics of evaluations.

Itwas also concluded that, thismethodwas useful in exploiting the overviewof input image
as well as to review abundant fine-grain visuals, they were being observed semantically.

Existingmethods focused solely on visualmaterial, leaving the question ofwhether textual
context might boost attention in image captioning or not. To investigate this issue authors L.
Zhou et al. [34] offered the text-conditional attention. This was a unique attentionmechanism
that allowed the caption generators to focus on specific image features that were based
on previously generated text. They used the guided Long Short-Term Memory (gLSTM)
captioning architecture [35] with CNN fine-tuning to get text-related image characteristics
for their attention model. Using the MS-COCO dataset, this strategy allowed for end-to-
end learning of picture embedding, text-conditional attention, text embedding and finally
a language models with a single network architecture. The results showed that the method
outperformed all the other captioning systems on a range of quantitative and human evaluation
parameters, showing that text-conditional attention could be applied in image captioning.
Visual attention is critical for understanding images and it has been shown to be helpful
in generating natural language descriptions of them. In the next approach, authors J. Mun
et al. [36] provided a text-guided attention model for image captioning that learnt to drive

Fig. 9 Framework of the image
captioning model using semantic
attention [33]
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Fig. 10 Image captioning using architecture of text-guided attention. [36]

visual attention using linked captions. They presented an exemplar-based learning technique
as shown in Fig. 10. This model collected relative captions with each of the given image
from training data and used them for learning the attention on various visual attributes. They
also provided a robust strategy for dealing with the noise present in the guided captions that
further uses a set of captions in the form of the guidance captions with the methods of training
and testing. They also used the model of text-guided attention on the dataset of MS-COCO
captioning to get best-in-class results.

The authors K. Xu et al. [37] introduced an attention-based model that automatically
learns to characterise the content of images, based on current work in machine translation
and object detection. They demonstrated the effectiveness of attention using three datasets:
Flickr30k, Flickr8k and MS COCO. They offered an attention-based strategy that used the
METEOR and BLEU metrics to provide basic performance on these three datasets. They
also demonstrated how learnt attention could be used for improving the interpretability of
the process of model generation and that the alignment of learning which is closely related
to human intuition. Further, authors Peter Anderson et al. [38] proposed a mechanism that
was a combination of both bottom-up and top-down attention. This mechanism was used
for enabling the attention that needed to be calculated at different object levels as well as
for different salient regions of an image. The results of this approach were observed on the
test server of MSCOCO which was able to create a better state-of-art for different tasks and
functions. The approach reached the scores of CIDEr as 117.9, SPICE as 21.5 and of BLEU-
4 as 36.9. The benefits of this approach can be taken by replacing the CNN’s pre-trained
features with advanced features of the bottom-up attention approach.

Authors Ting Yao et al. [39], have designed a method which can be used for exploring dif-
ferent connections that occur between the objects inside the framework of encoder-decoder.
The method was also based on attention mechanism for the process of captioning an image.
They mainly presented an architecture that was known as GCN-LSTM i.e., ‘Graph Convo-
lutional Network plus Long-Short Term Memory’ which was useful for integrating spatial
as well as semantic relationships of the objects of an image into the encoder. The large-scale
experiments were done on the dataset of MS-COCO and then results were being evalu-
ated. Further those results were compared with previously obtained results from different
algorithms andmethods. According to the authors, the architecture of GCN-LSTMhad incre-
mented the performance of CIDEr-D from the percentage value of 120.1% to the value of
128.7% when being tested on the dataset. Another approach of image captioning is encoder-
decoder approach where the sentence generation for the hidden states is done by giving
attention to the frameworks of image captioning [40–42]. In this method, the input image
was being used with the help of the framework of encoder-decoder so that the process of
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Fig. 11 Architecture of X-Linear Attention block [43]

decoding was able to focus on different and particular aspects of the image and that would
further help in generating description for the input image at every step.

In the next approach, authors have introduced a unique block for attention inside the
image captioning model, known as the X-Linear Attention block [43]. This block was used
to completelywork on the bi-linear pools that could be further used for capitalizing selectively
on the information provided visually as well as for working upon the reasoning on the multi-
modals as shown in Fig. 11.

The experiments were performed on the COCO framework and it was observed that the
performance of the CIDEr was found to be 132.0%, which was the best one till date. This
model resulted up to this value of CIDEr when different transformations were done with X-
Linear attention blocks in the model. They also included an ELU (Exponential Linear Unit)
blockwhich helped in using infinite interactions of features. This model showed better results
in terms of efficacy with the integrated X-LAN and the X-Linear Attention block. As well
as, it created a performance with better state-of-art for captioning the dataset that was used.
The authors noted that sometimes Up-Down approach concentrates on an area of the image
that was irrelevant and whose associated object shouldn’t be formed at that instance of time.
Instead, the X-LAN continually concentrated on the appropriate regions for captioning by
taking advantage of higher order feature interactions for multi-modal reasoning via X-Linear
attention block.

The ability to generate accurate words for any particular objects inside an image using the
techniques of visual attention is known as the grounded image captioning. In the next paper,
researchers Yuanen Zhou et al. [44], worked upon the improvement of the accuracy of the
generated image captions with the help of grounded image captioning models. The authors
proposed a model that was based on enhancing the matching ability of the given images
and texts using the POS i.e., part-of-speech. Further, this model was named as POS-SCAN
(where SCAN stands for Stacked Cross Attention Network) [45]. When POS-SCAN was
used with conventional methods, it significantly showed better results in terms of accuracy
without much interference. The researchers also worked upon the SCST method i.e., Self-
Critical Sequence Training method [46], for generating captions for grounded images. The
authors considered this technique to be an interesting one for designing different metrics of
the machine for generating the captions, specifically the n-gram based metrics. The authors
Z. Song et al. [47], proposed a mechanism of CAAG i.e., Context-Aware Auxiliary Guidance
which helped the image captioning models to obtain the sentences using the contexts which
are used globally, shown in Fig. 12.

The method proposed here was generic in nature and was used for improving the perfor-
mance of the already existing models for reinforcement learning. CAAG also improved the
performance of the CIDEr-D model based on the LSTM decoder to 128.8% value from the
already evaluated value of 123.4%. It was found that when CAAG was utilised, a substan-
tially larger percentage of generated captions were more descriptive than the other baseline
model.
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Fig. 12 Architecture of CAAG [47]

2.5 Image captioning based on policy- gradients

In December 2016, researchers Rennie et al. [46] worked upon the creation of a self-critical
sequence training that was used for the process of image captioning. In this paper, the
researchers have represented an efficient and simple approach that was used to compare more
effectively supporting approaches. This approach was also known as the Reinforce algorithm
that was used for providing the policy-gradient which were based upon the reinforcement
learning (RL), as depicted in Fig. 13.

The results that were obtained on the MSCOCO dataset test server that further introduced
modern performance as well as helped in enhancing the best CIDEr results from 104.9% to
114.7%. On the MS-COCO dataset, they have tried with both the TD-SCST and the “True”
SCST as stated, however it was discovered that the methods did not produce any appreciable
additional gain. Additionally, they tried unsuccessfully to train a control variable for the
SCST baseline using MS-COCO. However, they also believed that these extensions will be
crucial for other tasks involving sequencemodelling and policy-gradient basedRL in general.

In the next work, researchers Siqi Liu et al. [48] worked upon an improved method of
image captioning using the optimization of policy gradients of SPIDEr. They showed how
to use the method of policy gradient (PG) to directly optimise a combination of SPICE and
CIDEr linearly (which they named SPIDEr). The SPICE score ensured that the captions are
semantically correct for the image, whereas the CIDEr score ensured that the captions were

Fig. 13 Depiction of policy gradient based on CIDEr [46]
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fluent enough to read and understand. To maximise the range of captioning parameters, they
proposed and effectively implemented a robust and efficient policy gradient approach. They
also demonstrated that by optimising the conventional COCO measures, they might reach
to better state-of-the-art outcomes. This new metric, SPIDEr, was optimised for yielding
qualitatively improved results as judged by human raters. They discovered that PG-SPICE
frequently produces sentences that are illegible and contain numerous repetitions. This is
thus because SPICE, although measuring how closely a sentence’s scene graph resembles
the scene graph of the real world, is comparatively insensitive to syntactic quality. However,
they achieve significantly better outcomes when they mix d SPICE with CIDEr. Thus, the
rest of the paper ignores pure SPICE.

2.6 Image caption generator with refined descriptions based on regions

The authors of this study presented visual dependency models to capture the links between
the items in an image [49]. They used a new data set of region-annotated images with
visual dependency representations and best level descriptions to test this hypothesis. In both
automatic and human evaluations, they discovered that image description models based on
visual dependency representations beat rival models, significantly. They demonstrated that
using a standard dependency parser, visual dependency representations can be persuaded
automatically, and also that the descriptions generated from these representations are as
excellent as those created from high level representations. In the next approach, a methodwas
introduced by Philip Kinghorn et al. [50] which was based on the deep learning architecture
for image captioning. The proposed system mainly focused on the approach that were local
based and that were used to improve the existing methods which were related to different
regions of people as well as different objects in an image. The images inside the system were
being evaluated with the help of the datasets of IAPR TC-12 [51]. The system proposed
was being evaluated with the dataset of IAPR TC-12 and then with several methods, like,
NeuralTalk, Show, NTC, etc., for further comparison. It was concluded that the proposed
system produced more informative and descriptive captions for the given set of images. They
also aimed to use the system they proposed for the transfer learning that could be used for
dealing the image descriptions for images and other various things like oil paintings, cartoons,
etc.

2.7 Image captioning using phrase-based, template-based and retrieval-based
methods

In the first approach, the authors presented a basic approach for generating descriptive sen-
tences from a sample image [52]. They then developed a bi-linear model which created a
relationship between an image representation and the sentences that were used to describe it.
They proposed a simple language model that was based on the statistics of the syntax of the
captions, that were useful for generating meaningful descriptions for any given test image
using the phrase identification method as shown in Fig. 14.

On MS-COCO dataset, this technique was found to be significantly simpler than other
state-of-the-art models, that were mainly dependent on complex RNNs. This model also
produced better results when compared to previously derived methods. They also concluded
that future work would include applying the model to different datasets and experimenting
them with the ranking of image-sentence and also for improving the language model that
was being employed.

123



Multimedia Tools and Applications

Fig. 14 Phrase-based paradigm for image descriptions is depicted in this diagram. [52]

In the year 2018, authors Chan et al. [53] proposed a technique for image captioning
that was based on phrases which used the LSTM network that was hierarchical in nature
which was known as the phi-LSTM [54] as shown in Fig. 15. The authors claimed that
there proposed model has shown better results for the datasets of Flickr30K images [55],
MS-COCO dataset [56] as well as for Flicker8K dataset [57], when being compared to other
models.

In this approach, the image captions were generated by LSTMmodels in which the natural
processing of the language takes place initially. This processing mainly described the salient
features of the objects in an image and then was used to form the complete caption for any
given image.

2.8 Deep learningmechanism for generating visual image captions

In image captioning for using the deep neural networks, the researchers have started using
the retrieval-based methods [58] that were formulated like the embedding for multi-modality
techniques as well as for solving the problems of ranking. These methods were used for

Fig. 15 Basic structure of LSTM network architecture [53]
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retrieving descriptive sentences for an image and were used like the dependency- trees that
were recursive in nature using the neural networks. In these technique, the software were used
for extracting the phrases and sentences from a training set and then these phrases were being
represented by HD vectors using different approaches like, representation through word-
vector approaches. The images were further represented with the help of deep convolutional
neural networks (CNNs). It was concluded that, using deep natural networks for image
captioning has improved the overall performance of the system significantly. But there were
still few limitations, that were needed to be solved.

In a survey done by author Shan et al. [40] on the automatic image caption generation,
it was represented that there can be different ways which can be adopted for classifying the
caption generating approaches for an image. Thisworkmainly aimed at themethods thatwere
based on the neural networks and not like the ones used earlier which were based on retrieval
and templates. Here, the authors also defined few subcategories of the neural network-based
methods that were mostly based on the frameworks that were specific for their use. The
process of image captioning is a task of multiple modals and requires the whole machine to
understand the image as well as to describe it efficiently with proper natural language [59].
Authors Feng et al. [60] have attempted to develop a model for image captioning that would
be training images in themannerwhich is unsupervised. Thismodel just required three things:
(i) sentence corpus: for training the model for captioning (ii) image set: image datasets (iii)
detector for visual concept: used for detecting visual concepts inside the model for an image.
The following Fig. 16 displays the architecture of the unsupervised model for image caption
generation.

The proposed model consisted of: an encoder for image, a generator of sentences and the
discriminator.

• The encoder has the input of the CNN images which represented the features of the
image.

• The generator used for sentences is LSTM, that decoded the image and generated the
sentences naturally as well as described the content of the image.

• The discriminatorwasmainly used for differentiating thatwhether the generated sentence
was obtained from the model or it was a real one.

The authors claimed this approach to be the first attempt of investigation for this problem
using unsupervisedmethods [61]. Further, theyworked upon the corpus for image description
that were of large scale by using around 2 million sentences with the help of the Shutterstock

Fig. 16 Architecture for Unsupervised model of image captioning [60]
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and then facilitated the method of image captioning using the unsupervised method. They
finally concluded that their experiment showed better results with unsupervised data rather
than using the labeled pairs of images and sentences.

Image captioning is considered an inherently challenging task for AI, because it combines
challenges from both NLP and computer vision. In recent study, authors M. Stefanini [62]
discussed about the various deep learning mechanisms that could be used for image caption-
ing. To determine the most significant technical breakthroughs in architectures and training
methods, they quantitatively analysed numerous pre existing state-of-the-art approaches.
Additionally, other variations of the issue and there unresolved solutions were presented.

The ultimate objective of this work was to provide a resource for comprehending the
body of literature and outlining potential future possibilities in a field of study where Com-
puter Vision and NLP can function together. The following discussion traced three major
possibilities for future progress in the field of image captioning.

• Challenges of the procedures and architectures: Promoting open access to various datasets
will be essential for fair comparisons. In order to advance research area, it will be neces-
sary to look at less computationally demanding alternatives due to the expanding size of
pre-training models [63]. In contrast, one of the major unresolved problems in archi-
tecture is the rising conflict between early-fusion methods and the encoder-decoder
paradigm [64]. On the other hand, the dominance of detection features leaves room
for a number of visual encoding techniques, all of which seem to function equally well.

• Specializing and generalizing the captions: One of the major challenge is for specialising
in specific fields and producing captions with various intents and styles. Furthermore, to
create models that are appropriate for use in real-world applications, more research is
required [65]. Improvements in image captioning variations like novel object captioning
or adjustable captioning may be able to aid with this unresolved problem.

• Designing AI solutions that are trustworthy: Dataset bias and over-represented visual
concepts are significant problems for any vision-and-language task because the majority
of vision-and-language datasets contain common patterns and regularities. In this way, an
important challenge in image captioning is the construction of acceptable and repeatable
evaluation methodologies and meaningful metrics.

Lastly, since present image captioning algorithms lack trustworthy and understandable
ways to pinpoint what led to a specific output, more research is required to clarify model
explain-ability, concentrating on how these algorithms handle various modalities or innova-
tive concepts.

2.9 Transformer-based image captioning

When used for image captioning, the transformermodel takes an image as input and produces
a textual description of the image’s visual information that is relevant and cohesive. The
transformer is highly suited for this task because it can properly model sequential data and
capture long-range dependencies [66].

While transformer-based architectures have excelled in sequence modeling tasks, their
potential in multi-modal contexts like image captioning has not been fully explored. Cornia
et al. [67] introduces M2, a Meshed Transformer with Memory, as a novel architecture for
image captioning. Experimental evaluations compare M2 with fully-attentive and recurrent
models, showcasing its superior performance on the MSCOCO dataset.

Another concern was the challenge of the semantic gap between vision and language in
image captioning,where traditional attentionmechanisms struggle to align visual signalswith
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highly abstract words. To overcome these limitations, Li et al. [68] proposed an attention-
based transformer framework called EnTangled Attention (ETA) Transformer’. This model
achieved state-of-the-art performance on the MSCOCO image captioning dataset. Addition-
ally, thorough comparisons with traditional techniques and sufficient ablation trials showed
that this model was quite effective.

Yu et al. [69] proposed aMulti-modal Transformer (MT) model inspired by the success of
Transformers in machine translation. The model captured both intra and inter modal interac-
tions within a unified attention block, enabling complex multi-modal reasoning and accurate
caption generation. The proposed approach is evaluated on the MSCOCO image captioning
dataset, demonstrating superior results compared to previous state-of-the-art methods.

Transformers have proven to be successful in various NLP tasks and their capabilities
can be utilized for the specific domain of medical imaging. To address one such application,
Xiong et al. [70] presented a hierarchical Transformer-based model for medical imaging
report generation. It generated a coherent paragraph of the medical imaging report. The
modelwas been trained using self-critical reinforcement learning. It significantly outperforms
other state-of-the-art image captioning methods, achieving more than a 50% improvement
in BLEU-1 scores in the medical imaging domain.

Transformer-based image captioning models have produced accurate and descriptive cap-
tions with outstanding outcomes. They have proven to be capable of capturingminute details,
interpreting complicated visual scenarios and producing various and semantically significant
descriptions.

2.10 Dense captioning

The procedure of creating thorough and useful captions for images or videos is referred to as
dense captioning. Dense captioning goes beyond the scope of traditional image captioning by
giving multiple when compared to the standard image methods that creates a single sentence
to describe the content of an image. It mainly consists of two components: a) object detection
and b) module for generating the captions. There are several applications of dense captioning
for example, visual question answering, retrieval and indexing of images, accessibility to
blind people, etc. [71]

A research based on dense captioning suggested that, there is a need to introduce a dense
relational captioning-based model which seeks to produce several captions in response to
the relationships between the objects present in a visual scene. Researchers Kim et al. [72]
proposed a framework which consisted three units of recurrences that were responsible to
generate sentences based on the parts-of-speech (POS). The model was coined as ’Multi-
task triple-stream network (MTTSNet)’. The model deals with visual relationship detection
(VRD) performed by various othermethods. Themodel shows better results in terms of recalls
and is also useful for transferring sufficient amount of data to the required algorithm. This
work is open to new application-based implementations that requires combinations related
to the subject, prediction and objects [73]

Further a new architecture that combines the task of localization and image description
was being proposed by Johnson et al. [74]. The model was named as ’Fully Convolutional
Localization Network (FCLN)’. The FCLN architecture processes an image in a single,
efficient forward pass, so that it can be trained end-to-end in a single round of optimisation.
The model was evaluated on Visual Genome dataset [75], that consists of 94K images and
around 41 lakhs grounded captions based on the regions. The common failures that occurred
in this work were repeated detection of the objects. The future work of the paper suggested
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the relaxation in the number of proposed regions and to reduce the testing time of the model
that could favour the trainable layer in terms of spatial suppression.

Despite numerous encouraging leads, current techniques still have two main drawbacks:

1. The majority of previous research just take visual hints from the environment into con-
sideration while captioning, ignoring possibly significant textual context;

2. the wide range of terminology learned from the dictionary is restricted by present uneven
learning methods, leading to low language acquisition and less efficiency.

In order to overcome these gaps, authors Shao et al. [76] suggested an end-to-end enhanced
dense captioning architecture called Enhanced Transformer Dense Captioner (ETDC), which
gathers contextual text from nearby areas and dynamically expands the vocabulary library
while captioning. The paper proposes a module called, Textual Context Module (TCM) for
implementation which showed better result than state-of-art methods. But the drawback of
the work suggested that, without the TCM module, the model cannot fix the mistakes of the
hints given in the context of a nearby foreground objects known as RoIs, that leads in the
creation of incorrect words.

Although there have been some recent achievements, there are still two major limitations:
1) The majority of available approaches use an encoder-decoder framework, sequentially
encoding contextual informationusingLSTMand2) the largemajority of state-of-artmethods
do not pay attention to more informative areas since they view all regions of interests (RoIs)
as equally essential. To overcome these limitations, authors Shao et al. [77] presented a novel
approach by introducing a groundbreaking dense image captioning framework called the
Transformer-based Dense Captioner (TDC). Because of its adaptability, this framework can
be easily adapted to other applications that are similar in measuring visual features. They
concluded that this proposed model could be implemented on dense video captioning by
changing the introduced modules according to the requirements of the users for any specific
task.

3 Variousmethods andmodels for image captioning

As we all know, deep learning is becoming an important field of study in today’s time, there-
fore there are few recent works that are being done for the automatic image captioning using
deep learning mechanism. For defining such methods, there have been a lot of subcategories
that are being developed on the basis of different frameworks. Image captioning has been
a matter of great interest for researchers in the field of AI. It is also being used in vari-
ous applications in the field of business, robotics, computer vision, etc. [5]. The researchers
Sharma et al. [78] have presented various models for generating the image captions that were
based on the mechanism of deep learning and deep neural networks. They mainly focused
on different techniques that were based on RNNs and analyzed their usage for the generation
of sentences. Further, they have taken few sample images and have generated captions for
them as well as they compared features for different extraction methods and have analyzed
the models of encoders for better accuracy and then have obtained the results that were
desirable.

There are different models that different authors have optimized in various papers for the
captioning of images, which are described in Fig. 17.
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Fig. 17 Various Image Captioning Models

3.1 Feature extractionmodel

This model is mainly used for extracting variety of features from any image with the help of
the training datasets. These features which are extracted from the image, acts as the input to
this particular model [78].

The model employs a VGG16 architecture, as depicted in Fig. 18, to extract features from
images quickly using a combination of numerous 3 × 3 convolution layers and maximum
pooling layers. The VGG16 network produced vectors with a size of 1× 4096, which were
used to represent the image features. To reduce over-fitting, a dropout layer with a value of
0.5 was added to the model. The ideal value was between 0.5 and 0.8 which represented
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Fig. 18 Feature Extraction Model
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the likelihood of the layer’s outputs being dropped out. After the dropout layer a dense
layer was added which effectively applied the activation function to the input and a kernel
with a bias. The ‘ReLU’ (Rectified Linear Units) activation function was further utilized,
and the output space size was set at 256. The feature extraction model then produced 256-
dimensional vectors, which were then employed in the decoder model. Likewise any deep
learningmodel such as variants of VGG,AlexNet, variants of ResNet, variants of IncetionNet
and EfficientNet could be used to extract the features from images and generate the required
feature descriptor.

3.2 Encoder model

This model was mainly used for captioning the image that has been used during the training
of datasets. The encoder model generated the output in the form of a vector that is of 1×256
size and this output further becomes the input to the decoder model [78].

In the starting the captionswere being tokenizedwhichmeant thatword inside the sentence
were being converted into the integers. This was done so that the neural network could easily
and efficiently process the data. The captions that were tokenized are then padded because
of which the size of the sentence which is longest becomes equal to the length of the token.
This happens because all the sentences were then being processed at the length which is
equal. After this, the tokenized captions were being embedded using an embedded layer so
that the fixed vectors can use them as an output. The vectors that were used then help in
easing out the way of processing by using an easier way for the representation of the word
inside the vector space provided. Further, the LSTM layer was considered to be the most
important layer inside the encoder model. It was used for helping the model to generate the
words which have highest occurrence possibilities as well as for generating sentences that
were valid. The output hence generated by this LSTM layer is the final output of the encoder
model layer. Whole architecture of the model is shown in the Fig. 19.

3.3 Decoder model

This model is the concatenation of both the encoder model as well as the feature extraction
model. The output of this model are the words which were being predicted for any given
image and also the sentences that are being generated at that time.

The input of this model is being obtained from the outputs of both feature extraction and
the encoder model. These obtained outputs were then passed through the layer which was
dense in nature and uses the activation function of ‘ReLU’. After this, one more layer was
added inside this model that consisted of different sizes of the vocabulary and considered
them as the output space. The architecture for the decoder model is shown in Fig. 20.

The words that are then predicted are the output for the decoder model layer [78]. This
modelwasmainly used to obtain image captions automatically by describing the surroundings
as well as it helps the visually-impaired people for understanding the nearby environment in
a better way.

Tokenized Captions Input Image Embedding Layer Dropout Layer LSTM Layer Encoder (ENC) ModelTokenized CaptionsTokenized CaptionsTTTokenized Captions Input ImageInput ImageInput Image Embedding LayerEmbedding LayerEmbedding Layer Dropout LayerDropout LayerDropout Layer LSTM LayerLSTM LayerLSTM Layer Encoder (ENC) ModelEncoder (ENC) ModelrEncoder (ENC) Model

Fig. 19 Encoder Model
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Fig. 20 Decoder Model

Therefore, it can be concluded that the authors have presented a model that combined
the three models: firstly the model that is based on the extraction of features and uses CNN,
secondly the encoder model that was used for converting the image into the representation
of vectors and finally the third model, the decoder model which used the techniques of RNN
and generated sentences for the given images. They have also compared different models of
encoders and decoders so that they can obtain different captions with the help of different
use cases.

It was further observed that the model of LSTM worked better than the model of GRU
under more complexities. It can be also concluded that the performance of this model can
increase when used for a larger dataset of the images after training. This work can also
be of great help for the visually impaired people, because of its accuracy and it can help
them to sense their surroundings easily with the help of the technology like, text-to-speech,
etc. In future, the authors plan to work on different models of feature extraction so that
they will be able to analyze the effect of different components of CNN inside the whole
network.

With the increment in the research work in the field of translation in neural machines,
the captions are being generated with the help of the frameworks of encoder-decoder [40] as
shown in Fig. 21.

This framework was usually designed for translating the sentences from one language to
another one. In the Encoder-Decoder framework, the encoder’s neural network first seeks
to encode the image into an intermediate representation, after which the decoder takes the
above created representation as input and produces output in the form of sentences consisting
of a sequence of words as shown in Fig. 22.

As we all know, deep learning is becoming an important field of study in today’s time,
therefore there are a lot of research that is being done for the automatic image caption-
ing, which are dependent on the mechanism of deep learning. For defining such methods,
there have been a lot of subcategories that are being developed on the basis of different
frameworks.

Fig. 21 Encoder-Decoder Model
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Fig. 22 Framework for encode-decoder method

3.4 Multi-modal learning used for image captioning

This method of image captioning was one of the most important methods which was used for
generating captions for image that are purely dependent on deep learning mechanism [40].

In these methods, the extraction of the features of image was done first using the tool of
feature extractor, like the deepCNNas shown in Fig. 23. After this, the obtained featureswere
being forwarded to the model of neural language. This model further mapped the features
of images inside a common space using the features of words and finally the prediction of
words was done.

3.5 Image captioning using compositional architectures

Aswehave seen that all the previouslymentionedmethodsweremostly end-to-end captioning
methods, there there was a need to develop a method that was useful in generating image
captions using the compositional architectures [40]. Figure 24 shows the basic architecture
of the compositional model being developed.

This mechanism was used for combining the individual building blocks in a sequence for
the generation of the captions for an image. These methods generally used the models that
were visual for the detection of the concepts that appear inside the input image. Then, these
visual concepts that were detected were further sent to the model of language for generating
the descriptions that could be of multiple types for an image.

3.6 Image captioning using description-based approaches

Till now we have seen that the methods that were being used for image captioning have the
limitation to use the already existing and pre-defined words inside the dictionary and because
of which they were unable to generate the image description for the concepts and datasets
that were not trained before [79]. It was also possible that there may be a situation that we get

Fig. 23 Basic structure of image captioning based on multi-modal learning
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Fig. 24 Basic structure of image captioning with compositional architecture

to come across some new objects that have not been trained earlier or were not present in the
pre-defined vocabulary, in such cases there was a need to define a system of image captioning
that would be used for these new object and it would be generating captions for images with
more efficiency. There are many approaches that were being developed for image captioning,
like using the visual features along with the linguistic contexts using the semantic sentences
that were hypothetical in nature [6]. For the description of the new objects that were not used
inside the pairs of the training datasets, there were approaches that were developed using the
method of Deep Compositional Captioner [79].

Recent captioning methods have limited ability to scale and express topics that were
not demonstrated in the datasets of paired images and texts. The Novel Object Captioner
(NOC), a deep visual semantic captioning model that can explain a significant number of
object categories not found in existing image-caption datasets was proposed by authors S.
Venugopalan et al. [80]. This approach made use of the external sources such as tagged
photographs from object recognition datasets and semantic data extracted from un-annotated
text. They proposed a method for minimising the combined objective that were able to learn
from themultiple data sources, while also utilising distributional semantic embedding, which
would allow the model to generalise and characterise novel things outside of the image-
caption data-sets. They also demonstrated that their model generated captions for hundreds
of item categories in the ImageNet object identification dataset that weren’t encountered in
MSCOCO dataset for image-caption of training data, as well as many that were only seen
occasionally. Automatic and human evaluations revealed that this model beats previous work
in terms of being able to characterize many more kinds of objects. One promising future
direction is to develop a model that could learn from new image caption data after it had
been trained. The researchers might wish to add more objects to the vocabulary and train it
on a few image-caption pairings as now an initial NOCmodel has been developed. The main
work for innovation would be to enhance the captioning model by retraining only on fresh
data rather than starting from scratch.

It is essential to balance visual input with past language knowledge from pretraining
in order to use a pre-trained language model (PLM) efficiently. To quickly adjust the pre-
trained language, the researchers Jun Chen et. al [81] suggested VisualGPT, which used a
revolutionary self-resurrecting encoder-decoder attention technique with a modest amount
of image-text data from the domain. By producing sparse activations, the suggested self-
resurrecting activation unit avoided unintentionally overwriting language knowledge. On
MS COCO [56] and Conceptual Captions [82], VisualGPT outperforms the best baseline by
up to 10.0% CIDEr and 17.9% CIDEr, respectively, when trained on 0.1% 0.5% and 1% of
the corresponding training sets. Additionally, VisualGPT gets the most advanced result on
the IU X-ray dataset [83] for medical report production. This experiment had a drawback, as
demonstrated in the experiments, the distance between the baseline models and VisualGPT
rapidly closes as the amount of in-domain training data increases with time. In COCO, the
phenomena was more obvious than in Conceptual Captions, which used a wider language.
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The researchers proposed that when the training data are small and do not adequately cover
the vocabulary, linguistic information from pre-trained models is most helpful.

3.7 Recent methodologies on deep learning for image captioning

Following we have reviewed different methodologies and techniques used in captioning
the image. We have reviewed methods of OSCAR, UpDown, VIVO, model using generative
adversarial network (GAN) and model for Meta learning. The approaches for recent methods
are discussed as follows:

3.7.1 OSCAR: object-semantics aligned pre-training

This method uses faster values of R-CNN for detecting the objects inside the images and
consists of mainly two types of views. The first view is called the modality view which
defines the features, languages and tags present inside the image. Second, is the dictionary
view which represents the semantics, tokens, spaces, etc., inside the image [84].

3.7.2 UpDown attention model

This mechanism uses a language LSTM as well as a visual attention LSTM for creating
captions for the image. It also uses salient features of the regions of the images and also
allows those features to be used as important value as the objects of the image. This method
also uses all the distributions that are conditional to generate captions completely [38].

3.7.3 VIVO: visual vocabulary pretraining model

VIVO basically stands for Visual Vocabulary and uses the SOFTMAX and linear layer of an
image to generate captions for images inside a transformer that consists of multiple layers.
Different features of image regions are being extracted during the pre-training using the
transformers consisting of tags of images. After this the captions are generated in a manner
which is auto-regressive until and unless maximum length of the captions is reached [85].

3.7.4 Conditional model based on GAN [86]

This model consists the combination of both CNN model as well as the RNN-LSTM model
for generating the captions. These models are used for overcoming the problem of hacking
using different networks and then finally generating the captions for the set of images. During
all these cases, there is a need to pre-train the discriminators as well as the generators so that
the caption generated are tuned finely [87].

3.7.5 Meta-learning

This model firstly optimizes the tasks of reinforcement and then performs the tasks of super-
vision using different steps of gradients. It also consists of the “meta update” which is
used for optimizing the tasks for generating the captions [46, 88]. It is therefore concluded
that the ongoing research work in image captioning uses mainly methods that are based on
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deep-learning. This paper discussed the recent techniques that used deep learning mecha-
nisms for image caption generations.

3.8 Transformer-basedmodel

A neural network called a transformer model mainly follows the relationships in sequential
manner, such as the words in the sentence, to predict the context and adding subsequent
meaning. The transformer architecture consists of a structure based on encoders and decoders.

Luo et al. [89] introduced a novel ‘Dual-Level Collaborative Transformer (DLCT)
network’ that utilizes the importance of both contextual information as well as the fine-
grained details. To validate this model, they conducted extensive experiments on MS-COCO
dataset [56] and achieved better CIDEr results. This approach has been extensively evalu-
ated, and the results consistently show its superiority, surpassing previous state-of-the-art
methods on both offline and online test splits. In future, the researchers intend to expand the
application of the collaborative features to other multimedia domains that demands a higher
comprehensive and contextual information.

4 Datasets

The objective of image captioning is to describe the content of an image in words. This task
falls between between computer vision and natural language processing. An encoder-decoder
structure is used by most image captioning systems, in which an input image is encoded into
an intermediate representation of the image’s content and then decoded into a descriptive
text sequence. Models are often evaluated using a Bilingual Evaluation Understudy Score:
BLEU or Consensus-based Image Description Evaluation (CIDEr) measure, with NoCaps
and COCO being the most prominent benchmarks. There are few datasets that are used
thoroughly for the image caption generation. The following are the descriptions of those
datasets:

4.1 COCO (Microsoft Common Objects in Context)

The MS COCO dataset is a large-scale dataset for object detection, segmentation, key-point
detection, and captioning. The dataset consists of around 328K images [56].

4.2 Flickr8k dataset

There are a total of 8092 JPEG photos in this collection, all of which are of different shapes
and sizes. Around 6000 images are for training, 1000 are for testing and remaining 1000 are
for development.

4.3 Flickr30k

The Flickr30k dataset contains 31,000 photos gathered from Flickr, as well as 5 human-
annotated reference sentences [90].
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4.4 Google’s Conceptual Captions (GCC) datasets

It offers almost 3 million photos with captions in natural language. Conceptual Captions
photographs and their raw descriptions are taken from the web, in contrast to the curated style
of MS-COCO images, and hence it reflects a larger variety of styles. The raw descriptions
come from the Alt-text HTML property attached to web photographs [82].

4.5 Nocaps

The nocaps benchmark is made up of 166,100 captions created by humans that describe
15,100 photos from the OpenImages validation and test sets [91].

4.6 SentiCaps

The SentiCap collection comprises thousands of photos with positive and negative sentiment
descriptions. The authors created these emotive labels by rewriting factual descriptions. There
are around 2000 emotive captions in total [27].

4.7 STAIR captions

STAIR Captions is a big dataset with 820,310 captions in Japanese. This dataset can be used
to create captions, retrieve multimodal data, and create images [92].

4.8 SBU captions

It is a collection that enables academics to tackle the extremely difficult topic of description
creation using relatively easy non-parametric methods while achieving surprisingly success-
ful outcomes [8].

4.9 SciCap

SciCap is an image captioning collection including real-world scientific figures and captions.
SciCap was built with over two million photos gathered from over 290,000 papers and is
provided via arXiv [93].

4.10 TextCaps

There are 145,500 captions for 28,500 photos. The dataset requires spatial, semantic and
visual reasoning between many text tokens and visual things such as objects in order for a
model to detect texts that are related to its visual surroundings and also to decide which part
of the text to copy or paraphrase [94].

4.11 Google Refexp

Based on MS-COCO, a new large-scale dataset for referencing phrases has been created in
the form of Google Refexp [95].
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4.12 CC12M (Conceptual 12M)

The Conceptual 12M (CC12M) collection contains 12 million image-text pairs that were
created primarily for vision and language pre-training [96].

The following Table 1 displays the overview of the datasets that are mainly used for the
models of image caption generators:

5 Evaluationmetrics

To measure the effectiveness of the models in terms of generating image captions, results of
variousmodelswere tested in using the different types of evaluationmetrics. The results of the
system-generated captions and those described by humans must be examined. The globally

Table 1 Overview of Data-sets in image captioning

Data-Set Name Size Number of captions
per image

MS-COCO [56] 330K images

https://cocodataset.org/ (>200K Labeled) 5

Flickr8K [57]

https://www.kaggle.com/adityajn105/flickr8k 8000 images 5

Flickr30K [90]

https://www.kaggle.com/hsankesara/flickr-image-
dataset

31.8K images 5

GCC [82] 3.3 Million

https://github.com/google-research-datasets/
conceptual-captions

annotated images −

NoCaps [91]

https://nocaps.org/ 15,100 images 11

SentiCaps [27]

http://users.cecs.anu.edu.au/u4534172/data/Senticap/
senticapdataset.zip

1000+ images 2000+ emotive cap-
tions

TextCaps [94] 28k images 5

https://paperswithcode.com/dataset/textcaps

SBU Caption [8]

https://datasets.bifrost.ai/info/1620/ 1 Million images 1

CC12M [96]

https://github.com/google-research-datasets/
conceptual-12m

12 Million images 1

STAIR [92]

https://stair-lab-cit.github.io/STAIR-captions-web/ 164062 images 5

Google Refexp [95] 30K images

https://www.tensorflow.org/datasets/catalog/gref (MSCOCO)

SciCap dataset [93]

https://aclanthology.org/2021.findings-emnlp.277 2 Million images −
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accepted and available evaluation measures are given in depth in the following paragraphs
for this purpose [61].

5.1 Bilingual evaluation understudy (BLEU 1-4) [97]

A simple technique is used in this metric, in which the generated caption is matched against
a set of pre-determined sentences that are provided by the people or humans. The primary
purpose of this metric is to calculate a score based on the degree of similarity between the
system-generated captions and the captions that are provided by the humans. Finally, an
average score is used to measure the overall quality of the system-generated captions. The
system-generated captions and the predicted interpretations (i.e. reference captions provided
by the humans) have most of the impact on the BLEU statistics.

5.2 Meteor [98]

METEOR is a unique measure that aids in the computation and analysis of system-generated
language. Under a generalised unigram, the system-generated captions and human inter-
pretations are both matched. The similarity between the two counterparts is then used to
calculate a score. When there are several interpretations or possibilities, the best score from
the distinctly calculated ones has to be chosen.

5.3 Rouge-L [99]

ROUGE is a set of metrics that calculates a score by matching pairs and sequences of words
(essentially, n-grams) with human-generated summaries and reference texts. Depending on
the task, severalROUGEmetrics are available.ROUGE-N,ROUGE-W,ROUGE-S,ROUGE-
L, and ROUGE-SU are a few of them. Each of the metrics listed above will be used to assess a
separate set of featureswithin a sentence. ROUGE-L,which is based on the Longest Common
Subsequence and evaluates the score by detecting the longest co-occurring sequence of n-
grams in the sentence, may be employed in any of the studies.

5.4 Consensus-based image description evaluation (CIDEr) [100]

CIDEr are four regularly used evaluation metrics that are used to evaluate the quality of
generated sentences using the publicly available MS-COCO tools to quantitatively measure
the performance of our suggested approaches.

5.5 Between-Set CIDEr (CIDErBtw) [101]

The proposed metric demonstrated that the human annotations for each image in the MS-
COCOdataset [56] are not equally distinctive.However, previous approaches typically treated
all human annotations equally during training, which may contribute to the generation of
less distinctive captions. During training, the weight of each ground-truth caption based
on its distinctiveness was adjusted. And then the researchers of this metrics incorporated
a long-tailed weight strategy that emphasized on rare words, as they often convey more
meaningful information. To promote uniqueness in the generated sentence, they also sampled
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captions from the similar image set as negative examples. Therefore, it can be concluded that
CIDErBtw is introduced as an evaluation metric for measuring distinctiveness, offering a
quick and easily implementation for calculation method.

5.6 Semantic propositional image caption evaluation (SPICE) [102]

This evaluation metric is based on a consensus that is relevant to the greatest number of
applicants, as the name implies. This measure will require a set of human interpretations
for each image that will serve as a caption for that image. With a large number of human
descriptions for a single image, this metric will compare the closeness or similarity of these
references to the system-generated caption and assign a score based on the reached consensus,
i.e. similarity with the majority of the human references.

These metrics were presented in order to analyse the similarity of scene graphs built
from candidate and reference phrases and to find a better correlation with human judgments.
All of these measurements are used to compare the consistency of n-grams in generated and
reference phrases. To create appropriate comparisons with various ways of image captioning.

The following Table 2 depicts the comparative analysis of the different approaches that are
being considered for the process of image caption generation. There are different methods
that are taken into account and the techniques that are used to implement those methods.
Further it also gives us the information regarding the datasets being used for performing
image captioning in all the methods and then the accuracy of different approaches is being
compared on the basis of different evaluation metrics.

The first paper in the comparison table by Jia-Yu Pan et al. [13], describes the automatic
keyword generation technique that uses 10 Corel images and has around 45% of the accuracy.
The next paper is regarding the use of semantic attention described by Quanzeng You et
al. [33], that used both MS-COCO and Flikr30k dataset for its performance. The accuracy of
thismodelwas0.030%better than thepreviously derivedmethods.After this, Steven J.Rennie
et al. [46], described a new self-critical sequencemethod that has a better value ofCIDErwhen
compared to other methods. The improved value was 0.098% better than previous one. Next
approach was region-based approach that used the IAPR TC-12 dataset. This method shown
9% improved results than the approach of NeuralTalk. Talking about the other methods,
the retrieval-based method, the GCN-LSTM method, the unsupervised method, X-linear
attention-based technique and the CAAG mechanism showed improved CIDEr values of
1.8%, 8.6%, 5.9%, 0.8% and 8.7% when implemented on the MS COCO dataset. Other
methods like convolution-LSTM, phrase-based LSTM has improved values of 12.1% and
17.5%from thebaselineLSTM.Also, the techniqueof intentionorientedwithCGOconstraint
was considered to be 0.20% better that the LSTM-C i.e., the convolution LSTM. Method of
POS-Scanwas considered to display an accuracy of 28.58%when implemented onMSCOCO
dataset. Bottom-up and top-down technique depicted 3 − 8% relative increment in their
approach.

The offline-human feedback technique that uses human feed backs in their approach imple-
mented theirmethod on the conceptual captions. This technique approximately resulted in 8%
accuracy in information, 6% in correctness and 1.7% in the fluency of the image captioning.
Lastly, the end-to-end attention-based approach introduced by Carola S. et al. [103], depicted
the larger positive impact on the performance on the model when implemented on the MS
COCO dataset. According to the observations from the Table 3, the most suitable methods
for image caption generation can be based on the intention-oriented with CGO constraints
and the end-to-end attention based model, because they have better accuracy results as well

123



Multimedia Tools and Applications

Table 2 Comparative analysis of the Image-Caption Generating Approaches

Methods Technique Used Data-set
Observed

Accuracy

Jia-Yu Pan et al. [13] Automatic keywords 10 Corel 45% accuracy

generation image

Quanzeng You et al. [33] Using semantic attention MSCOCO, 0.030%

Flickr30K better from previous methods

Steven J. Rennie et
al. [46]

Self-critical sequence MSCOCO 0.098% improved CIDEr

Philip K. et. al [50] Region based IAPR TC-12 9% better from NeuralTalk

Min Yang et. al [59] Retrieval based method MSCOCO, 1.8%

Flickr-30K improved CIDEr

J. Aneja et. al [31] Convolution-LSTM based MSCOCO 12.1% improved from

Baseline (LSTM)

P. Anderson et. al [38] Bottom-up and Top-down MSCOCO 3-8% relative gains

Ting Yao et. al [39] GCN-LSTM COCO 8.6% gain in CIDEr

Ying H. T. et. al [53] Phrase-based + LSTM MS-COCO 17.5% improved from

Baseline (LSTM)

Yue Zheng et. al [23] Intention oriented MSCOCO 0.201% with CGO constraints

better from LSTM-C

Yang Feng et. al [60] Unsupervised method MSCOCO 5.9% improved CIDEr

Yuanen Zhou et. al [44] POS-SCAN method MSCOCO 28.58% accuracy

P.H. Seo et. al [22] Off-line Human Conceptual Information

Feedback Captions 8% (app.) Correctness 6% (app.)

Fluency 1.7% (app.)

Yingwei Pan et. al [43] X-Linear Attention COCO 0.8% improved CIDEr

Zeliang Song et. al [47] Context-Aware Auxiliary MS COCO 7.7% , 8.7% , 2.4%

Guidance (CAAG) improved CIDEr-D.

mechanism

Carola S. et. al [103] End-to-end attention based MSCOCO larger positive impact on

model performance

as have larger value of positive impact factor when implemented for the generation of image
captioning.

The most relevant approaches were reviewed in this survey paper. On the various datasets,
we also acknowledged their success in terms of BLEU- 4, METEOR, and CIDEr scores, as
well as their key characteristics in terms of visual encoding, training approaches and lan-
guage modelling. In a short period of time, image captioning models have achieved amazing
performance. There are different methods that have achieved an average BLEU-4 score of
25.1 for techniques using global CNN features. As well as there has been an average BLEU-
4 scores of 35.3 and 39.8, with a peak of value of 41.7 for approaches that were based on
attention and self-attentionmechanisms.Additionally, it was noted that the addition of region-
based visual encodings significantly improved both standard and embedding-basedmeasures.
The inter-object interactions inside self attention mechanisms were also responsible for fur-
ther development. Notably, CIDEr and SPICE scores largely mirrored the advantages of
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pre-training in vision and language. It was also observed that, one of the most important
metrics for evaluating the effectiveness of image captioning systems is the CIDEr score.

We present a distribution of image captioning approaches discussed in this paper. The
pie chart in Fig. 25, showcases the outcome of various techniques employed for generating
image captions.

Recurrent neural networks (RNNs) are used in the bulk of publications (45%), followed by
attention-based models (30%), transformer-based models (15%), and other methods (10%).
An overview of the approaches utilised in image captioning research is shown in this graph,
which also emphasises the dominance of recurrent neural networks as themostwidely applied
method.

Deep-learning methods appear to be the main focus of the present research on image
captioning and with good reason. Because it mixes computer vision and natural language
processing, as image captioning is an extremely hard operation that requires strong tech-
niques which can handle its level of complexities. As demonstrated in this study, attention
mechanisms, adversarial learning and deep reinforcement, all seem to be actively studied
approaches in this research area. Also, a well-liked network option is the LSTM, along with
faster R-CNN method.

6 Challenges and research gaps

As we already know that there has been a thorough development in the field of image cap-
tioning, video captioning as well as in the retrieval of the images, but there are few challenges
that occur while generating the captions:

• The first challenge that occurs is to have the complete knowledge of the processing of
the natural language for generating human-like captions from a machine.

Fig. 25 Distribution of approaches used in image captioning
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• Second challenge that occurs mainly is how to generate the completely grammatically
image captions for any given images.

• And lastly, whenever any image is given, how to make the semantics of that image as
consistent as possible and also for generating the captions that are most understandable
and clear for the human beings.

In addition there is a necessity to pre-train the language we use to generate captions,
therefore approaches with various procedures and architectural alterations, that can be used
for large-scalework,must be developed. There is a need to solve the problemof generalization
inside different domains of the datasets of the image that are been pre-trained. This basically
means that the image captioning models are unable to solve all the possible scenarios of
real-life problems, hence there must me some novel approaches that should be developed
that could help in solving this issue.

There is a need to develop more AI solutions that have to be trustworthy as well as easy to
interpret by the users. There must be a solution for tackling the bias databases also, that can
provide better descriptions for the images and with more fairness. Researchers may be able to
improve the system in the future, making it a valuable tool for extracting precise information
from images via audio output, as well as making it a comprehensive guide for users and the
broader public.

An image might have a lot of information in it. Instead of only describing a single target
item, a model should be able to generate description sentences for many primary objects
for images with numerous target objects. A universal image description system capable of
handling many languages should be developed for corpus description languages of various
languages. It is tough to assess the results of natural language generation systems. Subjective
evaluation by languages is the best approach to judge the quality of any machine generated
texts, but this is difficult to obtain. Hence, the evaluation indicators should be improved
to make them more in line with human expert assessments in order to improve system
performance. The speed of training, testing and producing words for the model should be
improved in order to increase the performance of the caption generating model.

7 Conclusion and future direction

Image captioning is one of an important application that is being used in the field of AI. For
future technologies, there is an increasing demand of generating image-captions using deep
learning techniques. We have already studied about various techniques and methods that are
used for creating image captions but still there are few directions of development which are
needed to be done in this field.

Because this technology can be used to automate machines and achieve outcomes that are
comparable to those produced by the human mind, the scope of this discipline is enormous.
The goal could be to improve the system’s accuracy in the future in order to make it more
human-like. The system’s accuracy can also be improved by incorporating datasets with
a substantial amount of relevant data that will become available in the future. Eventually,
the system developed must be able to train and collect domain-specific outputs, allowing
it to enhance accuracy and give field-specific outcomes. Image captioning can also help in
a variety of fields, such as medicine: where it can aid doctors in analysing x-rays or MRI
images, human-computer interactions, traffic and surveillance: where it can assist the visually
impaired people for understanding their surroundings as well as environment with the help
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of images, applications of computer vision and so on. Future work could include creating
a single model for positive and negative sentiment, modelling linguistic patterns (including
feelings) beyond the word level and creating generative models for a broader spectrum of
emotions like pride, shame and wrath.

For generating captions there can be work done on creating the models that consider
human based interactions and their feed backs, so that a better design of the architecture can
be obtained for enhancing the strategies of pre-training the datasets involved. Developing
different strategies for pre-training the data can be done to increase the availability of the
datasets by helping the inputs to get reconstructed. This can also help in improving the
performance of the process of generating the captions for the images.

Captioning techniques have the potential to offer valuable insights from NLP and bridge
the gap between visual and textual aspects. This can result in enhanced performance across
diverse computer vision tasks and enable more engaging interactions between humans and
computers.Byofferingmore relevant and semantically rich representations of images,models
of image captioning can enhance image retrieval. In visual question answering (VQA) tasks,
captioning techniques can be used to produce answers based on visual input.

Visual grounding tasks, which include finding and recognising specific objects or areas
in images, can be done easily with image caption generation techniques. It can also enhance
the image understanding part and can provide important contextual descriptions based on
the information using object detection, scene understanding and image classification, when-
ever needed. Captioning techniques can also improve the interaction between humans and
computers by enabling more natural and intuitive communication. It can be used in various
domains like robotics, assistive technologies and autonomous vehicles.

Additionally, it may be said that this study discusses current methodologies and how they
are put into practise. Updown, Meta Learning, OSCAR, GAN-based and VIVO models, are
some state-of-art methods. The most useful models are VIVO and OSCAR, the GAN-based
models are mainly used in terms of better performance and the UpDown models have the
greatest influence.

As almost all the approaches work only on the semantic identities of the images, there
must be techniques that should be developed which also focuses on the naturalness as well
as on the diversity of the image captions using auto-encoders, latent spaces in words, etc.
And lastly, proper evaluation metrics should be developed for enhancing the captions that
are generated with better understanding of the visual contents. Since accuracy, robustness,
and generalisation results are far from ideal, there are still a lot of unsolved problems.
Likewise, the criteria for faithfulness, naturalness, and diversity have not yet been satis-
fied. Lastly, since present image captioning algorithms lack trustworthy and understandable
ways to pinpoint what led to a specific output, more research is required to clarify model
explainability, concentrating on how these algorithms handle variousmodalities or innovative
concepts.
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Abstract
Information and communication technology has evolved dramatically, and now the majority of people are using internet and
sharing their opinion more openly, which has led to the creation, collection and circulation of hate speech over multiple
platforms. The anonymity and movability given by these social media platforms allow people to hide themselves behind a
screen and spread the hate effortlessly. Online hate speech (OHS) recognition can play a vital role in stopping such activities
and can thus restore the position of public platforms as the open marketplace of ideas. To study hate speech detection in social
media, we surveyed the related available datasets on the web-based platform.We further analyzed approximately 200 research
papers indexed in the different journals from 2010 to 2022. The papers were divided into various sections and approaches used
in OHS detection, i.e., feature selection, traditional machine learning (ML) and deep learning (DL). Based on the selected
111 papers, we found that 44 articles used traditional ML and 35 used DL-based approaches. We concluded that most authors
used SVM, Naive Bayes, Decision Tree in ML and CNN, LSTM in the DL approach. This survey contributes by providing a
systematic approach to help researchers identify a new research direction in online hate speech.

Keywords Deep learning · Natural language processing (NLP) · Machine learning · Online hate speech (OHS) · Social
media · Toxicity detection

1 Introduction

Social media sites like Facebook, WhatsApp, Instagram and
Twitter are easy to use, a free source that provides advan-
tages to people to air their voices. Now people can easily
exchange their views and information from anywhere, any-
time. According to a Global Digital Report [1], the world’s
total number of internet users in 2019 was 4.388 billion,
among which 3.484 billion were online social media users.
Also, according to the World Bank Report (2017), 241
million users on Facebook are Indians [1]. In Fig. 1, we
summarize the total number of users on different online
social media platforms with reference to the Global Social
Networks [2]. Among all the social networking websites,
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1 Big Data Analytics and Web Intelligence Laboratory,
Department of Computer Science and Engineering, Delhi
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Facebook has the maximum number of users. In today’s
scenario, massive amounts of data are shared online every
day which makes social media the most significant medium
of communication. Besides these excellent features, these
sites, however, have downsides as well. In the absence of
meaningful restrictions or procedures, anybody can make
detrimental and untrue comments in abusive or offensive
language against anybody with an intention to spoil one’s
image and status in the community. Also, since many people
around the globe during theCOVID-19pandemicwerework-
ing from home and staying indoors, internet usage has risen
sharply. Though many people using social media platforms
can communicate virtually with their friends and relatives,
there is also a spread of frustration, anger and anxiety online.
These negative feelings can easily lead to hatred toward
someone else. So, it becomes a huge concern for the gov-
ernment and for all social media sites to detect hate content
before it spreads into public in general.

Also, in the present scenario, more people are using social
networking websites resulting in the generation of a massive
amount of data. Handling such a large amount of information
is a crucial and non-trivial task since there are several target
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groups and each group is exposed to particular hate-related
words that complicate the task of automated classification
[1]. Example: 1. "Queers are an abomination and need to be
helped to go straight to hell." 2. "Wipe out theMuslims."Both
sentences are hate speech toward a particular group. The pri-
mary reason for the increase in aggressive behavior and the
generation of hate speech is the anonymity provided by the
social media platforms [2]. Therefore, many social websites
need to develop online hate speech detection tools to control
the online circulation of toxic messages [5]. The social net-
workingwebsites like Twitter, Facebook, etc., are developing
artificial intelligence techniques to stop the dissemination of
online hate speech and toxicity on their public network. For
the detection of online hate/toxicity, there already exists a
web browser plugin called "Hate Speech Blocker," which
flags the user that the expression could be construed as hate
speech [6].

1.1 Problem statement

The literature in computer science on online
hate speech detection concentrates on a few languages:
flaming, aggressive, offensive, toxicity and cyberbullying.
All of these languages are compared, with a focus on their
most prevalent manifestation. To increase the quality and
applicability of automated solutions, we believe that a study
on one language may be useful for research on another lan-
guage. We also believe that precise and ordered terminology
is necessary. We referred to the broad category of research
papers and weblinks and google search that includes all of
these forms: "Hate Speech, toxicity, flaming, cyberbullying,
aggressive". We used the term “online hate speech (OHS)”
as the phrase has never been used in linguistics or computer
science before, to eliminate confusion and misinterpreta-
tion. Numerous social and computer disciplines, including
psychology, political science and law, have examined the
manifestation, dynamics and consequences of hate speech.
The literature assessment reveals that a significant amount

Table 1 Research questions

RQ1: "What are the primary sources of articles for OHS
detection?"

RQ2: "What is hate speech and how it originated in online
social media?"

RQ3: "What are the available OHS datasets for different
languages?"

RQ4: "What are the extracted features and most used in the
traditional machine learning algorithm for OHS?"

RQ5: "What are the trends of Traditional machine learning
for classifying an online hate speech?"

RQ6: "What are the trends of Deep learning for classifying
an online hate speech?"

of study has been done on how to identify different types of
hateful content. The reported publications have concentrated
more on themany components of manual moderation and the
difficulties that AI-based techniques should address. Fewer
research articles concentrate on fully automated strategies
for filtering harmful content on social networking sites. This
article mainly focuses on the identification of hate speech
using various artificial intelligence approaches because
it offers precise definitions and solutions to the problem.
Although some of the research issues (shown in Table 1) are
addressed by our work, our study of the computer science
literature enables us to provide additional recommendations
and directions for future research.

This paper presents a survey of online hate speech iden-
tification using different Artificial Intelligence techniques.
This review study looks into a number of research questions
shown in Table 1 that will help us to learn about the most
recent trends in online hate speech in the field of artificial
intelligence. It also includes an overview of recently used
machine learning and deep learning algorithms for evaluat-
ing data used by the proposed research problem.

This manuscript offers the following four contributions in
greater detail:

1. Presented a framework of the online hate speech (OHS)
manuscript given in Fig. 3.

2. Identified the most used traditional machine learning
classifier with handcrafted features.

3. Compared different approaches ofOHSdetection includ-
ing their advantages and disadvantages.

4. This paper provides an organized review to examine how
hate speech and toxicity are incorporated into deep learn-
ing and machine learning algorithms.

This paper provides an organized review to examine how
hate speech and toxicity are incorporated into deep learn-
ing and machine learning algorithms. In Sect. 1, we briefly
explained the problem statement and the implication of the
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study. To answer RQ1: we presented the OHS methodol-
ogy and paper organization in Sect. 2. The previous reviews
of online hate speech in the domain of AI are discussed in
Sect. 3. We answer theRQ2, by discussing the fundamentals
of hate speech, how it is originated in online social media
and laws that are adopted to combat it in Sect. 4. To answer
RQ3, we compared and discussed all the available online
datasets in Sect. 5. Section 6 aims to answer RQ4 by dis-
cussing the types of features and those that are most used in
the domain of hate speech. The traditional machine learning
(ML) framework, models and earlier OHS work advantages
and disadvantages are discussed in Sect. 7, which aims to
answer RQ5. Section 7 holds the answer of RQ6, where
deep learning framework and models and types of features
used in OHS detection are presented. Section 8 covers all the
evaluation metrics that are used by the researchers to evalu-
ate the results of OHS. In Sect. 9 we concluded the findings
of this survey, research opportunities and future steps.

2 Methodology and paper organization

This section outlines the processes taken to compile the prior
contributions and to gather the computer science literature
that will be the subject of our analysis.

In order to answer theRQ1: "What are the primary sources
of articles for OHS detection?". We tried to find all the
sources for the detection and analysis of OHS. We have
found approximately 200 research papers and other docu-
ments from the Google search engine, ACMDigital Library,
IEEE Xplore Digital Library, Springer Link, google scholar,
Science Direct, Research Gate and Wiley Online Library.
We shortlisted the most relevant 136 papers suitable for this
research from the above set. The complete search methodol-
ogy is shown in Fig. 2 using the PRISMA diagram [7].

We consistently gathered pertinent terms by scanning
cited literature in order to discover the most detailed
hate speech and other related surveys. Following that, we
coined the terminology "hate," "hateful," "toxic," "aggres-
sive," "abusive," "offensive," and "damaging speeches,"
as well as "cyberbullying," "cyberaggression," "flaming,"
"harassment," "denigration," "outing," "trickery," "exclu-
sion," "cyberstalking," "flooding," "trolling". We utilize our
proposed term, "online hate speech," to refer to the combina-
tion of all these concepts in the survey’s remaining questions
(abbreviated to OHS). We have also taken the papers which
had "hate speech," "cyberbullying", "OHS detection using
deep learning", “toxicity in online social media”, "OHS
detection using machine learning" and "OHS detection using
natural language processing" as the search keywords. The
distribution of articles on online hate speech is shown in
Table 2.

Fig. 2 Evidence synthesis for the literature survey

This review considers a broad perspective of the
researchers and our analysis of toxicity detection. The flow
of information in this review is presented in Fig. 3.The year-
wise classification of the online hate speech article is shown
in Fig. 4a, and the content-wise distribution of the referred
articles is shown in Fig. 4b.

It can be inferred from Fig. 4a that hate speech has been an
area of focus (computer science and engineering) from 2016
onward and is now becoming a popular research area among
researchers. Also, from Fig. 4b we can see that only four
survey papers have been published on Online Hate Speech
as a subject of research [4, 8] in computer science.

1. Identification We searched all the papers on online hate
speech detection tasks, such as OHS datasets, differ-
ent organization contributions, proposed OHS detection
models and different feature extraction techniques by
including each above-mentioned keyword as the search
query. All the extracted papers were taken from several
journals and websites, as mentioned in Table 2.

2. ScreeningAfter collecting all the related information.We
removed duplicates and redundant searches.

3. Eligibility 46 records were present from psychology, law
and social science backgrounds. So, in this phasewe took
only 15 relevant papers from them, which were required
for the problem statement. Furthermore, only the relevant
search concerning the research problem has been taken.
We selected total 136 articles and weblinks on which we
performed this survey.
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Table 2 Amount of research
contribution per source S. no Main source of articles Journal Name Number of articles

1 Elsevier Information processing and management 1

Expert system and application 2

Data in brief 1

Online Social Networks and Media Journal 1

Computing 1

Telematics and Informatics 1

Applied Intelligence 1

Computers in Human Behavior Journal 1

Aggression and Violent Behavior 1

Interacting with Computers 1

2 Springer Link Multimedia tools and application 2

Crime science 1

SN Computer Science 1

Human-centric Computing and
Information Sciences

1

Multimedia Systems 1

Cognitive Computation 1

3 ACM Digital Library ACM Transactions on Internet Technology 2

Proceedings of the ACM on
Human–Computer Interaction

1

ACM Transactions on The Web 1

ACM Transactions on Management
Information Systems

1

4 IEEE Xplore Digital
Library

IEEE Access 3

IEEE Transactions on Computational
Social Systems

1

5 Other Journals Indonesian Journal of Electrical
Engineering and Computer Science

1

Journal of Artificial Intelligence Research 1

6 Google Scholar - 11

7 Wiley Online Library Periodicals (Policy and Internet) 2

8 Other Total springer and including other journals
proceedings like AIS eLibrary

92

9 Weblinks - 20

Total journal and
weblinks

136

3 Previous review

In recent years, few survey papers have been published in
the domain of OHS using artificial intelligence techniques.
The authors of the paper [2–6] present the study of OHS.
Theseworks aremainly focused on the concept of online hate
speech, techniques, features and datasets published in the
area of OHS. In one of the paper [2], the authors establish the
basic definition of hate speech by taking into consideration
different connotations and concepts this phenomenon might
occur. Then the authors provide a comparative analysis of the

resources available for the research on hate speech and the
pre-existing research from a computer science perspective.
They deduce a lack of public datasets andmetrics to establish
and compare results in this field.But the author focusedon the
traditionalmachine learning approaches and did not compare
different author work’s limitations and advantages.

Similarly, the survey paper [4] explains the short, struc-
tured overview of hate speech using NLP. This survey
compares different studies done on online hate speech from a
natural language processing perspective. The review mainly
focuses on comparing different types of features that are used
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Fig. 3 Systematic representation of the manuscript

to classify hate speech. It compares features like basic syntac-
tic features, character-level features, sentiment features and
more. It argues that information from features based on the
text may not alone be accurate enough and researchers shall
also consider multimodal andmeta information features for a
more accurate result and judgment. It also addresses the issue
of lack of public open sources resources like datasets. The
survey paper [6] presented the meta-analysis of cyberbully-
ing papers using soft computing techniques, but the author
did not present the advantages and disadvantages of the pre-
vious literature. Furthermore, the survey was limited to the
cyberbullying area only. This paper [7] aims to map different
themes, concepts, stakeholders and research hotspots in the
field of Online Hate Research. On the basis of this analy-
sis, the authors deduce trends and patterns in OHR like what
type of countries invest in it more and change of focus in the
field with time. Moreover, they try to cluster the main focal
points of the research field to understand what parts are pre-
dominantly taken up by researchers, namely cyberbullying,
sexual solicitation and intimate partner violence, deep learn-
ing and automation and extremist. This study is constricted
to the web of science core database and shall be expanded to
more databases of papers. Very few survey papers have been
seen in the area of online hate speech using artificial intel-
ligence techniques, which covered all of the information in
one place.

Our survey significantly differs from earlier efforts by
examining the OHS problem using AI techniques. New con-
ceptual elements that are crucial for autonomous detection
tasks are brought to light, such as integrated definitions of
OHS, datasets, various kinds of features and models that
affect the outcomes. It also identifies deficiencies in the way
detection tasks are currently designed, notably in terms of
accounting for context and individual subjectivity.

The proposed review overcomes the shortcoming of the
existing surveys by providing limitations of the existing tech-
niques and a systematic review of the online hate speech
problem.

4 Hate speech definition: Content

5 RQ2: "What is hate speech and how it
originated in online social media?"

With the advent of social media and internet, we found OHS
and toxicity present on every social networkingwebsite in the
form of images, text and videos.With the recent advantage of
mobile computing and the internet, social media provides a
platform to share views and exchange information from any-
where anytime. Social media plays an essential role in the
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origin of online hate speech. On sites like Facebook, Insta-
gram and Twitter, users can hide their identity or can bully or
use toxic thoughts without being noticed. The anonymity of
the user on these social platforms provides the user to con-
ceal their identity and say and do whatever atrocious they
want [9]. The origin of OHS is the class of cybercrime. So,
we proposed the Taxonomy of cyber-crime to understand the
origin of OHS in a more transparent way. So, we classify

Fig. 6 Hate speech content on Twitter

the Hate problem in its various forms shown in Fig. 5. We
have shown that hate speech is a part of the cybercrime and
cyberbullying problem. Different authors define hate speech
in different ways. The author [10] defines hate speech “The
use of harsh and abusive words on online platforms to propa-
gate immoral ideas such as communal or political polarity is
called Online Hate Speech”. In this paper [11] “The speech
which use of offensive and hateful language to target specific
characteristics of a person or a community is found to be hate
speech”. The author defines hate speech as when insulting
and derogatory language is used to target certain people with
the intend to humiliate them or condescend them [12]. Hate
speech is an expression that vilifies and disparages a group
of people or a person on the basis of the congregation in a
social group recognized by attributes such as mental disabil-
ity, race, religion, sexual orientation, or gender inequality
and others [13]. Typically, hate speech promotes malevo-
lent stereotypes and encourages savagery against people or
a group. With this concept, we assume that "hate speech is
any speech, which attacks an individual or a group intending
to hurt or disrespect based on the identity of a person”. For
example, in the COVID-19 pandemic, the communal har-
mony between Hindus and Muslims got deteriorated due to
a maligning campaign carried out on Twitter shown in Fig. 6,

Fig. 5 Taxonomy of cyber crime
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which describes the religious hate speech content and anti-
social elements that exist in our society. Certain applications
of detecting hate speech content are in politics, terrorism,
casteism, religion. Various types of hate speech content are
shown in Fig. 7. Most of the work in OHS using artificial
intelligence has been done in racism, sexism and religious
areas. Other areas of hate speech are untouched or either
classified in the field of hate or non-hate category. We also
surveyedfive practicalways to dealwithOHS in online social
networking platforms like Instagram, Twitter, Facebook, that
is:

o Report itHate speech violatesmost site’s terms of service;
people can report it anonymously.

o Block it Block abusive users
o Do not share it Forwarding any type of hate speech is

wrong because offensive content can be traced back to
them.

o Call it out Understand how other people feel, and find
ways to nurture empathy and compassion.

o Learn more Hate often stems from ignorance, so learn
from other’s experiences.

The consequencesofOHScanbe lowself-esteem, anxiety,
depression, and in some cases, a victim can commit suicide.
Therefore, the analysis and detection of online hate speech
in social media is an area of concern.

5.1 Perpetrator mission and consequences of hate
speech: a brief analysis

In the USA, the Federal Bureau of Investigation finds that
almost all crimes, including hate speech crimes, are based
on four factors [14, 15], explained in Table 3. In the manual
of Ontario [16], they identify some consequences of hate
crimes. Also, adolescents play an important role for being a
bystander who does not participate in online hate, but they
observe all things, by being a victim who suffer from online
hatred and being perpetrators who do hate crimes by posting,
replying and forwarding toxic content [17].

Studies show if offline aggression increases, then online
hate crime also increases. There can be various consequences
of online hate speech for a victim and others as well. A vic-
tim can experience anxiety, depression and in the worst case
can commit suicide [18]. We categorize the repercussion of
hate speech on society in Fig.8. Hate speech impacts the
victim and sometimes the whole community. A person can
be inflicted with psychological harm like low self-esteemed.
Sometimes, it also affects the target group from which the
victim belongs to and makes the group or community vul-
nerable.

Table 3 Perpetrator motive

Thrill-seeking Where some people do hate crimes to make
themselves happy, or they were enjoying
themselves by seeing their victim sensitive
to their religion, ethnicity, gender, or
background

Defensive Hate crimes arise when perpetrators are
defensive about their community and to
protect their society

Retaliatory The motive of the perpetrators here is revenge

Mission offenders Ideological reasons of the criminal such as
"terrorism" where innocent people prey to
perpetrators

5.2 International standards for OHS

We found cyberbullying has been a long-studied terminol-
ogy that threatens the individual, whereas hate speech is an
unpleasant language addressed to the individual or a group of
people. Figure 9 shows registered cyberbullying cases along
with the country of origin. Because of these high number
of cases on online social media like Twitter, Facebook, etc.,
needs to share the responsibility to intercede and quarantine
the toxic content, which is widespread on their platforms
[19], hate speech on online platforms can lead to violence and
is a general threat to peace and social harmony. To discourage
theuse of toxic language, somepopular socialmediawebsites
like Facebook, Twitter, Instagram and YouTube have framed
new policies and guidelines [19–22]. From Fig. 9, we can
conclude that India has the maximum number of reported
cyberbullying cases [23] in 2019, then Brazil and the USA.

We found two bodies that make laws for the OHS: UDHR,
Universal declaration of human rights, is an international
body for human rights that stands for freedom of speech and
expression given in article 19. To use this law appropriately,
Article 29(2) established some restrictions [24]. Similarly,
the EuropeanConvention onHumanRights, the International
Covenant on Civil and Political Rights [25], broadens the
restriction on hate speech. The government has a right and
responsibility to intercede when there is a high probability
of imminent harm and then take preventive policing.

6 Datasets used in OHS

Input data play an essential role in machine learning; there-
fore, it is important to use the relevant and correctly annotated
data.
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Fig. 7 Types of hate speech on
online social media

6.1 State of the art on OHS dataset

RQ4: "What are the available OHS datasets for different lan-
guages?"

In this study, we collected datasets from various reliable
sources, and almost all the available datasets are explained in
Table 4. Many researchers have used different types of hate
speech datasets which are based on language, race, ethnicity,
etc. Most of the datasets are available on the GitHub web-
site. To collect data fromTwitter, many researchers have used
Twitter’s Streaming API for analysis of hate speech as a data
source,where researchers canhave free access to 1%of all the
data. The collected data always have metadata and are down-
loaded in the JSON format. Later, we need to convert it into a
CSV file. The author provides an unbalanced 16 k annotated
dataset collected from Twitter [8], which classify as racist,
sexist and neither. In paper [9] a Facebook crawler was used
to retrieve the comment from the Facebook post and five
volunteered students annotated 6502 comments as no hate,
strong hate or weak hate. In this [10] author used the Tumblr
search APIs to get the data from Tumblr. Two–three expe-
rienced annotators performed the annotation of 2456 posts
as racist, radicalized or unknown. HatEval dataset is avail-
able from collab website [11]. Whisper is an anonymous app
that does not store old data, so the author [12] collected the
data in real time using a distributed web crawler. Most of the
authors used the kappa and Interrater agreement to capture

Fig. 8 Repercussion of hate speech

the quality of the dataset. Cohen kappa is a statistical mea-
sure of inter-rater agreement of the agreement between the
two raters for categorical items. Suppose we have a bunch
of people and two and more raters have to find out whether
each individual in this group is able to his job not. So the
experts have to evaluate the group of people independently
and to find out whether each individual is able to perform the
job[13]. In Table 4 we have also discussed relevant details of
the given datasets.

Only a fewprior surveys included an in-depth examination
of OHS databases. We attempted to cover practically all of
the accessible datasets in our work, and scholars can also
refer to the hate speech databases for extra information.1

We investigated most of the datasets that are used in the
detection of OHS is imbalanced. So, to use these datasets for

1 https://hatespeechdata.com/.
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Fig. 9 Registered cyberbullying case

classification, the researcher adopted oversampling or under-
sampling techniques. In the next section, we have discussed a
few techniques for the sampling purpose and their associated
advantages and disadvantages.

6.2 Types of datasets

This section discussed the datasets used in the previous
papers for OHS detection. In supervised machine learn-
ing, we deal with the labeled dataset, but in unsupervised
machine learning, we deal with the unlabeled dataset. Few
labeled data with a high amount of unlabeled data are used
in semi-supervised learning. The labeling of data is labor-
intensive and high-cost associated work. So, in this section,
we explored the type of dataset which can be further classi-
fied as balanced and unbalanced dataset and we found that
mostly all the given datasets in Table 4 are an unbalanced
form. Therefore, for better results, different sampling tech-
niques are taken into consideration by the authors.

• Labeled dataset and unlabeled dataset The labeled
datasets are the one in which we have both the parame-
ters that are input and output. The author [49] collected
the unlabeled multilingual data from Twitter. Thereafter
keyword-based approach is used to annotate the data and
then, transfer learning is used to cluster the data into
hate and non-hate. To manually tag the dataset is a very
time-consuming and labor-intensive job. Therefore, tools
development that can automatically label the text is a very
interesting area to work on. On the other hand, in the unla-
beled data, we do not have the output parameter, which
means that the tag is not attached to the data. We only
have raw data that we fed into the classifier, which finds
the hidden parameters within a dataset. The author [27]
has used labeled and unlabeled dataset for training and
testing the classifier, respectively. To work with an unla-
beled dataset is less costly as compared to labeled dataset
and is therefore used in unsupervised machine learning.

• Balanced dataset and unbalanced dataset: When all
the dataset are almost equally distributed among all the
classes, then it is known as a balanced dataset. Example:
suppose we have two classes as hate and non-hate, and
the dataset contains 10 k tweets. Hate: 4.5 k and non-
hate:5.5 k. But in a real-time scenario, we have some
degree of imbalance like medical diagnosis, fraud detec-
tion, etc. If this degree of imbalance is low, then it is still
called a balanced dataset. However, if this degree of imbal-
ance is high, then this will impact the performance of the
model [55]. So, when almost all the dataset belongs to one
class only, it is called an imbalanced dataset. Example:
From the total 10 k tweets, we have 2000 for hate and
8000 for non-hate. The author [56] used an imbalanced
dataset in their work, but the classifier falsely classifies
new observations to the majority class. In Sect. 2.2.1, we
explore some majorly used sampling algorithms that are
used in the previous work.

6.2.1 Techniques to deal with an unbalanced dataset

The term "class imbalance problem" in machine learning
refers to categorization issues where groups of data are not
separated equally. Sometimes considerable skew in the clas-
sification process of a binary ormulti-class classification task
is indicated by the nature of the problem in many application
areas.

Under-sampling To mitigate the effect of an imbalanced
dataset, the author [57] has used the under-sampling tech-
nique, in which random samples have been chosen from the
majority class data present in training set to balance with the
minority class. But this techniquemight discard some crucial
information because it reduces the samples from themajority
class, which can lead to the loss of some relevant informa-
tion. Becoming more selective with the examples from the
majority class that are eliminated can be an extension of
under-sampling strategy. The Heuristics approaches [32] are
frequently used in this process, which tries to find redundant
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examples that should be deleted or beneficial examples that
should not be deleted.

Over-sampling Class imbalance decreases the predic-
tive power of the classification systems. These algorithms
frequently attempt to maximize classification accuracy, a
parameter that benefits the dominant class. A classifier can
nevertheless achieve high classification accuracy even if it
cannot accurately anticipate even one instance of a minority
class. In this technique, we increase the number of minor-
ity class data in the training set. Each point in the minority
class tries to increase, to balance with the majority class. It is
much more efficient than under-sampling because, in under
sampling, we lose some amount of data. However, oversam-
pling is prone to overfitting because we try to duplicate the
example of the minority class in the training dataset [58].
In order to address the overfitting problem in oversampling
for the binary classification, this research [33] offers com-
bining the k-means clustering algorithm with SMOTE. The
proposed over sampler may locate and focus on input space
regions where the creation of false data is most efficient by
using clustering.

Simple oversampling does not add any new information
to the model because it is just duplicating the existing exam-
ples, making it vulnerable to overfitting, which can also lead
to low bias and high variance results. Therefore, in order
to tackle the problem of oversampling, SMOTE was intro-
duced by the author [59] in 2002. SMOTE works on the
principle of nearest neighbor and evaluates the average of
it by considering the examples that are close in the feature
space without duplicating the data points. By using this tech-
nique, we can create synthetic examples using skew and
rotation in the feature space rather than duplicating them
[60].

7 Feature extraction IN OHS

Detection of hate speech using machine learning is a promi-
nent approach. The accuracy of traditional machine learning
algorithms mainly depends on feature extraction. In this
section, we will discuss all the handcrafted features of the
machine learning algorithm. In the feature selection process,
with the increase in the number of features, the threshold
value increases, which in turn may decrease the accuracy of
the model. Therefore, whenever we give large feature data,
ourmodel gets confusedbecause it is learning toomuch infor-
mation. In order to resolve this situation, we do not select all
the features from the particular dataset; instead, we use some
specific type of features only, which increases the accuracy
of the model. In Sect. 6.1, we have discussed the types of
features that play an important role in classifying the text as
hate or non-hate.

8 RQ5: "What are the extracted features
in the Traditional machine learning
algorithm for OHS?"

8.1 Types of features

Simple surface-level features In order to classify the text
in the different classes, these types of features are basic
things to be performed first. The majority of the authors have
used BOW, N-gram, char-n-gram, frequency of URL, punc-
tuation, and capitalization in the given sentence. Bow and
TF-IDF approach does not store the semantic information
because there is a chance of overfitting. The author [61] used
a multi-task learning approach, where different features like
BOW, N-gram and sub-word embeddings were used. BOW
technique [62] is employed to make the dictionary of the
misogynistic and non- misogynistic. However, researchers
used these features with other high-level features in order to
increase the efficiency of the model [3, 56, 58, 60, 63–66].
We conclude that the performances of these features are very
predictive.

Word generalizationMost of the authors yields good clas-
sification results using Bow, meaning, in training and testing
datasets, these predictive words will appear. If the dataset
contains small sentences, then our model can suffer from the
data sparsity. Therefore, by using the word generalization
technique, this issue can be addressed. To achieve the task
[63], the clusters ofwords are taken as additional features and
brown clustering can be used to do so. If newwords come up,
then, based on some degree of similarity, we assign any one
of the clusters to that word. In the paper [67] Word embed-
dings using gensim’s word2vec model had been used which
was found to be useful when compared to simple BOW and
TF-IDF. The author [27] provides a short survey on OHS
using NLP. According to the author, token-level approaches
as compared to character-level approaches perform better.
Word embedding and paragraph embeddings use the same
concept [42, 57].

Sentiment analysis Hate speech itself is a negative word.
If a sentence is negative in polarity, then it may be a case of
hate speech or offensive speech. By taking this assumption
in mind, several approaches of sentiment analysis are taken
into consideration. The author has two different approaches:
a multi-step approach or a single-step approach [68]. In the
multistage approach, the author used sentiment analysis in
the first step to finding the negative polarity, and then these
negative features are further used to find the exact dictio-
nary of the hateful words. On the other hand, in a single-step
approach [39], only features are exacted using the sentiment
analysis and are classified as hate or non-hate based on the
polarity of theword. High variation in the degree of the polar-
ity, such as highly negative words, also plays an important
role in the classification. The SentiStrength algorithm can
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also be used as a feature extraction algorithm to find the type
of polarity of the document [69].

Lexical-based approach Generally, the hate speech con-
sists of hate words, so the authors use the general assumption
that hate speech contains hate words or negative words (like
insulting words, slurs, etc.). In the lexicon approach, hateful
words are taken into consideration [70]. If the word is present
in the dictionary, then only classifier predict is as hate; other-
wise, it will classify the sentence into the non-hate category.
Hatebase1 is popularly used to find all the hate or negative
words that are present in all the languages. Apart from all the
list of hate words, the author focuses on the list of some spe-
cific classes of hate like racism, sexism or ethnic hate-related
words. Some authors also try to identify the hate words by
manual inspection tasks. In paper [71] author used the rule-
based approach for subjectivity detection and to develop the
hate speech classifier. For the sentiment analysis, subjectiv-
ity analysis plays a vital role, and multi-perspective question
answering is used for subjective clues. They applied the
bootstrapping algorithm to augment the lexicon. The author
considers mostly blog and Israel-Palestinian conflict datasets
for race, nationality and religion target groups. Most of the
authors [8, 55, 58, 72–77] used the lexical approach in addi-
tion to other features or as some baseline features.

Linguistic features Sometimes, the classifier often con-
fuses between the offensive or hate speech. Identifying the
semantics of the sentences plays an essential role in hate
speech detection [68] as language often comes both in the
formof slurs and insults.Hence, taggingPOS (part of speech)
information adds some semantic information into the clas-
sifier [73]. But POS alone cannot improve the performance;
therefore, some authors add more information about the data
like type dependency relationship [33]. Example 1:Wipe out
the Muslims. Here, the term (wipe out, Muslims) has a typed
dependency between both the words. The dictionary-based
approach [42] is not very useful for context-specific map-
ping of the offensive words. Hence, to capture the opinion,
the author has used a domain-based corpus approach.

Knowledge base To identify the statement as hate or non-
hate is not an easy task, not even by using linguistic features.
Sometimes, to classify the sentence, we need some back-
groundknowledge or domain knowledge [63]. Example: "Put
wig and lipstick and behave as who you really are." In the
given statement, hate is directed toward a boy and comments
about the sexuality (LGBT) or gender of the boy. Therefore,
in order to classify, one needs to have world knowledge. The
author [78] introduced some world knowledge using auto-
mated reasoning, but that requires a lot of manual coding.

Multimodal informationModern socialmedia is very pop-
ular for publishingmultimodal information like audio, video,
images and text. The hate does not come in the form of only
texts. Lots of other content is circulated every day on social
media platforms. To extract the information from the images,

Fig. 10 Traditional framework For OHS

the author uses predictive features like user comments to find
the semantics of the image. Also, the author [79] works on
text and acoustic speech, but it does not yield very satisfac-
tory results.

We analyzed all the features that are used in the various
research on a different algorithm for OHS detection. Find-
ing the best features in traditional machine learning is a very
important task. Therefore, we have discussed all the features
in table 5 that are used in the previous papers of OHS and
we found that the most extracted features are surface-level
features, linguistic features and lexicon features which out-
performed the other existing features when used with the AI
techniques.

.

9 OHS detection using traditional machine
learning-basedmethods

This survey covered the various methods that have been
adopted for solving the problem of OHS. The general frame-
work of the OHS detection methodology is shown in Fig.10.
The data are first pre-processed by removing punctuation,
tokenization, stopwords and stemming or lemmatization so
that they can be made fit for mining and feature extraction.
To train the model, features are then extracted using var-
ious techniques like Bow, TF-IDF, word embeddings, etc.
After pre-processing, the features are extracted from the pre-
processed data. The next step is to pass the processed data
in our trained classifier which classifies them into positive or
negative class.

To answer the RQ6 from Table 1 We explored the various
papers of OHS using machine learning to deal with online
hate speech.

9.1 Support vector machine

The support vector machine (SVM) was invented back in
the ’90 s by Vladimir Vapnik. SVM makes use of kernel
trick to model nonlinear decision boundaries. It draws a
decision boundary near the extreme points in the dataset.
Therefore, SVM algorithm is essentially a frontier that best
segregates the two classes. The author [56] has used SVM to
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Table 5 List of handcrafted features used for the detection of OHS

S. no Feature class References

1 Surface-level feature
A1: Bag-of-word A2: Negation A3: unigram A4: n-gram
A5: Frequency of URL mention
A6: Token Length and Capitalization A7: Non- English Words

[77, 80, 81, 82, 83, 84, 85, 79, 56, 65, 78, 86, 87, 3, 63, 88, 89,
55, 90–92]

2 Word-generalization
B1: Set of words (Clustering) B2: Word Embeddings
B3: TF-IDF

[3, 42, 56, 58–60, 63, 65, 66]

3 Sentiment analysis
S1: Positive and Negative polarity S2: Neutral words

[58, 93, 57, 82, 65, 73]

4 Lexical resources
L1: General Hate-Related terms L2: Contextual Information

[94, 33, 55, 65, 76, 91, 94, 80, 95, 32, 65, 79, 73, 55, 96, 97, 32,
66]

5 Linguistic feature
F1: n-gram + POS information F2: Dependency Relationships
F3: Syntactic Feature and Semantic feature

[44, 40, 98, 99, 100, 65, 101, 66]

6 Knowledge-based feature
K1: Heteronormative Context

[99, 73, 102, 99]

7 Meta- information
M1: Background information about the user of the Post
M2: No of Post by User M3: No of reply by user M4: Location
M5: Correlation between the number of post and hate speech

[41, 103, 72, 73]

8 Multimodal information
C1: Images C2: Audio
C3: Video and Audio Content

[104]

find the racist text usingdifferent kernel functions on theBow,
bigrams and pos in order to find the best effective technique.
The highest accuracywas achieved onBowusing the polyno-
mial function, but Pos performedworse than bowandbigram.
It has been observed [73] that the SVMperformed best on the
surface-level features. On the binary classification [73], the
SVM classifier gives the highest results in terms of accuracy.
In paper [105] author collected data from yahoo newsgroup
posts and the American Jewish Congress. A template-based
strategy is used to generate features from the corpus. The
author took the problem as word-sense disambiguation and
used SVM light classifier as a linear kernel function. The
proposed result using this classifier on the dataset was not
accurate. Also, the bi-gram and tri-gram degraded the per-
formance of the classifier.

Furthermore, long linguistic pattern was not detected and
also resulted in a low recall and precision value. This paper
[102] presented the annotation framework for hate speech
of tweets that were collected during the Kenyan election.
They developed the framework for the extracted text and
employed bootstrapping and n-gram technique to obtain the
hateful tweets from the 394 k collected data. For the reliabil-
ity of annotated tweets, the author usedKrippendorff’s alpha.
The same concept described in the duplex theory of hate (i.e.,
passion, distance and commitment feature for the hate speech
framework) was used in the paper [26]. Out of 394 k tweets,
94% of tweets labeled ethnic. The authenticity of the data

are not cared about, i.e., fake news and propaganda. Also,
this framework is applicable only for short messages. SVM
is one of the major adopted techniques by the researchers [3,
42, 65].

9.2 Naive Bayes

It is a supervised learning algorithm that is used for binary and
multiclass classification problems. It is based on the Bayes
theorem given by Thomas Bayes: the algorithm makes naïve
assumption that the features are independent of each other,
which makes the algorithm simple and effective.

P(A|B) � (P(B|A)P(A))/P(B) (1)

P(A|B): The probability of finding the eventA,when event
B is true.

P(A): Prior probability that is the probability of an event
before event B.

P(B): Prior probability that is the probability of an event
before event A.

P(B|A): The probability of finding the event B, when event
A is true.

In the detection of hate speech, the author [58] used naïve
Bayes by extracting the surface-level features and lexicon
features and found that the voting classifier gives the best
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results compare to the lexicon-based approach for the clas-
sification. The author [3] took at least three annotators to
annotate the hate words and compared the results also Stan-
dard Pre-processing TF-IDF and n-gram is used after that
Naïve Bayes gives the same accuracy as other classifiers. By
using the hard ensemble, the author [8] achieved the highest
accuracy of 78.3% with naïve compared to other classifiers
on the unbalanced dataset.

9.3 k-nearest neighbor

It is one of the simplest and most used classification algo-
rithms. This algorithm is used when data points are separated
into several classes to predict the classification of a new sam-
ple point. KNN captures the idea of similarity. It is used to
solve nonlinear classified data points means if the data points
are distributed in a nonlinear manner, where we cannot just
draw a straight line, there we can use KNN. In order to find
the similarity between the data points, Euclidean distance,
Manhattan distance is calculated. Then an object is classi-
fied based on the number of votes of its neighbors with the
object being assigned to the class most common among its
nearest neighbors. To find the prominent pages on Facebook,
the author [58] used Betweenness Centrality. Very fewworks
have been identified in the field of hate speech detection.

9.4 Logistic regression

Logistic regression (LR) is used to solve binary classification
and multiclass classification problems, i.e., output y ∈ {0,1}.
Regression estimates the relationship between the depen-
dent and independent variables. Hence, LR is most widely
used when the dependent variable or the output is in binary
format or categorical format. The author [42] implemented
a logistic regression with the surface-level features, which
gives comparable results. We did not find much work on
word generalization and knowledge-based features in logis-
tic regression. Furthermore, very few works have been seen
by considering different features set to classify the sentences
shown in Table 6.

9.5 Decision tree

Decision tree (DT) is a flow chart-like structure in which
each internal node represented a "test" on an attribute, and
each branch represents the outcome of the test, and each leaf
node represents a class label. DT is used to map nonlinear
relationship, means if data are not easily separable, then we
drawor split it into different classes.DT is used by the authors
[42], and surface-level features were the first choice of the
research to use in the classification process.

9.6 Random forest

It creates DT on data samples and then gets the predictions
from each of them and finally selects the best solution by
means of voting. It is an ensemble method that is better than
a single DT because it reduces the overfitting by averaging
the result. The author [70] used the ensemble of DT to work
on the video platform to find the hatred on the multimodal
data. The author finds the maximum accuracy of 0.94% with
a weighted-vote ensemble. Author [106] detects the hateful
content on Twitter andWhisper. Aswhisper is an anonymous
mobile application, they collected nearly one-year data from
the whisper app and 1% random sample from Twitter, which
is available to all the users. They present the computational
method to detect hate speech in which they divide the sen-
tence into four parts, i.e., I, Intensity, user intent and hate
target. Also, there is a possibility of biases as the collected
data are from the online social network.

9.7 Artificial neural networks

It is an interconnection of assembly of nodes to form struc-
tures using a directed link. A simple artificial neural network
(ANN) consists of only one hidden layer. Perceptron is a
simple neural network which can be further classified as a
single layer and multilayer. Multilayer perceptron consists
of hidden layers and hidden networks. The author [60] fed
extracted features into the simple ANN classifier and fol-
lowed a genetic-based approach to detect the hate speech in
the Albanian language.

9.8 Explainable artificial intelligence

Explainable artificial intelligence (XAI) is technology which
decodes the reason behind the neural networks and presents
it in form understandable by humans [107]. With neural net-
works becoming more and more complex with many more
parameters and feature engineering becoming a thing of the
past, making deep learning models justifiable is the need of
the hour. XAI has already gained significance in the domain
of computer vision with visualizations like class activation
maps becoming more and more popular. Class Activation
maps are made by overlaying the features of a layer in DNN
on the image to classified signifying the importance a model
places on a particular region or pixel. Class activation maps
help data scientist design a model which uses relevant fea-
tures tomake adecision,making themodelmore reliable. The
adoption of XAI has been low though recently sudden inter-
est has been seen. The author [107] released a benchmark
dataset in which each tweet has a class-label (hate, offen-
sive, normal), a target community and the rationale behind
its class-labels. The author further shows that it is not neces-
sary that the models performing best according to traditional
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Table 7 ML algorithms used in the research papers

Algorithms No of frequencies used in the paper

SVM 26

Naïve Bayes 21

Random forest 13

Decision tree 12

Logistic regression 10

ANN 3

KNN 1

XAI 1

metrics such as accuracy, macro-F1 score and AUROC score
will necessarily perform well on explainability metrics such
as Plausibility, comprehensiveness and sufficiency.

Based on the total 95 articles in OHS, approximately
40 research papers used the traditional machine learning
approach. SVM, Naive Bayes and decision tree are the most
common approaches used in the papers of OHS in computer
science background as shown in Table 7.

As part of the practical work that has been done, hate
speech is being explored in relation to other pertinent con-
cepts, including social media andmachine learning.Machine
learning techniques are being used to classify hate speech and
automatically identify it.

According to the aforementioned literature, 136 research
publications provided a variety of strategies for locating
online hate speech in social networks.Unsupervisedmachine
learning was discovered to be a relatively recent subject of
study. Some researchers combined various techniques, such
as sentiment analysis, emotional analysis and text mining,
to effectively categorize the hate texts. As a result, each
study has a unique perspective and understanding of online
hate speech detection. In a nutshell, we have highlighted
the following common flaws and limitation with current
approaches.

1. From the study, it has been observed that the existing
research covers mostly lexicon (simple keywords)-based
hate speech analysis. As a result, the outcome of those
models would not be able detect semantic of the text.

2. Facebook, Twitter and other social media platforms
including the research papers that we have studied do
not have a real-time hate speech detecting system and
the corrective measures are taken only after the expres-
sion is posted online. So, real-time detection system can
be made so that the corrective measures can be taken on
time.

3. Themajority of themethods are quite complex, including
deep logical structures, complex equations, derivatives
and formulas. Algorithms also required an excessive

amount of computational time to execute. Straightfor-
ward and less complex model should be implemented so
that the computational cost can be reduced.

4. Most of the researchers worked on highly imbalanced
dataset, which would result in an inaccurate result. So,
to deal with the class imbalance problem authors should
adopt some strategies some of them are already listed in
Sect. 5.2.1.

5. We also invested that majority of the study only used
supervised learning and none of the author explored the
area of unsupervised ML.

In Table 8, we have shown a comparison related to various
traditional machine learning approaches and their associated
advantages and disadvantages.

Considering the fact that online hate speech can occur in
different formats, where the word, sentence, semantic and
pragmatic knowledge of the language are significant. So,
from the study, it has been observed that ngram and word
embeddings can be a suitable approach to achieve better
accuracy with machine learning models. Furthermore, LR
and SVM often performed well when experimented with dif-
ferent approaches. We can see in Table 6 that surface-level
features and linguistic features are most used with different
traditional machine learning classifiers. Very little work has
been done using other handcrafted features except for surface
level and lexical resource. Moreover, some of the areas are
not even explored. (Marked as ’NA’, Table 6). In the OHS,
there is further scope to work on KNN, Adaptive Boosting
classifier, "cleaning and stemming" and annotation of the
data using automatic machine learning tools.

10 OHS detection using traditional deep
learning-basedmethods

Traditional machine learning and deep learning, both offer
ways to trainmodels and classify data. In traditional machine
learning, we manually extract features, but in deep learning,
we skip themanual step of extracting features; instead,we put
data directly into the deep learning algorithm like a convo-
lutional neural network (CNN), which then further predicts
the object. Therefore, deep learning is a subtype of machine
learning which deals directly with data (like images) and is
often more complicated. In this section, we have covered
the various methods of deep learning that have been adopted
for solving the problem of OHS. Figure 11 shows how deep
learning model classifies the text as hate speech or not hate
speech by taking some inputs. A deep neural network is a
type of artificial neural network which has more than one
hidden layer that helps to extract higher-level features from
the dataset. At each level, the input is slightly transformed,
and it gives more details of the data. Deep learning behaves
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Fig. 11 Deep learning framework For OHS

like a black box for some researchers because it does not
require feature engineering. We found that as compared to
ML, very little research has been done in the area of deep
learning for hate speech detection till 2019. The reasons for
the less amount of research in DL can be label data scarcity
and unavailability of the high-performance GPU. However,
the trend has shifted to deep learning in 2020. According to
our findings, we found the majority of research papers from
the year 2020 in deep learning as compared to traditional
machine learning. In upcoming sections, we will discuss dif-
ferent types of deep learning models that have been used in
the previous literature.

10.1 Recurrent neural network

ANN cannot capture the sequence of information, which
means it does not have an account for the memory. On the
other hand, RNN is a type of neural network that captures
information about the sequence or time-series data. It can
take variable size input and give variable size output and
works very well with time-series data. They are a class of
artificial neural networks where connections between nodes
form a directed graph that allowing information to flow back
into the previous parts of the network. Thus, each model in
the layers depends on past events, allowing information to
persist. RNN works on the given recursive formula in equa-
tion 2. In order to detect sentences as hate or not, the author
implements tests with RNN, data-partition, epoch, learning
rate and batch size. All these parameters affect the system
performance. The author [112] used UTFPRmodels in order
to process the text. Then character embeddings fed into the
RNN layers. The proposed system is based on the composi-
tional RNN. The proposed model is robust, even when the
input data are noisy, but the dataset that is used to feed the
RNN is very small, and the performance of the classifier can
be affected if a large dataset is taken.

St � Fw(St − 1, Xt ) (2)

Xt —input at time step t; St—state at time step t; Fw
—Recursive function

Social media such as Facebook, Twitter and Instagram
are becoming a ubiquitous platform for people to share and

express their opinion toward something [113]. Online Social
network, especially Twitter, has a prodigious influence on
the success or demolition of a person’s image [114]. The
author [84] used an RNN DL-based approach to detect the
hate speech text on Twitter data. Thereafter, 1235 posts were
analyzed using case folding, tokenization, cleansing and
steaming. The data are collected from the Twitter accounts
by the Twitter API. Using RNN (recurrent neural network)
and LSTM (long short-term memory), it can process not
only single data but also an entire sequence of data at a
time. word2vec is used to convert sentences into vector value
or to find the semantic meaning. Test the data with epoch,
which resultant in high precision of 91% and recall 90% and
an accuracy of 91%. The author [115] represents machine
learning with a hybrid NLP approach where killer NLP
with ensemble deep learning is used to examine the data,
which gives 98.71% accuracy of the system. The authors
[50] address the problem of identifying speech promoting
religious hatred in the Arabic Twitter. They created an Ara-
bic dataset of 6000 tweets annotated for the task of hate
speech detection andArabic lexiconwith scores representing
their polarity and strength. They also developed the various
classification model using a lexicon-based, n-gram and deep
learning-based approach. But the author used GRUs rather
than LSTMs because GRUs can be trained faster and may
achieve the best performance on datasets that have a limited
number of training examples. GRU (gated recurrent unit)-
basedRNNmodel produced the best results for the evaluation
metrics. The study [134] demonstrates how psychologists
have looked into the connection between hate and personal-
ity. The author used a text-mining strategy that completely
automates the personality inference process. A deep learning
algorithm called PERSONA has been developed to identify
hate speech online.

10.2 Long short-termmemory

LSTMs are a modified version of a recurrent neural network
capable of learning long-term dependencies, usually used
for time series analysis. They can process images, speech
and video. It is made up of gates viz. input, output and for-
get which have the function of, respectively, receiving the
data, outputting it and deciding what to pass and what not
to In RNN, we suffer from the vanishing gradient prob-
lem, which is as we propagate the error back through all
the multiple layers of the RNN. Hence, LSTM solves the
problem of vanishing gradient and gives much better accu-
racy than RNN because RNN fails to establish the long-term
dependencies. To classify the OHS, the author [85] used
the LSTM classifier and FastText library and found that the
binary classifier obtained comparable results as that of senti-
ment analysis. The author [38] usedGloVe embedding-based
method and LSTM classifier, in which embeddings learned
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from the model, and that leads to high accuracy. The author
[79] used two models one Textual model and the second
Acoustic model. LSTM model performs better on textual
data rather than on acoustic data. To determine the hateful
or neural [43], the author used NLP classifiers with para-
graph2vec. The performance of the experiment has increased
as the number of hidden layers increased, also the author
experiment with the five hidden connected units and two
hidden layers which gives the 0.99 AUC over 200 iterations.
An ensemble of the LSTM classifier improves the classifi-
cation [115]; also, the author used a combination of various
features, which gives the high F score 0.9320. To work in the
Hinglish language, author [116] found that the LSTM classi-
fier calculated a maximum recall value of 0.7504 on specific
hyperparameter settings.

10.3 Convolutional neural network

Convent or CNN, it is a subclass of DNN (deep neural net-
works). CNN mostly used in the area of analyzing visual
imagery. The three layers of an image are converted into
a vector of suitable size, and then a DNN is trained on
it. Their other applications include video understanding,
speech recognition and understanding natural language pro-
cessing. The author [39] used CNN in order to find racism
and sexism speech. The proposed model is tested by ten-
fold cross-validation and gives a 78.3% f score. The author
[68] employed text features, i.e., surface-level features, lin-
guistic features and sentiment features in deep learning
classifiers, and then implemented an ensemble-based novel
approach. The author finds the accuracy of 0.918 with the
novel approach. Batch size, epoch and learning rate affect
the system performance. Also, the studies show that a larger
training dataset produces better results [27]. To visualize the
online aggression on Twitter and Facebook, the CNN-based
web browser plugin had been presented by the authors [117].

10.4 Transformer methods

The transformer [118] is the latest innovation that has
taken the domain of natural language processing by storm.
Transformer like its predecessor has the ability to account
long-term dependencies, but unlike LSTMs transformers do
not process data sequentially as done in the case ofRNN’s and
LSTMS. Instead, to account for the position of each word is
added to its embedding. The transformer was first introduced
for machine translations (Sequence to Sequence Model),
and thus it has two components, an encoder and a decoder.
Thoughonly the encoder is relevant in text classification tasks
such asHate speechdetection. It is vital to understand to study
transformer in totality. In an encoder the inputs are first fed
into a self-attention layer which generates an embedding tak-
ing into account all other words in sentence and depicts the

relevance of each word with respect to a particular word.
The embeddings obtained from self-attention layer are fed
into neural network. This process is repeated many times,
i.e., many layers of self-attention and neural networks are
stacked to form the encoder. The decoder of a transformer
is very similar to the encoder except for an encoder–decoder
attention layer, which is added to find the inputs relevant
to a particular output [118]. In the context of hate speech
detection embedding obtained from the pre-trained model
such as BERT (Bidirectional Encoder Representations from
Transformers) has been widely used. BERT is a transformer
trained using the masked LLM technique. Masked LM tech-
nique [119] requires 15% of the words in the sentence to be
masked, and the transformer then attempts to predict these
words from context during the training process. In the paper
[120] the author showed the efficacy of finetuning the Bert in
the context of hate speech detection. Comparing pre-trained
models for hate speech detection explores and compares var-
ious multilingual transformers such as Mbert, Beto.

In this paper [121], the authors argue that, for the
multi-class classification problem of online hate speech,
transformers must be used over basic traditional machine
learning, basic RNN-based deep learning or even attention-
based RNN models to achieve the state-of-the-art accuracy.
They propose a streamlined version of BERT, called Dis-
tilBERT, which has half the number of parameters with no
loss in performance. On comparison and experimentation
with various LSTM and BERT-based models, DistilBERT
outperforms all the models given on various metrics. This
paper [122] provides us with a comparative analysis of
three different types of models, namely baseline traditional
machine learning models, Deep Learning models and Trans-
fer Learning-based models for Hate Speech classification in
the Spanish language. This comparison shows how Trans-
fer learning models outperform traditional machine learning
models, which are used as the baseline. They evaluate the
performance of pre-trained Language models. The authors
showcase that the pre-trained monolingual language model
(BETO) outperforms pre-trained multilingual models like
Bert and XLM, concluding the requirement of hate speech
models to be language-specific. In the paper [123], the author
uses GPT- 2; it is a language modeling transformer released
by open AI. It was trained on a massive dataset of Web text,
which required storage space of 40GB and contained param-
eters ranging from 117 million to 1500 million. Though both
BERT and transformers are transformers a stark difference
can be observed between these two in their usage; while
BERTfinds its usage in creating embedding that incorporates
the context of whole sentence GPT-2 is widely to generate
sentences. The architecture of these transformers presents
a stark difference as well, while BERT is entirely made of
encoders and GPT-2 is entirely made up of decoders. Fur-
ther, GPT-2 relies on autoregression that is GPT-2 produces
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Table 9 Classification of type of input to deep learning model

DL classifier Input type

BOW, N-gram,
Char n-gram,
Skip-gram

Word embeddings,
TF-IDF

Positive, negative
words

Hate-related
terms

POS
information

Image, audio,
video

ANN [104, 79] [43, 104, 79, 84, 80,
79, 78, 77, 75, 74,
73, 72, 64, 65, 46,
45]
[44, 43, 42, 41]
[40, 39, 35, 38]
[37, 36]

N/A [43, 79] N/A [104]

CNN [37, 110]
[8]

[37, 86] [8] N/A [8, 101] N/A

DNN [129, 45, 81] [129] N/A [129] [45] N/A

RNN [50] [84, 130] N/A N/A [101] N/A

LSTM [110, 79] [86, 85] N/A [96, 97, 32] [101] N/A

Dense NN N/A N/A N/A N/A N/A N/A

**N/A: Authors did not perform the task

tokens sequentially and once one token is produced, it is
included as input for the next token. Though the technique
of autoregression has its cons since on using auto-regression,
themodel loses the ability to utilize the context on both sides.
It has been proven that GPT-2 achieves excellent results. The
authors of this paper [124] propose a novel solution to the hate
speech binary classification problem statement by scaling up
the small public datasets available using a Deep Generative
model, here GPT-2[125] to produce large datasets for the
training of Deep Learning-based classifiers and satisfy their
extensive data requirements. In the paper, the GPT-2 was
finetuned according to the public datasets for the generation
of data points. Then they test these models intra-dataset and
cross-dataset among the public ones to compare the increase
in accuracy and generalization across different probability
distributions of datasets. In the paper [126], the author used
the transfer learning and Compact Bert variants in a pipeline
model. The pre-processed data are loaded into batches of text
and true labels and tokenized with a pre-trained BERT tok-
enizer. The final layer is removed and a dense layer of size
3 is added, because of three different classes then the dense
layer SoftMax is used, to get probability scores for each class
where maximum probability results in predicted label. Also,
Focal loss is used as a cost function. It is beneficial with
a class imbalance problem. In order to improve the overall
accuracy of the system the author [127] used the ensemble of
different features and study the effects of TF-IDF and senti-
ment bases features. The author also presented the criterion
for the selection of computational complexity and classifica-
tion performance among the existing methods. To detection

of hate speech in Spanish language different pretrained mod-
els were analyzed [128], where SVM and logistic regression
was used for text categorization and Bert model was fine-
tuned with input of 512 tokens, output vector has dimension
of 768. However, the transfer learning models outperformed
the traditional machine learning approaches for the Spanish
vocabulary.

In Table 9, we have analyzed the types of inputs that can be
provided to the deep learning algorithms so that model can
perform better by taking low computation resource. How-
ever, we did not get satisfactory results as word embedding
is the first choice of the researchers for the input parame-
ter and other methods of DL with varied input parameters
were not explored. Most of the fields in Table 9 are NA (not
applicable), which means that no work has been done using
these inputs in the specific type of classifier. In Table 11, we
concluded each DL paper’s merits and limitations, but it is
not very clear in the papers which approach performed better.
Also, some recent studies show that deep learning gives better
results than a traditional framework, but again these results
are not very consistent. Based on the selected 111 papers,
we found that most of the authors used SVM, Naive Bayes,
Decision Tree in ML and CNN, LSTM in the DL approach
also shown in Tables 7 and 9. From the recent trend, we have
also all seen that the transformer-based techniques are the
most used approaches among the researcher.

From Table 10, we found that most of the authors used
SVM, Naive Bayes, Decision Tree in ML and CNN, LSTM
in the DL approach. From the recent trend, we have also all
seen that the transformer-based techniques are the most used
approaches among the researcher (Table 11).
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Table 10 DL algorithms used in the research papers

Algorithm No of frequencies used in
the paper

CNN 11

LSTM 10

RNN 8

DNN 6

Transformer 8

10.5 Different organization contribution toward
OHS

In this section, we have discussed the various workshops and
competitions which contributed to the online hate speech
problem.

o SemEVAL
o It is a research workshop that works to advance the SOTA

on semantic analysis and offers different NLP tasks based
on semantic analysis to build efficient systems for these
problems. Through these challenges, it aims to build
datasets that can be publicly used for further research.2

o HASOC (hate speech and offensive content identification
in Indo-European Languages)

o It is a forum that provides datasets in multiple languages
for two Hate Speech subtasks for different classification.
Participants are expected to use these datasets and cre-
ate systems as solutions to these subtasks. These datasets
comprise ten thousand annotated tweets.3

o GermEVAL
o This is a series of Natural Language Processing tasks in

the German language that are released for people to build
efficient systems on. The datasets are provided by the
forum and are an amalgamation of German tweets.4

o TRAC
o This workshop aims to use NLP and related methods for

the detection of online aggression, trolling, cyberbully-
ing and related phenomena in text and speech present on
social media platforms to deal with inflammatory con-
tent. It has two subtasks, each pertaining to a different
set of classes and to solve these problems, it gives 5000
annotated data from social media in Bangla, Hindi and
English.5

o Hateful meme challenge

2 https://semeval.github.io/SemEval2021/tasks.html.
3 https://hasocfire.github.io/hasoc/2020/index.html.
4 https://swisstext-and-konvens-2020.org/shared-tasks/.
5 https://sites.google.com/view/trac2/live?authuser=0.

This challenge is organized by Facebook AI, wherein they
provide a dataset of memes containing text and images. The
goal is to create a system wherein the model is able to accu-
rately identify hate speech in this multimodal dataset and
perform classification. The dataset contains 10000+ exam-
ples of memes which are annotated.6

OSACT4 Shared Task on Offensive Language Detection
(Subtask A)

This challenge uses the Arabic SemEVAL dataset for
binary classification problem statement of Arabic Hate
Speech. The goal is to create a system which is capable of
classifying Arabic tweets into offensive or non-offensive.

MEX-A3T
The goal of this community is to improve the further

research inmisinformation and aggressive speech by improv-
ing the research in NLP-related task. This research group
provides different tracks to the researchers in the same
domain only.

10.6 Evaluationmetrics

Evaluation metrics are the mathematical functions that pro-
vide constructive feedback and are used to measure the
quality of a traditional machine learning model. Most of the
state-of-the-art online hate speech detection used an F1 score
[31, 73, 99], precision [105, 131], recall [43, 131] and accu-
racy[43] for measuring the effectiveness of the parameters.
We have discussed some most used evaluation metrics in the
literature. With XAI becoming more and more relevant in
artificial Intelligence, it is important to discuss the metrics
used to measure the explainability of a model.

1.Precision The piece of relevant information from the
total information.

P � Precision � T P

T P + FP
(1)

2.Recall The percentage of total relevant information cor-
rectly classified by the classifier.

R � Recall � T P

T P + FN
(2)

3. F1 score: An F1 score is defined as the harmonic mean
of precision and recall. F1 score has become the preferred
choice of measuring the performance of machine learning
models. This can be attributed to the fact that F1 score gives
equal weightage to both precision and recall and it punishes
models that lack even in one of them.

F1Score � (2 ∗ P ∗ R)

P + R
(3)

6 https://ai.Facebook.com/blog/hateful-memes-challenge-and-data-
set/.
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In multiclass classification there are mainly two meth-
ods of calculating F1 score, namely microaveraged F1
score and macroaverage F1 score.

A) F1 microaveraged This metric is simply calculated by
taking the harmonicmean ofmicroprecision andmicrorecall.
An important feature of this metric is that it assigns equal
value to each label, the repercussion of which is the not
enough attention is given to minority classes in case of
imbalanced datasets. Since Imbalanced datasets are seen in
abundance in the domain of hate speech detection, the use of
microaveraged F1 score should be minimized.

MicroAvereged Precision �
∑

T P
∑

T P +
∑

FP
(4)

Micro averaged recall �
∑

T P
∑

T P +
∑

FN
(5)

B) F1 macroaveraged This is calculated by simply taking
the mean of F1 scores obtained on each class individually.
This metric assigns equal value to each class and thus should
be the preferred metric in the context hate speech detec-
tion where datasets are generally imbalanced and models are
expected to be proficient in detecting all classes.

4. Confusion matrix It is a performance measurement
matrix comparing the actual and predicted observations
through the values of False Positives (FP), True Negatives
(TN), True Positive (TP) and False Negative (FN) labels
(Matrix 1).

Confusion Matrix: �
∣
∣
∣
∣
∣

T P FN
FN T N

∣
∣
∣
∣
∣
(6).

5. Accuracy Is the measure which tells how efficiently the
classification models produce the results correctly.

Accuracy � T P + T N

T P + FP + T N + FN
(7)

6. Comprehensiveness: In XAI, we essentially try to pre-
dict the factors which led to a model’s decision. To calculate
the comprehensiveness, the factors predicted by the XAI
model are first removed from the datapoint. In the context
of hate speech detection, the equivalent of this is removing
the words predicted by the XAI model. Now, this new mod-
ified datapoint is then fed into the model. The change in the
model’s confidence in prediction is noted. A change implies
that the factors predicted by the model indeed contributed to
the model’s decision[132].

7. Sufficiency: This metric measures how important the
extracted rationales(words or phrases in the context of Hate
speech detection) for the model to make a prediction[132].

8. Matthews correlation coefficient (MCC): It tries to find
the relation between the true and predicted values. Higher
value of the coefficient shows the better results.Whenever the
given dataset is highly imbalance in that case it is found that

MCC has given best results compared to the accuracy [133].
Its value always lies between -1 and 1. The given formula is
shown in Eq. 7.

MCC� T P×T N−FP×FN√
(T P+FN )(T P+FN )(T N+FP)(T N+FN ) (8).

Both precision and recall are very important and the most
used evaluation metrics in traditional machine learning and
deep learning classification. We can calculate the accuracy
by providing the given values to TN, TP, FP, and FN. By
getting the values of precision and recall from equations 1
and 2, we can calculate the F1 score that is used to test the
accuracy of the parameter. Some authors also usedAUC (area
under the curve) to compute the performance of the model.
The aforementioned metric evaluation formulas were used
by mostly all other authors mentioned in related works to
evaluate the performance of their machine learning model.

11 Findings, conclusion and research gaps

The growth of social media has been exponential and peo-
ple are sharing information, expressing opinions like never
before. However, research on hate speech has not been able
to keep pace with the multiplicity of social media platforms
and their associated problems. Our goal was to cover all
the aspects that play an essential role in the field of OHS
detection. But our study is limited to computer science back-
ground, andwe have not considered the culture-specificways
of communication in a different language for detecting OHS.
In this survey, we presented a systematic approach that inves-
tigates the types of features and classifiers that are most used
in OHS detection. From the survey, we found that SVM,
Naïve Bayes, Decision Tree, CNN and LSTM are the most
used algorithm, and surface-level features are the first choice
of the researcher. We learned the concept of hate speech
and laws to limit hate speech. Additionally, we presented an
application of hate speech. We concluded that very limited
studies and papers had been published in the OHS detection
from the computer science perspective. We also found that
most of the authors used self-generated datasetswhich are not
available online so to find the credibility of these dataset and
results achievedwith these datasets is also a problem in itself.
Finally, we identified some challenges in the field of OHS,
the availability of open-source code and the self-generated
dataset link, which leads to the lack of comparative studies
that can evaluate the existing approaches.

Based on our study, we found several research gaps which
can be considered in future work.

• From the study, it has been observed that the existing
research covers mostly lexicon (simple keywords)-based
features for the hate speech analysis, which restricted the
results because the models will not be suitable if whole
meaning of the sentence is needed. So, knowledge-based
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feature, semantic features can be taken into consideration
with lexicon-based features. By this, the accuracy of the
model can be increased.

• Facebook, Twitter and social media platforms do not have
a real-time hate speech detecting system, and the correc-
tive measures are taken only after the expression is posted
online. So, the hate speech detecting plugin can be made,
which can analyze hate speech in real time.

• Wealso invested that hate speech does not only come in the
form of text but can take the form of audio, video, picture,
etc. But in the area of hate speech detection multimodal
OHS detection is very less unexplored.

• The research work has been limited to spotting hate in the
English language and few pieces of research in Arabic,
Indonesian, Italian, Turkish, Swedish, Albanian Language
and hate content in the rest of the languages likeHindi goes
unfiltered.

• Another limitation that we found is to get the balanced
dataset for theOHS.Avery limited and less skewed dataset
is available online.

• To lubricate the online hate speech detection and analysis,
the unlabeled data should be examined for the unsuper-
vised machine learning model as the labeling of data is
a very time-consuming task. Therefore, to address hate
speech problems, further study of the deep learning model
is essential and advantageous.

• In order to furnish research in the field, a multimodal and
multilingual dataset should be developed.

• Some cultures may represent anger and hate in linguisti-
cally distinct ways, which can be taken into consideration
while building the online hate speech model.

Implication of study
This study is highlighting the need for interdisciplinary

collaboration between computer science and other fields,
such as linguistics, sociology and psychology, to develop
more comprehensive approaches to OHS detection that take
into account language and cultural differences.

Academics can benefit from this study by understand-
ing the current state of the art in OHS detection, the most
commonly used algorithms and surface-level features. This
study’s limitations can help researchers identify gaps in the
field and focus on exploring culture-specificways of commu-
nication for detecting OHS. Practitioners in the field of social
mediamoderation can use this study to inform their strategies
for identifying and removing hate speech from social media
platforms. This research’s findings can help them determine
which algorithms and features are most effective in OHS
detection. Policymakers and politicians can use this study to
inform legislation and regulations around hate speech and
social media. The study’s presentation of hate speech and
the laws that limit it can help policymakers better understand

the issue and take informed actions to address it. The chal-
lenges identified in the study, such as the lack of open-source
code and self-generated datasets, can inform future research
and development efforts in OHS detection. Addressing these
challenges can lead to the development of better approaches
to OHS detection and more reliable datasets, enabling more
comparative studies to evaluate existing approaches. In sum-
mary, this study on OHS detection in the context of social
media can provide valuable insights for various stakeholders
and inform future research, policymaking and social media
moderation strategies.
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Abstract—This research paper discusses the importance of ef-
ficient network intrusion detection as a key element in the field of 
cybersecurity. Network Intrusion Detection Systems (NIDS) are 
crucial for spotting and stopping unwanted activity on computer 
networks as cyber-attacks become more sophisticated. Various 
feature selection algorithms have been used in the literature 
for network intrusion detection systems. In this work, we select 
three feature ranking techniques namely, Anova F-test, Mutual 
Information, and Chi-square test to rank the traffic features. 
The UNSW-NB15 dataset was used in the research to assess the 
effectiveness of five well-known machine learning models, namely 
Logistic Regression, Decision Trees, Random Forest, K-Nearest 
Neighbours, and Naive Bayes. In order to assess how feature 
selection affects algorithm accuracy, we compare the detection 
accuracy obtained from each of the feature ranking techniques. 
The study emphasizes how crucial accurate feature selection 
is in improving NIDS’ accuracy and lowering false positives. 
The results also show that each algorithm gives the highest 
accuracy at varying numbers of features. Overall, this research 
offers insightful information about the efficacy o f machine 
learning algorithms and feature selection techniques for network 
intrusion detection. The findings h ave s ignificant ramifications 
for enhancing computer network security and defending against 
cyber threats.
Keywords—Network Intrusion Detection, UNSW-NB15, Ma-

chine Learning, Feature Selection, Cyber Security

I. INTRODUCTION

The rising concerns of cybersecurity in today’s digital
environment have made robust network intrusion detection
systems (NIDS) crucial. Machine learning algorithms have
proven effective in detecting network breaches by analyzing
traffic p atterns. H owever, t he s election o f r elevant features
plays a vital role in the algorithm’s effectiveness. Feature
selection involves identifying and removing irrelevant and
redundant features to enhance the algorithm’s accuracy.

This study evaluates the performance of five p opular ma-
chine learning techniques, namely Logistic Regression, Deci-
sion Trees, Random Forest, K-Nearest Neighbors, and Naive

Bayes, for network intrusion detection. The evaluation is con-
ducted using the UNSW-NB15 [1] dataset, which resembles
real network traffic and includes various features like packet
sizes, durations, and protocols.

The study compares the effects of three feature selection
algorithms (mutual information, chi-square, and ANOVA) on
the accuracy of different machine learning algorithms. The
number of selected features is varied from 10 to 41 to
understand its impact on accuracy.

The goal of this research is to provide insights into the
performance of network intrusion detection systems using
different feature selection techniques and machine learning
algorithms. The findings have the potential to improve com-
puter network security, reduce false positives, and enhance the
accuracy of network intrusion detection systems.

The paper is structured as follows: Section II reviews
existing related work in network intrusion detection. Section
III explains the proposed methodology in detail. Section
IV presents the results obtained from the approach. Finally,
Section V concludes the paper and discusses future directions
for research.

II. RELATED WORK

Intrusion detection systems (IDS) are used to identify unau-
thorized access, misuse, or malicious activities on computer
networks. To evaluate the effectiveness of IDS, researchers
rely on datasets to test their algorithms. Two well-known IDS
datasets are KDD99 and UNSW-NB15 [1]. By lowering the
dimensionality of the input data and choosing only the most
pertinent features, feature selection is essential to the effec-
tiveness of an IDS. Khammassi et al. (2017) [2], who chose
features from the UNSW-N15 and KDDCup99 datasets using
the Genetic Algorithm (GA) and Logistic Regression (LR).
The findings show that employing the GA-LR in combination
with the DT on a smaller set of 20 features of the original
list of 42 features present in the UNSW-NB15 [1] feature
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space, they were able to achieve a detection score of 81.42%
with a FAR of 6.39%. Whereas in the case of KDDCup99
dataset, employing the same algorithm on 18 features helped
them achieve a detection score of 99.90% with a FAR rate of
0.105%.

Osanaiye et al. [3], worked on the detection of Distributed
Denial of Service (DDoS) using a filter-based methods, where
Information Gain, Chi-Square, and Gain Ratio, ReliefF were
utilised as filtering techniques. According to the experimental
findings, an accuracy of 99.67% and a FAR of 0.42% was
achieved in this study using just 13 features out of the total
42 features when the DT classifier was used. .

Alazzam et al. [4], utilising the Pigeon Inspired Optimizer
(PIO), put into practise a feature reduction technique for intru-
sion detection systems. This algorithm is inspired from white
pigeon flying, and this is falls in the category of bio-inspired
algorithm. In the KDDCup99 dataset 10 and 7 features were
chosen by the Sigmoid and Cosine PIOs, respectively. While,
in the NSL-KDD dataset 18 and 5 features were chosen by
the Sigmoid and Cosine PIOs, respectively. In the case of
UNSW-NB15 [1] dataset 14 and 5 features were chosen by
the Sigmoid and Cosine PIOs, respectively. Sigmoid PIO was
able to achieve an accuracy of 94.7%, 86.9% and 91.3% on the
above three mentioned datasets, respectively. In comparison to
this, the Cosine PIO was able to achieve an accuracy of 96.0%,
88.3% and 91.7% on the above three mentioned datasets,
respectively.

Janarthanan et al. [5], developed several algorithms for
feature selection using the UNSW-NB15 [1]. Two subsets
were taken into consideration after many simulations. With
only 8 important features, the first subset had an accuracy of
75.6617% and a Kappa value of 0.6891. Whereas comprising
of only 5 important features, the second subset had an accuracy
of 81.6175% and a Kappa value of 0.7639.

Kumar et al. [6], utilised the UNSW-NB15 [1] dataset vali-
date an IDS that was put into action. An integrated rule-based
model IDS was suggested by the authors in this work that used
several Tree-based classifiers to carry out the classification.
The Attack Accuracy (AAc) reached of 0.75 was used to
assess the system’s performance, while the SVM model earned
training accuracy of 93.77%, FPR of 11.18%, and FM of 0.74.
Owing of the higher accuracy, lower false positive and false
negative rates of PSO and GA ove FO and GO, the authors of
this paper concluded that PSO and GA outperformed FO and
GO.

Khan et al. [7], made use of the RF algorithm to develop a
feature reduction algorithm, and thus used it to calculate the
Feature Importance score for all the features present in the
UNSW-NB15 [1] dataset. The performance of multiple ML
techniques was assessed using a feature subset of 11 qualities,
with RF showing the best results.

Tama et al. [8], suggested a ensemble model developed over
two levels for IDS using the Rotation Forest and Bagging
algorithms. Also, Particle Swarm Optimization, Ant Colony
Algorithm, and Genetic Algorithm were used to build a
feature selection approach on the UNSW-NB15 [1] dataset.

They achieved high performance metrics of AC, precision,
and sensitivity for binary classification using 10-fold cross-
validation and hold-out method.

Hamid et al. [9] analysed a number of IDS datasets,
comprising of the KDD99 dataset, the NSL-KDD dataset,
the UNSW-NB15 [1] dataset, the center for applied internet
data analysis dataset (CAIDA), the Australian defence force
academy Linux dataset (ADFA-LD), and the University of
New Mexico dataset (UNM). The research included a general
overview of each dataset, with UNSW-NB15 [1] receiving
more attention. To determine the accuracy, precision, and
recall of all the datasets included in the study, the k-NN
classifier was used. The NSL-KDD dataset, which has fewer
redundant records distributed equally, showed the best results
with the classifier, according to the results. Deep neural
networks (DNN) did best on UNSW-NB15 [1] and attained
accuracy above 90% for all datasets, according to a compara-
ble assessment metric and F1 measure.

Binbusayyis et al. [10], used several feature-selection tech-
niques, namely, the correlation measure (CFS), the consistency
measure (CBF), the information gain (IG), and the distance
measure (ReliefF) to evaluate the list of attributes present in
the NSL-KDD and UNSW-NB15 [1] datasets. Furthermore to
determine the training and testing performance, the features
chosen using the techniques mentioned above, were then
assessed using four classifiers, namely k-NN, random forests
(RF), support vector machine (SVM), and deep belief network
(DBN). In order to aid researchers in creating successful
IDS, the work revealed the features selected using all the
techniques for feature selection mentioned above and also the
classification outcomes.

Rajagopal et al. [11], utilised a neural network to evaluate
the importance of the features present in the UNSW-NB15
[1] dataset. According to their type, the authors divided the
features into five groups: flow-based, content-based, time-
based, essential, and supplementary features. 31 potential
feature combinations were assessed from these groups. 39
features from the categorised categories were used to get the
maximum accuracy (93%) possible. Additionally, a combina-
tion of 23 characteristics from the study were chosen using
the SelectFromModel meta estimator, which chooses features
depending on their ratings. The 23 chosen features had a
greater accuracy (97%) than the previously listed 39 features.

Almomani et al. [12] compared the UNSW-NB15 [1]
dataset’s features with a few set of features that have pre-
viously been proposed earlier. They were assessed using
supervised machine learning to determine classification per-
formance. According to the study’s findings, the existing
feature vectors could be strengthened by making them smaller
and enhancing them to handle encrypted traffic.

It is crucial to keep in mind that the UNSW-NB15 [1] and
KDD99 datasets do not include vulnerabilities like SQL injec-
tion that are specific to cloud computing. A countermeasure
was put forth to identify such attacks, specifically in a cloud-
based setting, without the necessity for an application’s source
code, by Wu et al. [13].
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Li et al. [14], performed experiments on the UNSW-NB15
[1] dataset to evaluate the performance of the proposed ap-
proach and used the sparse autoencoder in order to improve
the rate of detection and lower the false positive rate in
the classification discrepancies in intrusion detection.

Disha et al. [15], assessed UNSW-NB15 [1] dataset, us-
ing binary classification-based models. Gradient Boosting
Tree, Decision Tree, Random Forest, and Multi-Layer Per-
ceptron were among the models that were put to the test.
They discovered that DT was the most effective classifier with
the best accuracy and least False Positive Rate after using
the Chi-Square test to eliminate characteristics which were
independent of each other. response. Except for RF, all models’
overall performance was enhanced through feature selection.
Based on their research, it is determined that their proposed
method is more accurate than other current ML approaches.

Yin et al. [16], presented a hybrid feature selection method
known as IGRF-RFE, in order to increase the accuracy of
detecting anomalies in multi-class network datasets utilising
a multilayer perceptron, or MLP, network. The strategy suc-
cessfully manages less significant features with high-frequency
values and selects more pertinent features by combining a
filtering technique which uses information gain and random
forest and a wrapper method which utilises recursive fea-
ture elimination. The suggested strategy can help reduce the
number of features from 42 to 23 and increase the multi-
classification accuracy of multilayer perceptron from 82.25 to
84.24 percent, according to experimental findings using the
UNSW-NB15 [1] dataset.

Zou et al. [17], introduced HC-DTTWSVM, which com-
bines hierarchical clustering and decision tree twin support
vector machines to efficiently identify various types of network
intrusion. The technique uses a bottom-up merging strategy to
maximise the separation of the decision tree’s upper nodes,
hence preventing the accumulation of errors. Twin SVMs are
then integrated into the decision tree in order to determine
the network intrusion classification top-down. The results of
the proposed method’s evaluation on the intrusion detection
data sets NSL-KDD and UNSW-NB15 [1] show that it can
efficiently detect numerous categories of network intrusion
having performance that is comparable to that of other recently
proposed methods.

In conclusion, the field of intrusion detection systems has
seen significant advancements in recent years, thanks to the
availability of various datasets and the development of sophis-
ticated machine learning techniques. The KDD99 and UNSW-
NB15 [1] datasets have played a crucial role in evaluating
the effectiveness of IDSs, with the latter being preferred due
to its more efficient features in terms of detection accuracy
and false alarm rates. Additionally, researchers have proposed
different feature selection methods and classifiers to improve
the performance of IDSs.

Despite the significant progress made in this field, there is
still much work to be done. The ever-evolving threat landscape
requires continued research and development to ensure the
effectiveness of IDSs. Furthermore, no single approach or

algorithm is universally optimal for all datasets and classifiers,
making it necessary to explore the effectiveness and limitations
of these techniques further.

Overall, the advancements in machine learning and feature
selection techniques, combined with the availability of various
datasets, provide researchers with the necessary tools to design
effective IDSs. However, it is crucial to keep in mind that
this is an ongoing process, and further research is necessary
to address emerging threats and improve the effectiveness of
IDSs.

III. PROPOSED METHODOLOGY

In this study, we analyze the detection accuracy of various
machine learning techniques for network intrusion detection
both before and after feature selection. To accomplish this,
we’ll loop over choosing the top k features from a range of
10 to 41 using the feature selection algorithms of Mutual
Information, Chi-Square, and Anova. The UNSW-NB15 [1]
dataset will then be used to assess the effectiveness of Logistic
Regression, Decision Trees, Random Forest, K-Nearest Neigh-
bours, and Naive Bayes on the chosen features. We explain
the various phases of the system design in the following sub-
sections.

A. Dataset Explanation

The UNSW-NB15 [1] dataset is a benchmark dataset for
network intrusion detection research that contains both legiti-
mate and malicious traffic, with 2.5 million instances and 42
key features per instance. The dataset has only two labels,
0 for malware presence and 1 for malware absence, with a
severe class imbalance that makes it difficult to accurately
classify malware instances. The dataset has been used by the
research community to evaluate the effectiveness of intrusion
detection systems, revealing that many attacks are difficult to
detect using conventional techniques, and serves as a useful
baseline for assessing the performance of machine learning
systems for network intrusion detection.

B. Data Preprocessing

Data preparation is a crucial step in getting the UNSW-
NB15 [1] dataset ready for machine learning research. Ma-
chine learning methods often require numerical input, and
the UNSW-NB15 [1] dataset contains both symbolic and
numerical properties. So, in this study, we carried out two key
preprocessing steps: data encoding and data normalization.

1) Data Encoding for Symbolic Features: The symbolic
aspects of the dataset, such as the protocol (proto), service,
and state, were initially encoded. Many machine-learning tech-
niques call for encoding, which is the act of turning category
data into numerical data. In this study, the symbolic features
were encoded using the LabelEncoder function from the scikit-
learn toolkit. To help the machine learning algorithms process
the data, the LabelEncoder function gives each category a
distinct integer value.
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2) Data Normalization: Data normalization is an important
step in preprocessing, which involves scaling numerical data to
a common range to minimize the effects of variations in feature
magnitudes. The scikit-learn library’s StandardScaler function
was used to normalize the UNSW-NB15 dataset’s numerical
characteristics, ensuring that all features had a comparable
scale with a mean of 0 and a standard deviation of 1.

Data encoding and normalization were critical steps in
preparing the UNSW-NB15 dataset for machine learning
analysis. By transforming categorical features into numerical
values and normalizing the numerical features, the dataset was
prepared for feature selection and algorithm training. These
steps are essential for developing an accurate and efficient
network intrusion detection system.

C. Detection Algorithm

The algorithm involved comparing the performance of
five machine learning algorithms (Logistic Regression, Deci-
sion Trees, Random Forest, K-Nearest Neighbors, and Naive
Bayes) on the UNSW-NB15 dataset before and after fea-
ture selection. Three feature selection algorithms (Mutual
Information, Chi-Square, and Anova) were applied, and the
dataset was preprocessed by handling missing values, remov-
ing duplicates, encoding symbolic features, and normalizing
numerical features. The dataset was divided into training
and testing sets using k-fold cross-validation, with k set to
10. The algorithms were run on the entire dataset without
feature selection, and then with feature selection using all
three algorithms. The accuracy of each algorithm was recorded
and compared to determine the impact of feature selection on
performance. A loop was run from k=10 to k=41 to determine
the relationship between the number of selected features and
algorithm accuracy, with the results presented in graphs. This
algorithm provides a comprehensive approach to evaluating
feature selection techniques for network intrusion detection.
This above-mentioned procedure is summarized in Algorithm
1.

IV. RESULTS AND DISCUSSION

In this study, three feature selection algorithms - ANOVA,
Mutual Information, and Chi-Square - were used to evaluate
their impact on the effectiveness of different machine learning
models. The performance of these models was analyzed by
varying the number of features selected using each algorithm.
The details of the effect of each feature selection method on
the models are discussed below.

A. Results With ANOVA

Figure 1 shows the variation in the detection accuracy of
each model by varying the number of selected features after
using ANOVA. It was observed that the accuracies of Logistic
Regression, Decision Tree, K-Nearest Neighbors, and Random
Forest were either more than or equal to that of the initial
accuracies when all 42 features were used. This means that the
selected features did not significantly affect the performance
of these models.

Algorithm 1 Experimental Design for Feature Selection and
Classification
procedure RUN EXPERIMENT()

Load preprocessed dataset into memory.
for each feature selection algorithm do

for k in range(10, 41) do
Select the k best features from the training data.
Transform the training and testing data to include

only the selected features.
for each classification model do

Train the model on transformed training data.
Predict the class labels of the testing data using

the trained model.
Compute the accuracy of the model
Store the accuracy in a list.

end for
Compute the average accuracy across k-fold cross-

validation for each model.
Store the average accuracy for the current k and

feature selection algorithm.
end for
Compute the mean and standard deviation of accuracies

for each model and feature selection algorithm.
Compare the accuracies before and after feature selec-

tion for each algorithm.
end for

end procedure

However, the accuracy of the Naive Bayes model showed
a significant improvement after using ANOVA as the feature
selection algorithm. The accuracy of the Naive Bayes model
increased from 79% to 85% when the number of selected
features was 23. Results with other machine learning models
applied on ANOVA are summarized in Table I. This indicates
that the selected features had a positive impact on the perfor-
mance of the Naive Bayes model.

Overall, the experiment showed that feature selection can
have a significant impact on the performance of classification
models. In this case, ANOVA as a feature selection algorithm
improved the performance of the Naive Bayes model but did
not have a significant impact on the other models.

TABLE I
ACCURACY OF DIFFERENT MODELS BEFORE AND AFTER FEATURE

SELECTION USING ANOVA

Models Before ANOVA After ANOVA
Logistic Regression 89.95 89.90 (k = 36)
Decision Tree 93.74 93.82 (k = 34)
Naive Bayes 79.91 85.10 (k = 23)
K-Nearest Neighbors 91.68 92.26 (k = 23)
Random Forest 95.16 95.16 (k = 37)

B. Results With Mutual Information

Figure 2 presents the analysis of the impact of mutual
information as a feature selection algorithm on the accuracy
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Fig. 1. Variation of accuracy of different models with number of features
using ANOVA

of different models. The results indicate that the accuracies
of Logistic Regression, Decision Tree, K-Nearest Neighbors,
and Random Forest were not significantly affected by the
selected features when compared to the initial accuracy of
using all 42 features. This suggests that the performance of
these models was robust to the chosen features. However, it
was observed that the accuracy of Random Forest, Decision
Tree, and Logistic Regression kept on improving continuously
as the number of selected features increased, whereas, for K-
nearest neighbors, the accuracy dipped at 15 features and then
increased steadily.

When it comes to Naive Bayes, the maximum accuracy was
84% when 15 features were selected using mutual information.
However, there was a sudden dip in accuracy between 25 to
30 features, which remained constant until 37 features when
the accuracy increased again. Interestingly, applying mutual
information as a feature selection algorithm also led to a
significant increase of 5% in the accuracy of Naive Bayes
when compared to using all 42 features. Results with other
machine learning models applied to Mutual Information are
summarized in Table II. These findings indicate that mutual
information is a useful feature selection algorithm that can
enhance the performance of certain models, including Naive
Bayes, by selecting relevant features.

TABLE II
ACCURACY OF DIFFERENT MODELS BEFORE AND AFTER FEATURE

SELECTION USING MUTUAL INFORMATION

Models Before Mutual
Information

After Mutual
Information

Logistic Regression 89.95 89.88 (k = 39)
Decision Tree 93.74 93.79 (k = 37)
Naive Bayes 79.91 84.95 (k = 15)
K-Nearest Neighbors 91.68 92.09 (k = 14)
Random Forest 95.16 95.17 (k = 39)

Fig. 2. Variation of accuracy of different models with number of features
using Mutual Information

C. Results With Chi Square

In Figure 3, it can be observed that Logistic Regression,
Decision Tree, and Random Forest models exhibit an increase
in accuracy with an increase in the number of features selected
using chi-square. However, the difference in accuracy before
and after applying the chi-square is insignificant, and the max-
imum accuracy is reported before applying feature selection.

On the other hand, in K-Nearest Neighbors, there is a
continuous increase in accuracy as the number of features
varies from 10 to 22, and it remains almost constant at a
maximum accuracy of 92% when k=27. After that, the accu-
racy decreases and remains almost constant. It is noteworthy
that there is no significant difference in accuracy before and
after applying the chi-square feature selection on K-Nearest
Neighbors, despite variations in the accuracy.

In the case of Naive Bayes, there is a spike in accuracy at
k=14, followed by a decrease until k=41. It is also evident that
there is a significant increase in accuracy after applying the
chi-square feature selection. Before applying the chi-square
test, the accuracy was 79%, but after selecting 14 features
using the feature selection, the accuracy increased to 85%.
Results with other machine learning models applied on the
Chi-Square test are shown in Table III.

To summarize, the results suggest that while the chi-
square feature selection method can improve accuracy in some
models, it may not be significant in others. Additionally, the
number of features selected can also have an impact on the
accuracy of the models.

V. CONCLUSION AND FUTURE WORK

In conclusion, this study explored the impact of three differ-
ent feature selection algorithms, ANOVA, mutual information,
and linear regression, on the accuracy of five classification
models: Logistic Regression, Decision Trees, Random Forests,
K-Nearest Neighbors, and Naive Bayes. The results of the
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TABLE III
VARIATION OF ACCURACY OF DIFFERENT MODELS BEFORE AND AFTER

FEATURE SELECTION USING CHI SQUARE

Models Before Chi
Square

After Chi
Square

Logistic Regression 89.95 89.58 (k = 40)
Decision Tree 93.74 93.91 (k = 32)
Naive Bayes 79.91 85.49 (k = 14)
K-Nearest Neighbors 91.68 92.03 (k = 27)
Random Forest 95.16 95.21 (k = 40)

Fig. 3. Variation of accuracy of different models with number of features
using Chi Square

experiments indicate that feature selection can have a sig-
nificant impact on the performance of classification models,
and the choice of feature selection algorithm can affect the
performance of different models differently.

ANOVA was found to improve the performance of Naive
Bayes while having little impact on the other models. Mutual
information improved the performance of Naive Bayes and
led to continuous improvement in the accuracy of logistic
regression, decision trees, and random forest. However, mutual
information had a dip in the accuracy of K-nearest neighbors
at 15 features, after which accuracy improved steadily. Chi-
square had a mixed effect on the models, with significant
improvement in Naive Bayes and little impact on the other
models.

Overall, the results suggest that feature selection can be used
to improve the performance of classification models, and the
choice of feature selection algorithm should be tailored to the
specific problem and the models being used. Future work can
explore the impact of other feature selection algorithms and
combinations of algorithms on a wider range of classification
models. Additionally, the study only considered a limited
set of feature selection algorithms and models, and further
investigation may be needed to determine the most effective
approach for a particular problem. Finally, more research
can be done to explore the impact of feature selection on

other types of machine-learning tasks, such as regression or
clustering.
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Abstract
Geopolymer concrete (GPC) is an eco-friendly, sustainable, cementless and green concrete. It could be an alternative to
the conventional concrete. In alkaline circumstances, the alumina and silica concentration in geopolymer concrete cre-
ates the geopolymer bond, while regular concrete creates C-S-H (calcium silicate hydrate bond). The final result of the
geopolymer bond does not include any water. At elevated temperatures, geopolymer concrete would thus be more sta-
ble. Due to its greater strength and durability quality, geopolymer concrete may be the ideal replacement for ordinary
portland cement (OPC) concrete. This research intends to examine how specimens of geopolymer concrete and regular
concrete respond to exposure to increased temperatures between 100�C and 800�C. Mass loss, ultrasonic pulse velo-
city, compressive strength, X-ray diffraction, thermogravimetric analysis and derivative thermogravimetric analysis were
all examined throughout the experimental examination. Both concrete specimens lose mass or weight as the exposure
temperature rises; OPC concrete samples spalls at 600�C, while GPC sample fail at 800�C. GPC specimens lose around
12% of their original mass after being exposed to temperatures of 800�C, while OPC specimens lose about 7%. The
GPC specimens maintained 60% of their initial compressive strength after being exposed to a temperature of 700�C,
but the OPC concrete specimens only kept 52%. With each increase in exposure to extreme temperatures, the peaks
of quartz and cristobalite are lowered. Only the form or structure of the mineral oxide would change; the chemical lin-
kages would remain. The GPC samples subjected to temperatures of 100�C exhibit effective thermal stability than all
other specimens exposed to extreme temperatures. As the exposure temperature rises, the GPC specimens become
more thermally stable. According to the experimental findings, the GPC specimens’ bonding structure makes them more
resistant to high temperatures than regular concrete specimens. Micropores are present in the voids of the geopolymer
matrix, while mesopores and micropores are present in the voids of the OPC matrix. While OPC bonding is C-S-H
formed by the hydration of lime and silica contained in the cement, the geopolymer bonding did not include the water
content in the final or end result of geopolymerisation for strengthening.
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Introduction

Geopolymer concrete would be an example of sustain-
able construction. Concrete is a primary building mate-

rial around the globe for many decades, in which OPC
works as a binder material in the mix. High energy uti-

lises production of Portland cement and causes signifi-
cant carbon dioxide emissions due to burning large

quantities of fuel and calcareous breakdown. The car-
bon dioxide emission during the production of cement
contributes around 8% of total carbon dioxide emis-

sions.1 In future years, the carbon emissions increase
due to the increment in the demand for concrete. So,

GPC could be an alternative to conventional concrete
because it utilises pozzolans like GGBFS, flyash, cal-

cined clay, rice husk ash, etc. as a binding material for
the replacement of cement.2,3 Geopolymer is a name of

the chemical bond which were initially developed by
Prof. Davidovits in 1991. This novel bond is a three-

dimensional (3D) inorganic polymeric matter produced
using an alkaline solution including sodium silicate and

sodium hydroxide that reacts with any substance rich in
silica and alumina.4–8 GPC is an environment-friendly
inorganic polymers that are produced by the synthesis

action of aluminosilicate sources in alkaline and hydro-
thermal conditions.9 In contrast to Portland cement,

geopolymer concrete’s manufacturing cuts energy and
produces less greenhouse gases because it utilises indus-

trial waste and by-products as binding.10 As an engi-
neering binder material, geopolymers may also be used

to create geopolymer mortars and concrete.11–14

Due to its extensive spectrum of chemical compo-
nents and reactions, geopolymer concrete exhibits sev-
eral characteristics that are common to concrete.15–17

Geopolymer concrete has a growing concern in many
areas as an alternative construction material to ordinary
concrete in the context of environmental preservation
and sustainable development.18,19 Fly ash and slag are
the key raw materials used in the production of geopo-
lymers. In recent years, there has been a lot of interest
in the properties of geopolymer paste formed from blast
furnace slag or fly ash.20–31 Currently, there is less
research publication on the high-temperature perfor-
mance of geopolymer concrete. Concrete buildings
should be resistant to high-temperature impacts due to
natural or human-related incidents over their service
lifetime. The increase in temperature leads to a sequence

of physicochemical changes that are not reversible,
resulting in many internal defects like cracks and
pores.32 These defects might lead to concrete degrada-
tion and cause local damage or collapse in the structure.
The characteristics and kind of binder vary between the
GPC and OPC concrete. Calcium silicate hydrates are
formed via the hydration processes of calcium oxide
and silicon dioxide in the OPC binder. Furthermore,
the GPC binder is made by alkali activating aluminosili-
cate raw materials, then polymerised in a high pH envi-
ronment and hydrothermal circumstances at fairly low
temperatures to produce the reaction result. This
chemical structure gives GPC materials advantages over
their OPC concrete. It also improved the strength
performance against exposure to high temperatures.33

Previous research on the thermal characteristics of
flyash geopolymers found that these materials had little
thermal shrinkage and maintained their strength after
being exposed to high temperatures.34–37 The flexibility
of geopolymer mortars after 800�C exposure has a
significant influence on their residual strength.38

Alkali-activated metakaolin with Na2SiO3 and NaOH
solutions creates a lightweight geopolymer mortar that
can unite broken shale, haydite sand and withstand
fire.39 After being exposed to a high temperature of
950�C for 30min, the lightweight geopolymer mortars
that had been cured at 20�C for 28 days indicated a
strength loss of up to 63% of their original strength.40

It offers a scientific basis for the destruction or
remediation of fireproof structures made with geopoly-
mer concrete and helps to generalise the use of geopoly-
mer concrete.41–45 The non-destructive identification
and deterioration of fire-damaged buildings are always
utilised for ultrasonic testing.46 Geopolymers are highly
fire-resistant due to their inorganic structure, and they
have exceptional thermal resistance with little gel struc-
ture deterioration identification up to 700�C–800�C.
Therefore, the GPC may be a replacement for OPC
concrete in the building of high-risk infrastructures. It
is important to realise that geopolymeric materials
change their compressive strength after heat expo-
sure.47,48 Gel structures analyse the GPC’s pore struc-
ture network, which manages moisture at high
temperatures with lesser porosity, improving fire resis-
tance by releasing trapped water vapour.49,50 Particle
size distribution, fly ash content, the kind of alkaline
solution used and the exposure temperature are all
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factors that may affect the reaction rate, chemical com-
position and microstructure of a GPC that is based on
fly ash.51–59 The GPC’s main reaction is an alkaline
silicon tetrahedron alloy arranged into three dimen-
sions.60–64 Recent study has concentrated on the fol-
lowing topics: (1) A study of the mechanical properties
of geopolymers at high temperatures, (2) investigating
the effectiveness of different FA-based geopolymer and
geopolymer composite types, as well as their perfor-
mance at elevated temperatures and (3) researching the
details of the unique behaviours of GPC and OPC con-
crete in fires.38,55,65–67

The geopolymer mortar gains or loses strength after
being exposed to high temperatures.68 After conducting
the experiments, the authors concluded that sintering or
additional geopolymerisation at a higher temperature
has the impact of increasing strength, and the second is
thermal incompatibility damage.9,69 The smaller degree
of damage was shown, the greater the frequency of
retention components. The small frequency components
would otherwise prevail over the observed frequency
range.70,71 Therefore, by modifying the recorded ultra-
sonic signals in the frequency area, you may indirectly
demonstrate high-temperature damage to concrete.72,73

Research significance

This study is to determine the thermal stability of GPC
and ordinary concrete to elevated temperatures and
validate them with predict models by other authors and
code. Firstly, cast the GPC and ordinary concrete cube
samples and check the compressive strength UPV of
that. Both concrete samples were kept in the muffle fur-
nace for 2 h from 100�C to 800�C and found that the
ordinary concrete samples fail at 600�C, whereas the
GPC samples fail at 800�C. Continuously, check the
mass loss, UPV and compressive strength after the
exposed temperature. After the destructive test, matrix
powers were extracted from the samples and checked
the microstructure analysis by the XRD and TGA tests.
Validate the results of the test with the model equation
givens by the various authors. After the study, it could
be concluded that the GPC is highly stable than ordi-
nary concrete.

Experimental programme

The experimental programme includes the properties of
the materials, mixing, casting, curing and test setups.

Materials

Cement, fine aggregates, coarse aggregates, binding
materials (Sodium silicate and sodium hydroxide),
water and superplasticiser are all included in the mate-
rials section. The materials used to create the OPC

concrete and GPC specimens for the experimental anal-
ysis are introduced in the next paragraph.

To determine the properties preliminary tests were
performed on material samples at the DTU Concrete
Laboratory, Civil Engineering Department. The materi-
als were subjected to SEM and EDS testing at Jamia
Millia Islamia’s nanotechnology lab, while the XRD
test was performed at DTU, Delhi. JK Cement OPC 43
grade was purchased from the market and its qualities
were tested in accordance with Indian standards.74 All
basic properties of cement are checked in the laboratory
for quality check as per the Indian standard. Flyash
were collected from the thermal power plant because it
is a solid waste of the thermal power industry.

During the experimental study, the GPC mix design
includes class c flyash. In Figure 1(b), the SEM image
of flyash reveals the spherical and porous character of
the particles. Figure 1(a) shows fly ash amorphous
character. Table 1 lists the chemical components identi-
fied in the flyash by XRF analysis. The elemental com-
position of flyash was determined by the Jamia Millia
Islamia Nanotechnology Laboratory in New Delhi,
India, as seen in Figure 1(d). Slag is the waste material
found in iron ore and steel ore after the steel industry’s
rubbish has been removed. In a steel manufacturing
facility, molten iron steel is used to remove slag. The
GGBFS composition also comprises silica and alumina
in substantial amounts. GGBFS was brought in from
the Bhilai steel factory in order to test and create GPC
mix specimens. On exhibit in Table 2 is the mineral oxi-
des of GGBFS, and on display in Figure 1(a) is the
GGBFS XRD graph, which illustrates the amorphous
nature of samples. SEM image of the GGBFS sample
is shown in Figure 1(c), which illustrates the irregular
shape of the particles at 2microns, and Figure 1(e)
depicts the EDS graph, which illustrates the compo-
nents in the samples. Figure 2 depicts the flyash and
GGBFS gradation curve.

In order to get the pozzolanic materials ready for
the geopolymerisation process, an alkaline solution is
applied to them, which produces a geopolymer link.
Prior to mixing and casting, an alkaline solution must
be produced (20–24h). The ratio of sodium hydroxide
to sodium silicate solution was exact. Fisher Scientific
chemicals Pvt. Ltd. supplied samples of sodium hydro-
xide flakes, while CDH Pvt. Ltd. supplied sodium sili-
cate. The mix design sample of sodium hydroxide
flakes is shown in Figure 3(a), whereas the sodium sili-
cate sample is illustrated in Figure 3(b).

The aggregate acts as the skeleton of the concrete,
comprising up to 85% of its overall volume. Coarse and
fine aggregates are the most common kinds of aggre-
gates used in the concrete mix. The design mix contained
two sizes of coarse aggregates: 10 and 20mm. As fine
aggregates in the mix design, crushed stone or stone dust
were used. Prior to incorporating the aggregate into the
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mix design, its quality was evaluated in accordance with
Indian standards, which included a check of its grading,
fineness modulus, size, water absorption, specific gravity,
silt content, soundness, crushing, impact, abrasion value,
flakiness and elongation index. Figure 3(d) provides an

illustration of the use of stone dust in the blended design.
The sand quality was identified in the laboratory test for

Figure 1. (a) Graph of XRD, (b) flyash SEM image, (c) GGBFS SEM image, (d) flyash EDS graph and (e) GGBFS EDS graph.

Table 1. GGBFS and flyash mineral oxides.

Mineral oxides GGBFS (%) Flyash (%)

SiO2 34.52 45.8
Al2O3 20.66 21.4
CaO 32.43 13.7
Fe2O3 0.57 12.6
MgO 10.09 1.3
SO3 0.77 1.9
LOI 0.3 0.1

Table 2. Mix designs.

Constituents OPC concrete mix
content (kg/m3)

GPC mix
content (kg/m3)

OPC 370 00
Flyash 00 303.75
GGBFS 00 101.25
NaOH 00 40.5
Na2SiO3 00 101.25
Fine aggregate 683 683
Coarse aggregate 1289 1269
Water 148 40.5
Superplasticiser 3.7 4.05
Total 2493.7 2543.7
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concrete. The coarse and fine aggregate gradation curves
are shown in Figure 4, which demonstrates that both
aggregates are properly graded.

All concrete compositions included local raw materi-
als and resources. The fraction of aggregates in the
sample was used to determine the particle sizes, and the
fineness modulus of the coarse aggregate was computed.
Figure 3(e) illustrates samples of coarse aggregate. Sieve
examination reveals that the fineness modulus of the
coarse aggregate is 7.29, as indicated by the sample. In

the hybrid design, the SNF-based superplasticizer SP
Conplast 430 was used. The superplasticizer enhances
the workability of concrete mix by reducing the amount
of water while simultaneously improving its strength.
Figure 3(c) depicts the superplasticizer used during the
testing.

Mixing, casting and curing

Both GPC and OPC concrete were mixed for 2–5min
in the pan mixture before being poured into 150mm
3 150mm 3 150mm cube moulds. The GPC alkaline
solution was made before 20 h of mixing, while OPC
concrete components are used directly without any pre-
paration. Both samples were cast in similar moulds,
however, the conventional concrete specimens were
cured in a water tank, while the GPC specimens were
cured in an oven for 24 h at 600�C. Table 2 displays the
total amount of GPC and OPC concrete used to create
specimens for testing.

Test setups

Initial samples consisted of cube-shaped concrete mix
design specimens and tests for compressive strength,
density or mass, as well as UPVT for future reference.
The specimens of reinforced concrete were placed in the
muffle furnace to expose them to increased tempera-
tures, and the impact of elevated temperatures on the

Figure 2. GGBFS and flyash cumulative particle size.

Figure 3. Picture of raw GPC materials: (a) Sodium Hydroxide, (b) Sodium Silicate, (c) Superplasticiser, (d) Stone Dust and
(e) Coarse Aggregates.
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specimens’ compressive strength, mass loss and UPV
was evaluated. The GPC matrix was also subjected to
microstructural investigation, which included XRD and
TGA testing.

Both cubes of concrete were subjected to severe tem-
peratures between 100�C and 800�C. The cube samples
were heated for 2 h in the muffle furnace at a predeter-
mined temperature, with the temperature rising from
room temperature to a certain raised temperature at a
rate of 10�C/minand cooling randomly to the ambient
temperature of the surrounding environment. Figure
5(a) shows the variation of temperature exposure on
concrete samples, whereas Figure 5(b) depicts the muf-
fle furnace used in this examination at raised tempera-
tures. After being exposed to high temperatures and
allowed to cool, the specimens were determined for
strength weight loss.

The XRD and thermogravimetric examinations pro-
vided the microstructural analysis of the GPC samples.

The XRD test revealed the intensity of mineral oxides
in the GPC sample.75 The TGA study revealed that the
samples had their thermal stability up to 850�C. The
sample could be weighed sequentially at different
temperature stages while the temperature increases by
10�C/min.76

Results and discussion

In the cube moulds, samples of both GPC and normal
concrete were cast. Before the compressive strength
test, density and UPVT were measured 28days after
the casting of the specimen and before its compression.
Figure 6(a) illustrates the relationship between com-
pressive strength and concrete age for both concrete
samples. The compressive strength of the GPC and
standard concrete specimens at 28 days is 35 and
36.3MPa, respectively. In 28-day tests, the density and
UPVs of the GPC specimen are 2476 kg/m3 and
4492m/s, while the corresponding values for conven-
tional concrete are 2490 kg/m3, and 4520m/s. The fluc-
tuations of the UPV of both concrete specimens are
illustrated in Figure 6(b), which demonstrates that the
UPV of OPC concrete is larger than that of GPC con-
crete at all ages except the 3-day test.

Effect of elevated temperature

Muffle furnace was used for concrete sample tempera-
ture exposure, which allowed for total control over the
temperature’s stability as well as the pace at which the
temperature increased during time. GPC and OPC con-
crete samples were put into the muffle furnace for a
period of 2 h at a precise controlled elevated tempera-
ture that ranged from 100�C to 800�C, with a rate of
temperature rise of 10�C/min. After being subjected to
high temperatures, the specimens were investigated in

Figure 4. Aggregates gradation curve.

Figure 5. (a) Picture of the heating process and (b) picture of muffle furnace.
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terms of the amount of mass lost, the UPV and the
compressive strength.

Mass loss. The OPC concrete specimens fail at a tem-
perature of 600�C, while the GPC specimens fail at a
temperature of roughly 800�C. Both concrete mix speci-
mens weight reduces as the exposure temperature rises.
After being subjected to increased temperatures from
100�C to 800�C by interval of 100�C, the density varia-
tion of both concrete concrete mix samples is depicted
in Figure 7(a). Both concrete samples mass loss varies
as per exposed temperature ranging from 100�C to
800�C is depicted in Figure 7(b). In contrast to OPC
concrete samples, which fail at 600�C, this figure shows
that both concrete mix mass loss which is rise with the
exposed temperature. The OPC concrete specimens can
withstand elevated temperatures up to 800�C. After
being heated to 800�C, GPC specimens lose around
12% of their initial weight, while an OPC concrete sam-
ple will fail at 600�C and will demonstrate a mass loss
of 7% after exposure to 500�C. It has been determined
that GPC specimens are less likely to degrade when
exposed to high temperatures.

The high-temperature hits cause a large amount of
damage to the geopolymer’s solid matrix, and the
increasing temperatures fasten the development of
cracks and loss their strength, both of which eventually
result in the formation of voids in the matrix. When the
temperature increases, a process known as dehydration
starts. During this process, moisture flows on the sur-
face of the specimens and then exits. This results in inte-
rior destruction due to the microstructure of samples as
well as a loss of weight in the geopolymer matrix.
During the early stages of heating, the geopolymer sam-
ple experiences a rapid loss in weight owing to the pres-
ence of free water and structured water.

Ultrasonic pulse velocity test (UPVT). The UPVT is a
method for determining the quality of materials that
does not involve any damaging processes. It does this
by using ultrasonic pulse waves. Figure 7(c) is a graph
that shows the variation of UPV of both concrete mix
samples with exposed temperature. This graph demon-
strates that the GPC specimens UPV first rises up to a
temperature of 200�C, whereas the UPV of OPC con-
crete samples initially increases up to a temperature of
100�C when subjected to the same temperature.
Following this point, the UPV of both concrete speci-
mens will continue to decrease with each succeeding
increase in the exposure temperature. The UPVs of the
GPC specimens are noticeably lower than those of the
normal concrete specimens during the first exposure to
100�C, although they attain high values. The examples
of OPC concrete failed at 600�C, but the GPC samples
were failed at a temperature of 800�C.

Both the sample’s porous structure and the amount
of water that evaporates from the matrix rise as the
exposed temperature increased. As a consequence of
the loss of mass, there are now more voids. As a direct
consequence of their being more vacancies, the ultraso-
nic pulse velocity would be decreased. In addition, the
production of microfractures was hastened by an
increase in temperature, which resulted in a decrease in
the density of the composites. The time it takes for
ultrasonic velocity waves to propagate has been length-
ened, which has led to decreased UPV levels. The melt-
ing point of GPC fibre matrix and the formation of
tiny channels both occurred above a temperature of
300�C, which contributed to the discovery of lower
UPV values.

Compressive strength. The specimens were exposed to
100�C, 200�C, 300�C, 400�C, 500�C, 600�C, 700�C and

Figure 6. (a) Graph of compressive strength and (b) graph of UPV variation of both concrete.
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800�C, and the compressive strength of OPC concrete
and GPC were determined after exposure. Figure 7(d)
illustrates the variability in compressive strength that
occurred in each of the concrete specimens after being
subjected to higher temperatures. At a temperature of
100�C, the compressive strength of OPC concrete
samples are higher than the GPC samples, but after

reaching that temperature, it begins to drop. The GPC
samples were strengthened up to 200�C temperature
exosure, but beyond that point, they begin to disinte-
grate continuously. The fluctuation in the residual
strength of both concrete mix samples that were
exposed to higher temperatures is shown graphically in
Figure 7(e)’s graph. The GPC specimens and the

Figure 7. (a) Graph of density variation, (b) graph of mass loss variation, (c) graph of UPV variation, (d) graph of compressive
strength variation and (e) graph of residual compressive strength variation with the temperature.
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normal concrete specimens both failed when exposed
to temperatures of 600�C and 800�C, respectively.
After being subjected to a temperature of 700�C, the
GPC specimens maintained their initial compressive
strength of 60%, while the OPC concrete samples were
maintained their compressive strength of 52% after
being subjected to a temperature of 500�C. In light of
this, GPC samples are superior than regular concrete
specimens in terms of their resistance to high
temperatures.

Due to water evaporation and dehydration of the
geopolymer matrix, melting of the bonding between the
matrices, and thermal exposure in response to free
water evaporation, the strength of the geopolymer
matrix was drastically reduced between 600�C and
900�C. The strength of mortar and matrix are higher
than the GPC made with lightweight particles
(LWAGC). The porous structure of LWA concrete
mix matrix would initiate to weaken the strength of the
samples, it was expected that the strength of LWA con-
crete would be substantially lower than geopolymer
paste and mortar. This was the case because LWA has
a lower strength. Due to high temperature exposure,
the geopolymer mortar sample saw a greater decrease
in its flexural strength than in its compressive strength.
At elevated temperatures, the flexural strength was
more vulnerable to the formation of microstructural
defects, such as the propagation of fractures and the
formation of porous structures.77–82 Losses in compres-
sive strength are varied from 31% to 85% in fibreless
geopolymer specimens, but losses in polypropylene
fibrous geopolymer specimens from 32% to 86%. This
rate has risen considerably in comparison to samples
lacking fibres. Losses in flexural strength in fibreless

geopolymer samples were between 49% and 84%, but
the rate of flexural strength losses in polypropylene
fibrous samples was lower, ranging from 43.91% to
84.60%. Both flexural strength and toughness may be
significantly improved by including fibres into cement
or geopolymer mortar. It has been established that the
addition of polymer fibres to a geopolymer composite
may significantly increase both the strength and tough-
ness of the composite.83–86 Various polymer fibres are
common kinds of materials that are used to reinforce
the geopolymer matrix.

Visual inspection. Concrete cubes that were heated in a
muffle furnace for 2 h at a higher temperature were sub-
jected to a visual evaluation to determine the outcome
of the experiment. The cube GPC specimens are shown
in Figure 8 after being subjected to elevated tempera-
tures ranging from 100�C to 800�C. This demonstrates
that the GPC specimens fail at temperatures higher
than 800�C.87–91 Figure 9 shows the geopolymer matrix
powder after being subjected to exposed elevated tem-
peratures. This illustration demonstrates that the geo-
polymer matrix becomes darker after being subjected
to higher exposure temperatures. As a result of the eva-
poration of hygroscopic water contained in the GPC
matrix, cracks appear when the exposure temperature
is raised over a certain point.

Microstructural analysis

The XRD and TGA-DTG analyses were tested on the
GPC sample after elevated temperatures for microstruc-
tural analysis.

Figure 8. Picture of high temperature exposed cubes: (a) 100�C, (b) 200�C, (c) 300�C, (d) 400�C, (e) 500�C, (f) 600�C, (g) 700�C
and (h) 800�C.
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XRD analysis. The XRD analysis checks the intensity of
mineral oxides in the sample as per ASTM C1365–18.
It shows the crystalline behaviour of the mineral parti-
cles present in the sample. The XRD tests were con-
ducted after elevated exposure of the GPC samples
from 100�C to 800�C. Figure 10(a) shows the XRD
graphs of the GPC specimens, which show that the
quartz and cristobalite peaks are reduced with the
increment of elevated temperature exposure. The
quartz and cristobalite are silica content, but changes
in their shapes, where quartz is hexagonal and cristoba-
lite is tetragonal in shape. The other components show
a negligible presence in the crystalline peaks. Most
silica contents are present in the GPC paste matrix,
which shows the higher thermal stability of the GPC
samples to elevated temperatures. The XRD graph
shows the mostly amorphous nature of the geopolymer
paste. After the XRD analysis, it could be concluded
that the GPC matrix is highly stable to the elevated. It
would change the mineral oxide’s shape or structure
only but not the chemical bonds. The geopolymer
bonds are highly stable up to 800�C.92–97

Because of all of these reasons, the number of pores
in synthetic geopolymers was significantly reduced. The
acceleration of pore volume reduction and water loss in
the geopolymer as a result of evaporation and dihy-
droxylation that occurs during a thermal assault can
lead to the formation of structural faults or the expan-
sion of existing faults. These processes can also contrib-
ute to the loss of strength that occurs after a thermal
assault. Additionally, the production of new crystal
phases as a consequence of uncontrolled diffusion is
the reason of the observed loss in sample strength.
These new crystal phases produced the observed loss in
sample strength. In spite of this, as shown by XRD, the

fundamental structure of traditional metakaolin-based
geopolymers was preserved, and the geopolymer mate-
rials revealed reduced microstructural degeneration at
increasing temperatures, which resulted in less strength
loss.

Thermogravimetric analysis. The TGA test is used to find
the stability of samples to elevated temperatures. It
works based on the weight of the sample continuously
with an increment of the temperature at the rate of
10�C/min. Figure 10(b) shows the TGA (thermogravi-
metric analysis) graph of the GPC samples exposed to
elevated temperatures. The GPC samples were exposed
to elevated temperatures from 100�C to 800�C at inter-
vals of 100�C for 1 h. The 100�C exposed GPC samples
show less thermal stability than all other elevated tem-
perature exposed specimens. The thermal stability of
the GPC specimens increases with the elevated tempera-
ture. The GPC specimens exposed to the elevated didn’t
show linear behaviour; they varied randomly. The
100�C exposed specimens show a mass loss of around
10%–11%, whereas, after 600�C, exposed specimens
show a negligible mass loss of around 1%–2%. After
the experimental analysis, it could be concluded that
the GPC matrix is highly stable up to 800�C because it
retains more than 90% mass up to 800�C.

The weight loss of GPC samples in the TGA test due
to the evaporation of water absorbed water in the
matrix from 25�C to 225�C.98 This could be due to the
nano clay filling the space and resulting in denser
matrices. The physical free water would evaporate
between 225�C and 525�C, the rate of evaporation or
water loss would be slow for all specimens. It is possible
that the de-hydroxylation of the silicon hydroxyl group
is to blame for the constant weight loss of the silicon
oxygen group as well as the water that has evaporated.
The inadequate weight reduction that occurred between
500�C and 700�C was caused by the excessive amount
of coal and fly ash that was burned.99–101 This may be
seen in DTG curves over 600�C, when a little bump
indicates a slight change in weight loss.102,103

The DTG analysis shows the regularity or linearity
of the stability of the material against the temperature
elevation. It clearly shows the negative or positive loss
of the sample’s mass. Figure 10(c) shows the DTG
graph of the GPC samples that were exposed to various
elevated temperatures. All GPC samples after the ele-
vated temperature exposure show a similar pattern.
The graph shows that the initiative goes positive and
after going negative side randomly, describes its gain
initially and loss mass randomly after gaining. The
mass loss rate increases up to around 160�C–180�C,
and the mass-loss rate decreases continuously in all
types of specimens.

Figure 9. Powder geopolymer matrix picture after elevated
temperature exposure from 100�C to 800�C.
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Validation of experimental values with the proposed
model

A model was developed to calculate the compressive
strength variation with exposure to fire or elevated tem-
peratures for the OPC concrete specimens.104 Equation
(1) shows the effect of fire temperature exposure on
concrete specimens in terms of strength.

fCT = fC 3 1 � 0:001 3 Tð Þ, Tł 5000C ð1aÞ

fCT = fC 3 1:375� 0:00175 3 Tð Þ, 5000CłTł7000C

ð1bÞ

fCT = 0, T.7000C ð1cÞ

Eurocode recommended equation (2) for demonstrating
the effect of fire on reinforced concrete members.105

Equations (2a)–(2c) describes the correlation between
compressive strength and elevated temperature variation.

fCT = fC, Tł 1000C ð2aÞ

fCT = fC 3 1:067 � 0:00067 3 Tð Þ ø 0,

1000CłTł 4000C
ð2bÞ

fCT = fC 3 1:44 � 0:0016 3 Tð Þ ø 0, Tø 4000C

ð2cÞ

Equation (3) was developed for reinforced concrete
elements exposed to elevated temperatures,106 and it
was also considered by Zha (2003)107 to create a
nonlinear finite element programme to calculate the
resistivity of the concrete element against elevated
temperatures.

fCT = fC 3 2:011 � 2:353 3
T� 20

1000

� �
ł fC

ð3Þ

Figure 10. (a) XRD graph after elevated temperature, (b) thermogravimetric analysis graph of the GPC and (c) DTG graph
of the GPC.
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A correlation was developed in terms of equation (4)
between stress-strain constitutive equations at higher
temperatures.108

fCT=fC3

0:001653
T

100

� �3

�0:033
T

100

� �2

+0:0253
T

100

� �
+1:002

 !
4ð Þ

where fCT is the residual compressive strength at T
temperature in MPa, fC are the characteristics of the
compressive strength of concrete in MPa and T is the
temperature in �C.

Table 3 shows the comparison between equations
(1)–(4) and the experimental results. It describes the
effects of elevated temperatures on both types of con-
crete tested in the laboratory and discusses the equa-
tions given by various codes or authors. This table
describes the strength values as per the author’s and
euro code equations and validates them with the value
of the experimental results. Conventional concrete sam-
ple degradation is somehow similar to the author’s
model equation, but the GPC results didn’t match the
given models.

Conclusion

In the experimental investigation in the laboratory, the
GPC and OPC concrete samples were exhibited at ele-
vated temperatures to analyse the mass loss and
strength loss of the specimens. In microstructural anal-
ysis, check the XRD, TGA and DTG of the exposed
GPC specimens. Based on the experimental investiga-
tion, the following conclusion is reached:

� The fact that the weight loss of both concrete
samples increased after being subjected to a vari-
ety of elevated temperatures ranging from 100�C
to 800�C reveals that the mass loss of both
concrete samples increases as the temperatures

climbs. The OPC concrete specimens collapse at
a temperature of 600�C, whereas the GPC speci-
mens collapse after being exposed to a tempera-
ture of 800�C in a muffle furnace for a period of
2 h. In the case of GPC specimens, the mass loss
before failure was around 12% of the total, but
in the case of standard concrete samples, the
mass loss before failure was approximately 7%.
It may be deduced from this that the GPC sam-
ples are less prone to deformation at higher tem-
peratures. After being subjected to a temperature
of 700�C, the GPC samples were maintained
60% of their strength, whereas the OPC concrete
specimens kept 52% of their compressive
strength after being subjected to a temperature
of 500�C. As a direct consequence of this, GPC
specimens demonstrate a higher level of toler-
ance to high temperatures.

� The peaks of quartz and cristobalite are reduced
with the increment of elevated temperature
exposure. The quartz and cristobalite are silica
content, but changes in their shapes, where
quartz is hexagonal and cristobalite is tetragonal
in shape. The other components show a negligi-
ble presence in the crystalline peaks. Most silica
contents are present in the GPC paste matrix,
which shows the higher thermal stability of the
GPC samples to elevated temperatures. The
100�C exposed GPC samples show less thermal
stability than all other elevated temperature
exposed specimens. The thermal stability of the
GPC specimens increases with the elevated tem-
perature. Geopolymer bonds did not need water
in the end product of the reaction or geopoly-
merisation to develop hardening. The GPC spe-
cimens are higher stable to thermal attack than
the ordinary concrete due to the presence of
maximum micropores in the geopolymer matrix,
whereas the OPC matrix has mesopores at a
large amount.

Table 3. Comparisons of experimental values with the proposed model of compressive strength.

Temp. �C f C (MPa) Predicted values (MPa) Experimental values (MPa)

Lin et al.104 Eurocode Han et al.106 Li and Purkiss108 GPC OPC concrete

Ambient 35 35 35 35 35 35 38.3
100 35 31.5 35 35 34.95 36.75 38.7
200 35 28 32.655 35 33.08 38.5 37.45
300 35 24.5 30.31 35 29.80 34.65 34.1
400 35 21 27.965 35 25.47 33.25 26.5
500 35 17.5 22.4 30.85 20.41 28.35 21.9
600 35 11.375 16.8 22.62 14.99 25.9 Fail
700 35 5.25 11.2 14.38 9.55 21 –
800 35 0 5.6 6.15 4.44 Fail –
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Abstract: The theoretical modelling of electrostatic lower hybrid waves (LHWs) is investigated using a kinetic treatment

involving an electron beam. This electron beam propagates through a magnetized dusty plasma cylinder that consists of

dust grains, electrons, and positively charged potassium ions (K ?). The excitation of LHWs via Cerenkov interaction

using an analytical model is driven to instability. In order to explain how a population of charged dust particles affects the

LHWs growth rate in a plasma that has been stimulated by an electron beam, a dispersion relation has been developed. The

dust grain particles impact has been discussed on the growth rate of LHWs, and it was discovered that with the rise in

relative density of dust grains, the growth rate of LHWs augments. Also, the growth rate of the unstable mode decreases

with the frequency of the lower hybrid wave. Furthermore, the critical drift velocity for excitation of the mode is derived,

and it was observed that it decreases as the relative density of negatively charged dust grains augments. The current study’s

findings align with the existing experimental observations.

Keywords: Dusty plasma; Lower hybrid wave; Electron beam; Kinetic treatment

1. Introduction

In the captivating realm of beam plasma systems [1, 2], a

multitude of waves and instabilities exist such as upper

hybrid waves [3], ion–cyclotron waves [4], and two-stream

instabilities [5] but amongst them, the lower hybrid waves

(LHWs) [6] are one of the most prevalent waves. For the

last several years, there has been a significant surge of

interest in studying quasi-static LHWs. The linear theory of

excitation of electrostatic LHWs without charged dust

grains by electron beams in plasma has been studied by

Papadopoulos and Palmadesso [7]. Lower hybrid waves are

electrostatic low-frequency plasma waves due to the lon-

gitudinal oscillation of ions in a magnetized plasma. LHWs

have been observed in a few experimental and theoretical

studies [8–15] by utilizing an ion and a beam of electrons.

Thus, these waves are valuable in plasma warming devices

to a high degree. Chang [9] had experimentally observed

that the maximum growth rate of LHWs was achieved

when the phase velocity, together with the magnetic field,

was practically identical to the thermal velocity of the

electrons. Prakash et al. [10] studied LHWs driven by an

electron beam in dusty plasma using the fluid treatment and

examined the reliance of the growth rate on the beam

velocity. Sharma et al. [11] demonstrated the LHWs

excitation in a negative ion plasma via gyrating ion beam.

They observed that the growth rate of negative and positive

ion modes, i.e. unstable modes, augments with the relative

density ratio of negative ions.

The dust grain charge fluctuations have a significant

impact on the growth and damping of the wave [16–18].

Lately, extensive work has been done regarding waves and

gained a lot of enthusiasm for different waves and insta-

bilities in dusty plasma [19]. A few wave modes have been

considered tentatively and analytically, starting with the

Bliokh and Yarashenko [20] work by handling waves in

Saturn’s rings in dusty plasma. Seiler and Yamada [21]

have studied the lower hybrid wave instability in a linear

Princeton Q-1 device by a spiralling ion beam and reported

the results. Barkan et al. [22] have proclaimed exploratory

outcomes in a dusty plasma on the current-driven electro-

static ion cyclotron (EIC) instability. They reported that the

growth rate of the instability was improved in the presence
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of negatively charged dust grains. Song et al. [23] studied

the current-driven EIC instability in negative ion plasmas

and found that for the excitation of the wave in a Q-ma-

chine, with the increase in the ratio of negative-to-positive

ion density, the critical drift velocity of the electron

decreased. The instability growth rate augments with the

beam density, as observed by Gupta et al. [24].

Dust grains can acquire charge through various methods,

such as energetic ion sputtering, plasma currents, photo-

electric effects, auxiliary electron outflow, and other

techniques commonly employed in laboratory settings [25].

They are often negatively charged; however, the smaller

grains might be positively charged. The presence of

charged dust grains in close proximity significantly impacts

the properties of the surrounding plasma. D’ Angelo [26]

investigated the dispersion relation for inhomogeneous

dusty plasma immersed in a uniform and steady magnetic

field for low-frequency electrostatic waves. Within sight of

charged dust grains that are negative, D’ Angelo found that

the frequency modes increase in a definite proportion to the

density ratio of negatively and positively charged ions. The

principal distinction of multi-component plasmas from

dusty plasmas is that the charges in the dust are not settled

but rather preferably controlled by the parameters of

plasma in their environment. Here, this impact is consid-

ered to define the general active approach [27] for all types

of dusty plasma. Chow and Rosenberg [28] observed that

the critical drift velocity is reduced for the wave excitation

as the relative dust concentration increases, indicating that

the wave mode is further destabilized in a negatively

charged dusty plasma. Sharma and Sugawa [29] have

examined that with the increase in the relative density of

negatively charged dust grains, the growth rate and fre-

quency of wave instability increases. Merlino et al. [30]

have examined analytically and experimentally the nega-

tively charged dust grains’ effect on electrostatic waves of

low frequency in a dusty plasma.

In recent years, a kinetic treatment [31] of dusty plasmas

has emerged, encompassing the crucial aspect of dust

particles absorbing plasma constituents, namely ions and

electrons. More recently, Sharma et al. [32] developed a

model based on the impact of dust charge fluctuations by

relativistic runaway electrons in a tokamak on the para-

metric decay of lower hybrid wave instability using kinetic

theory. They studied the impact of dust charge fluctuations

on LHWs instabilities growth rate. Anshu et al. [33]

studied the correlation between the growth rate and relative

density ratio using the kinetic theory model by the rela-

tivistic electron beam on lower hybrid waves. They showed

that when the relative density ratio increases, so does the

rate of growth increase.

In this present work, the excitation of LHWs is studied

via the kinetic theory model by an electron beam in a

magnetized dusty plasma. The distribution function of dust

is taken to be Maxwellian, as it appears to be a steady

arrangement of the present kinetic theory model. Using the

Vlasov theory approach [34], the response of the beam

electrons has been obtained. Electrostatic LHWs are driven

to instability via Cerenkov interaction by a magnetized

dusty plasma interacting with the electron beam. In Sect. 2,

the instability of LHWs has been examined, and the out-

come of the current work is explained in Sect. 3. Section 4

summarizes the conclusions.

2. Mathematical model

We consider a system filled with plasma that contains

electrons and ions with initial densities n0
e and n0

i , respec-

tively, in the existence of an externally applied static

magnetic field B0 in the z-direction. Negatively charged

dust grains of density n0
d are introduced into the system. We

examine a lower hybrid low-frequency wave travelling in

the x–z plane, which lies firmly perpendicular to the

applied magnetic field. An electron beam propagates in the

z-direction with an initial velocity as vb bz and an initial

beam density as n0
b: A small amplitude perturbed electro-

static potential / is given by

/ ¼ /0 exp½�iðxlt � klxÞ�; ð1Þ

where xl,klð Þ are the frequency and wave vector, and /0 is

the amplitude of the unperturbed electrostatic potential of

the lower hybrid wave.

The perturbed density can be evaluated using the Vlasov

equation as

oF

ot
þ
X

j

rjrf þ o

orj
: _rjF

� �

¼ 0; ð2Þ

where F is the distribution function, f is the interacting

force, r is phase space and _rj is the time derivative of phase

space of a single particle and f ¼ ma, where m and a are

the mass and acceleration of the particle. The expansion of

the distribution function of the electron about the

equilibrium is as follows F ¼ f0 þ fmd, where f0 is the

equilibrium distribution function and

fmd ¼
xe

c=m
2
e

p3=2ve
3

t

exp
�lmx

e
c þ p2=2me

Te

� �

ð3Þ

is the perturbed Maxwellian distribution function,

xe
c ¼ eB0

mec

� �

denotes the cyclotron frequency of electron,

the mass of the electron is me, the speed of light is c, e is an

electronic charge, p refers to the axial momentum,

vet ¼
ffiffiffiffiffi

2Te
me

q� �

denotes the thermal velocity of the electron,
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Te defines electron temperature, lm ¼ mev
e2

t

2xe
c

� �

is the

electron magnetic moment.

The density perturbation term is evaluated as.

n ¼ m2
e

xe
c

ZZZ

fmdd
3 v! ð4Þ

Equation (4) can be simplified by substituting the

expression of fmd from Eq. (3), and the density

perturbation term for electrons and ions can be evaluated as

n1e ¼
n0
ee/
Te

1 þ xl

klvet

X

n

Z
xl þ nxe

c

klvet

� �

InðueÞ expð�ueÞ
" #

ð5Þ

n1i ¼
n0
i e/
Ti

1 þ xl

klvit

X

n

Z
xl � nxi

c

klvit

� �

InðuiÞ expð�uiÞ
" #

ð6Þ

Now, the density perturbation term for the beam is as

follows

n1b ¼
�n0

be/
Tb

1 þ xl � kzvb
klvbt

X

n

Z
xl � kzvb

klvbt

� �

InðubÞ expð�ubÞ
" #

ð7Þ

n0
e ; n

0
i ; n

0
b; is the initial electron, ion and beam density,

xi
c ¼ eB0

mic

� �

is the ion cyclotron frequency, ion mass is mi, In

is the modified Bessel’s function, Z denotes the dispersion

function of plasma, xb
c ¼ eB0

mbc

� �

denotes the beam cyclotron

frequency, mb is the beam mass,ðTi;v
i
tÞ denotes ion

temperature and thermal velocity.ðTb;v
b
t Þ indicates beam

temperature and thermal velocity, respectively.

Now, the density perturbation term for dust is given as

n1d ¼
n0
dQ

0
d/

Td
1 þ xl

klvdt

X

n

Z
xl � nxd

c

klvdt

� �

InðudÞ expð�udÞ
" #

Here, the dust is taken to be unmagnetized, i.e.

xd
c ¼ Q0

d
B0

mdc

� �

¼ 0; where xd
c denotes the dust cyclotron

frequency, Q0
d ¼ �Zdeð Þ refers to the charge of dust grains,

Zd is the dust charge state, md is dust grain mass, i.e.

md = 1012mp, where mp is the mass of a proton, Td refers to

the temperature of dust grain, vd
t is the dust grain thermal

velocity. For simplicity, we have taken n = 1. As we can

see that the dust cyclotron frequency varies inversely with

the dust grain mass, it becomes negligible and significantly

small. Now, the dust density perturbation term becomes

n1d ¼
n0
dQ

0
d/

Td
1 þ xl

klvdt

X

n

Zð xl

klvdt
Þ

" #

: ð8Þ

In Poisson’s Equation, substituting Eqs. (5)–(8), r2/ ¼
4pðen1e � en1i þ Q0

dn1d þ en1bÞ the linear dispersion

relation for the electrostatic mode with beam and dust

grains is obtained as

e ¼ 1 þ ve þ vi þ vb þ vd; ð9Þ

where v refers to the susceptibilities. Further, Eq. (9)

can be simplified as

e ¼ 1 þ
2xe2

p

k2
l v

e2
t

1 þ xl

klvet

X

n

Z
xl

klvet

� �

InðueÞe�ue

" #

þ
2xi2

p

k2
l v

i2
t

1 þ xl

klvit

X

n

Z
xl � nxi

c

klvit

� �

InðuiÞe�ui

" #

þ
2xd2

p

k2
l v

d2
t

1 þ xl

klvdt

X

n

Z
xl

klvdt

� �

" #

þ
2xb2

p

k2
l v

b2
t

1 þ xl � kzvb
klvbt

X

n

Z
xl � kzvb

klvbt

� �

InðubÞe�ub

" #

;

ð10Þ

where xe2

p ¼ 4pn0
ee

2

me

� �

,xi2

p ¼ 4pn0
i e

2

mi

� �

,xb2

p ¼ 4pn0
b
e2

mb

� �

denotes

the plasma frequency of electron, ion, and beam responses,

respectively, and xd2

p ¼ 4pn0
dQ

02

d

md

� �

denotes the dust plasma

frequency. For finding the solution of Eq. (10), we assume

xl�nxb
c

klv
b
t

¼ n
� �

; where b ¼ d; a e; i and bð Þ; for dust, elec-

tron, ion and beam responses, respectively. Using the

expression of plasma dispersion function Z nð Þ from the

kinetic theory [35], we obtain

Z nð Þ ¼ � 1
n � 1

2n3 þ i
ffiffiffi

p
p

e�n2

; if n[ [ 1

or

Z nð Þ ¼ �2nþ 2
3
n3 þ ::::::::: þ i

ffiffiffi

p
p

e�n2

; if n\\1,

where higher-order terms are neglected. And using condi-

tions vdt \\ xl

kl
\\vit, Eq. (10) can be solved to yield the

growth rate and real frequency expression as follows

C ¼ �
ffiffiffiffiffiffi

2p
p

xb
p

I2
n ubð Þe�2ub X2 þ 16pe�2n2

� �

þ 1 � 2In ubð Þe�ubXð Þ
n o1=2

�

1 þ InðubÞe�ubXð Þ

2

6

4

3

7

5

1=2

;

ð11Þ

where X ¼ xl

xb
p�kzvbð Þ�0:8�d

þ xl

xl�nxi
c
þ xl�kzvb

xl�klv
b
t
:
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xr ¼ xb
p

I2
n ubð Þe�2ub X2 þ 16pe�2n2

� �

þ 1 � 2In ubð Þe�ubXð Þ
n o1=2

þ

1 þ InðubÞe�ubXð Þ

2

4

3

5

1=2

ð12Þ

The phase velocity is as follows

vph

¼ xr

kl
¼

xb
p

I2
n ubð Þe�2ua X2 þ 16pe�2n2

� �

þ 1 � 2In ubð Þe�ubXð Þ
n o1=2

þ

1 þ InðubÞe�ubXð Þ

2

6

4

3

7

5

1=2

kl

ð13Þ

Equating the growth rate Eq. (11) equal to zero, i.e.

C = 0 equates to stability and describes the critical drift

velocity ucd as

ucd ¼ log
16Inpe�2n2

4X

 !

ð14Þ

3. Results and discussion

In this paper, the analytical model has been developed to

study the excitation of LHWs in a magnetized plasma

cylinder with negatively charged dust grains by kinetic

treatment with an electron beam. The developed model

aims to analyse the relationship between various plasma

parameters, i.e. real frequency, growth rate, etc. The effect

of the dust grain size, critical drift velocity, and relative

density ratio on the wave is studied. The equations that

hold accountable for LHWs in Sec. II are used to calculate

the real frequency and growth rate for the same. In the

present calculations, typical dusty plasma parameters have

been used. Using the following parameters, i.e. plasma

density of ion n0
i ¼ 1 � 109 cm-3, plasma density of

electron n0
e ¼ ð1 � 109 � 0:2 � 109Þ cm-3, guide mag-

netic field B0 ¼ 5 � 104 gauss, ion mass

m0
i ¼ 39 � mp (Potassium-plasma), where mp ¼

1:67 � 10�24 grams, the electron mass me ¼ 9:1 � 10�28

grams, ion temperature Ti¼ 0.2 eV, the temperature of the

electron Te¼ 0.2 eV, the density of the electron beam

n0
b¼ 109 cm-3, density of the dust grains n0

d ¼ 5 � 104

cm-3, dust grain mass md ¼ 1012mp, and size of the dust

grains a ¼ 5 � 10�4 cm, ion sound speed Cs ¼
ffiffiffiffiffiffiffi

kBTe
mi

q

, kB

is the Boltzmann constant. We have plotted the various

graphs.

In Fig. 1, the dispersion curve for LHWs has been

plotted using Eq. (10) for the parameters mentioned above

of lower hybrid beam plasma instability. The graph

portrays the linear relationship between wavenumber

k (cm-1) and the normalized frequency of LHWs, signi-

fying that they are dependent on each other.

Figure 2 depicts the normalized growth rate variation

with a relative density ratio of negatively charged dust

grains d = n0
i /n0

e

� �

for different values of dust grain size,

(a) a = 2 lm, (b) a = 4 lm, (c) a = 6 lm, (d) a = 8 lm. It

is observed from Fig. 2 that the value of growth rate is

more significant at the lower value of dust grain size.

Because of the small dust grain size, the electron density

will increase, which further enhances the growth rate. As

we augment the density ratio, the rate of growth also

increases. Growth rate of LHWs instability in the existence

of dust charge stabilizes more as the size of the dust grain

increases with d = n0
i /n0

e

� �

. The rate of growth gradually

decreases as the size of the dust grain augment and the

curve flattens. Moreover, it can also be observed that the

normalized rate of growth of LHWs upsurges by a factor of

* 1.75, with the variation of d from 1 to 3 and by a factor

of * 2.04 with the variation of d from 1 to 4. Hence, the

Fig. 1 Dispersion curve in a magnetized dusty plasma of lower

hybrid waves

Fig. 2 Normalized growth rate variation with d = n0
i /n0

e

� �

for the

varying value of dust grain size, i.e. (a) a = 2 lm, (b) a = 4 lm,

(c) a = 6 lm, (d) a = 8 lm
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obtained result is in line with the theoretical observations

of Sharma and Walia [36].

We have drawn the graph of normalized growth rate

versus normalized frequency xr=xi
c of LHWs in Fig. 3 for

the same parameters as plotted in Figs. 1 and 2. This graph

shows that the normalized growth rate and frequency of

LHWs are inversely proportional to each other. With an

increase in frequency, the critical drift increases for the

excitation of mode and hence the growth rate decreases.

When the frequency of LHWs is more, the growth rate of

the wave is more stable.

In Fig. 4, the normalized lower hybrid wave frequency

variation with the dust grain size of negatively charged dust

grains for different relative density ratio d = n0
i /n0

e

� �

, (a)

d = 6, (b) d = 4, (c) d = 2, (d) d = 1, is shown. As we can

see.

xd2

p ¼ 4pn0
dQ

02

d

md

 !

ð15Þ

where md = density x volume and volume = 4
3
pa3, where a

is the radius of the dust grains. Here, we assume that the

dust grains are spherical. By putting the expression of mass

(md) in Eq. (15), we can say that frequency scales to 3/2

power of dust grain size, i.e. xd
p ¼ 1

a

� �3=2

ffiffiffiffiffiffiffiffiffiffiffiffiffiffi

3n0
d
Q02

d

density

r� �

:

From this, we can conclude that as the dust grain size

increases, the frequency of the LHWs decreases. As the

size of the dust grain increases, volume increases, and

hence more electrons will stick to the dust grains. As a

result, electron density decreases sharply, and conse-

quently, wave frequency decreases. Further, with the

increase in d = n0
i /n0

e

� �

, the frequency augments.

The normalized critical drift velocity versus relative

density ratio d = n0
i /n0

e

� �

graph is portrayed in Fig. 5. From

Fig. 5, we have inferred that with the increase in relative

density ratio, the critical drift velocity decreases and can be

seen from Eq. (14) also. From Fig. 5, we can say that as d
changes from 4 to 1, the critical drift velocity increases by

about 2.97%. Hence, we can say that it is stabilizing the

growth rate of the wave. For d C 2, the rate of critical drift

decreases at a very slow rate.

Figure 6 depicts the normalized phase velocity graph of

negatively charged dust grains with respect to the relative

density ratio d = n0
i /n0

e

� �

. The d = n0
i /n0

e

� �

variation from 1

to 5 is shown. In the presence of negatively charged dust

grains of LHWs, the phase velocity augments with the

relative density ratio. This is because, with the increase in

electron density, the real frequency increases, which in

turn, increases the phase velocity of the waves. From

Fig. 6, it is clear that as the d value increases, the phase

velocity of the wave also increases. This is because the

space occupied by electrons on the dust grains becomes

large.

Figure 7 depicts the normalized growth rate variation

with the relative density ratio d = n0
i /n0

e

� �

for varyingFig. 3 Normalized growth rate variation with the normalized

frequency of the lower hybrid wave

Fig. 4 The normalized frequency variation with the dust grain size

for different relative density ratio d = n0
i /n0

e

� �

,i.e. (a)d = 6, (b)d = 4,

(c)d = 2, (d)d = 1

Fig. 5 The normalized critical drift velocity variation with the

relative density ratio d = n0
i /n0

e

� �
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values of beam velocities v0
b, i.e. (a)

v0
b = 10 � 108cm= sec,(b) v0

b = 8 � 108cm= sec (c)

v0
b = 5:2 � 108cm= sec and (d)v0

b = 2 � 108cm= sec. As we

observed, the growth rate of LHWs augments with the

velocity of the beam, i.e. beam electrons give energy to the

waves, and the wave is growing. As the velocity of the

beam augments, the maximum value of the growth rate

increases. It is observed that the wave frequency of LHWs

increases when the beam velocity and relative density ratio

are increased. It can be observed that the normalized

growth rate of unstable wave upsurges by a factor of *
1.68, with a variation of d from 1 to 3 and by a factor of *
1.93, with the variation of d from 1 to 4. Our results are in

line with Prakash et al. [6].

Figure 8 depicts the growth rate of LHWs with respect

to beam density. We can conclude that as beam density

increases, so does the wave’s growth rate. The rate of

growth is determined by the square root of the beam’s

density, as shown by Eq. (11). Our theoretical findings are

consistent with R.P.H. Chang [9] of experimental

observations.

4. Conclusions

In magnetized dusty plasma, the LHWs excitation has been

examined by electron beam using the kinetic treatment.

The electrostatic LHWs via Cerenkov interaction are dri-

ven to instability. The outcomes of this work with different

plasma parameters were compared and discussed. In

magnetized dusty plasma, we investigated the impact of

dust grain size on the growth rate and excitation of LHWs.

The rate of growth of LHWs augments with the relative

density ratio. The growth rate of LHWs increases signifi-

cantly with a higher population of dust grains. Our growth

rate findings are consistent with Sharma et al. [36] theo-

retical results and Chang [9] experimental observations.

The critical drift velocity for mode excitation decreases as

the relative density ratio of dust grains increases, resulting

in an increase in the phase velocity. Furthermore, it was

shown that the growth rate of the unstable mode is pro-

portional to the one-half power of the density of the beam

and increases with beam density. LHWs instability driven

by an electron beam in plasma processing of material

experiments [37] can alter the plasma–surface interactions.

Furthermore, in the plasma processing of materials

[38–40], nano-sized dust particles can be incorporated.

Very few studies have been made so far to derive the

relationship among various parameters such as growth rate,

frequency and size of dust grains particles, etc. using

kinetic treatment. This work may serve as a foundation for

future studies, where experimentalists and theorists are

likely to draw inspiration from its findings. LHWs can be

studied in tokamak plasmas [41], lunar dusty plasma [42]

and has recently received significant attention for affecting

the current drive at a very high density [43].

Fig. 6 Normalized phase velocity vph as a function of relative density

ratio d = n0
i /n0

e

� �

:

Fig. 7 Normalized growth rate graph is plotted versus d = n0
i /n0

e

� �

for

different beam velocities v0
b,i.e. (a) v0

b = 10 � 108cm= sec, (b)

v0
b = 8 � 108cm= sec, (c) v0

b = 5:2 � 108cm= sec and (d)

v0
b = 2 � 108cm= sec

Fig. 8 The normalized growth rate variation with the beam density

Anshu et al.



The fundamental mechanics and characteristics of lower

hybrid waves are often best understood using linear theo-

ries which we have shown in our present work. In the given

plasma model, nonlinear effects are not taken into account

which can play an important role in changing the plasma

behaviour. For example, the dispersion relation of LHWs.

Nonlinear effects can indeed play a crucial role in the

generation and propagation of waves, energy transfer, and

plasma current-driving abilities of lower hybrid waves

[44]. Therefore, it is crucial to investigate and characterize

these nonlinear effects in theoretical and experimental

studies. In the near future work, the plasma model can be

studied after incorporating these effects which will surely

help our research move forward.
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Abstract: 

Fatty acid binding protein 1 (FABP1) is a lipid transporter primarily expressed in the liver where 

it helps move fatty acids between lipid membranes. Inhibition of FABP1 has potential therapeutic 

implications for nonalcoholic fatty liver disease, metabolic syndrome & obesity, diabetes, and 

inflammatory & cardiovascular diseases. Curiously, FABP1 is known to bind to both 

endocannabinoids (ECs) and the major phytocannabinoids (PCs) with moderately high affinities. 

We have developed an in-silico model of the protein and validated it against experimental data. 

We then employed the model to predict the binding mode and affinities of minor cannabinoids 

(MCs) to FABP1. Our study predicts that the top ranked MCs 5-acetyl-4-hydroxy-CBG and 

CBGA bind stronger than fatty acids (FAs), ECs or PCs, and participate in the key interactions 

used to stabilize FABP1-FA complexes. This makes them promising starting points for the 
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development of new therapeutics. The implications this has on considering the minor cannabinoids 

as low entropy isosteres of the fatty acids is also discussed.  

 

Keywords: minor cannabinoids, THC, molecular modeling, ligand profiling  
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Introduction 

Fatty acid binding proteins transport water-insoluble hydrophobic molecules from membrane to 

membrane within a cell.1 Of the ten identified members, FABP1 is the most highly expressed in 

humans overall, and is found primarily in tissues involved in fatty acid (FA) metabolism where it 

is implicated in their transport, especially to the mitochondria for oxidation.2 It consequently 

regulates lipid metabolism and downstream cellular signaling pathways.3 The mechanism of how 

FABP1 affects these signaling pathways is not fully understood, but might be through the PPAR 

pathway as the two proteins physically interact; regardless, abnormal (either elevated or decreased) 

levels of FABP1 are indicative of diabetic nephropathy and are predictive clinical markers of renal 

illnesses.4 Knockout of the gene leads to mice with significant weight gain,2, 5 and FABP1 

overexpression enhances hepatocyte fatty acid uptake,6 and is associated with a variety of cancers,7 

including liver, lung, stomach, and colon.  

The chemical inhibition of FABP1 phenotypically modifies FA storage in adipose; this 

changes FA uptake, esterification, oxidation, nuclear targeting, and intracellular transport.2 

Inhibition of FABP1 fatty acid transport has been proposed as a target for preventing or reversing 

diet-induced obesity and diabetes.8  

Although FABP1 is structurally related to the other FABPs, it is distinguished by its far 

larger binding cavity; this means that  FABP1 alone can bind two FAs concurrently, and can also 

interact with other large hydrophobic species such as bilirubin and lysophospholipids.9 When 

transporting traditional FAs, the first molecule, with affinity in the nM range, is totally 

encapsulated within the β-barrel structure of the protein, generally in a U-shaped conformation, 

locked in both by hydrophobic collapse and the carboxylate forming a series of H-bonds with R122 

and S39, and a water-bridged interaction with S124 (Fig. 1, black mesh surface).8-9 The second FA 

binds mostly by hydrophobic forces to the “lipophilic” binding pocket in the portal region with its 

carboxylic group buried in the protein cavity by polar contacts with N111 and R122 (Fig. 1, blue 

mesh surface, PDB: 3STK).8, 10 This portal region can be thought of as the entry gate to the deeper 

pocket, but is a large enough opening that it can accommodate the second molecule. Of course, 

dissociation must occur first through the portal-bound molecule, followed by the high affinity 

bound molecule deep in the pocket. This is only really feasible when FABP1 is associated with a 

lipid membrane as otherwise the solvation energy is too much to overcome. Each of these two sites 

demonstrates similar high affinities for saturated FAs, while their affinities for polyunsaturated 
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fatty acids (PUFA) differs by more than 7-fold.11 FABP1 has high affinity for n-6 polyunsaturated 

fatty acids (PUFA) such as arachidonic acid (ARA), or its endocannabinoid derivatives (ECs), 

anandamide (AEA), and 2-Arachidonoylglycerol (2-AG). This is because the internal site does not 

require a carboxylate group to attain high affinity.10  

 

In late 2019, Elmes and colleagues released the crystal structure of human FABP1 in complex with 

THC at 2.5Å resolution; the first crystal structure of a FABP bound to a cannabinoid (PDB: 

6MP4).12 By promoting FABP1's cytoplasmic trafficking to hepatic CYP450 enzymes, they 

Figure 1. Structure of FABP1 bound to two palmitic acid residues (molecules in green, 

surface in blue and black mesh). The β-sheets of the protein are in cyan, the alpha helices in 

red. The structure is obtained following a relaxation of the crystal structure, 3STK in an 

implicit water model. 
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showed that FABP1 plays a significant role in regulating THC biotransformation and metabolism. 

The large THC molecule fills the majority of the FABP1 binding cavity. Its conjugated rings 

occupy a hydrophobic pocket, its pyran ring's O1 atom forms a hydrogen bond with N111, and its 

carbon chain stretches back towards the pocket entrance. The bulky THC molecule occupies the 

majority of the FABP1 binding cavity. To support this effort or for experimental reasons, they also 

acquired a comparison of THC (PDB: 6MP4) and palmitic acid (PDB: 3STM) both bound to 

FABP1; THC is located away from the fatty acid's more polar environment. THC-FABP1 lacks 

the ion pair interaction between the carboxylate of the FAs and R122; the M74 sidechain moves 

substantially to accommodate the large THC rings in the hydrophobic pocket, while the F50 

sidechain rotates to pack against THC's short hydrocarbon tail. However, there are significant 

steric clashes that are induced by the presence of THC in the binding pocket; indicating that the 

simultaneous binding of THC with endogenous lipids is unlikely.. Likely only one or the other can 

bind at any one time.  

Stepping back for a moment, let us consider the structures of the two classes of 

cannabinoids: the endocannabinoids (EC) and the phytocannabinoids (PC, Figure 2). The ECs are 

structurally unrelated to the PCs: the former are long cis-polyunsaturated alkyl chains with a polar 

head group, the latter a polycyclic monoterpene-resorcinol conjugate, but both act on the 

cannabinoid CB1 and CB2 receptors in the brain.13 Clearly, both also interact with FABP1. 

Although FABP1 is not found in the brain, it still regulates the levels of the ECs by facilitating 

their metabolism in the liver: FABP1 ablation preferentially elevated brain ECs system AEA and 

2-AG outside of the central nervous system.14 PCs may enhance ECs signaling by competing with 

FABP1 for absorption and subsequent metabolism.12 This suggests that the endocannabinoids tend 

to fold, when in contact with proteins, into a compact surface reminiscent of the 

phytocannabinoids. As this requires a series of single bonds to all specifically rotate into a non-

extended, low-dynamic conformation, there is a significant entropic cost.15 The PCs do not have 

to pay this cost as the cyclic structure locks in the positioning. The fact that the endocannabinoids 

and the phytocannabinoids, despite their radically different structures both adopt binding 

conformations with the cannabinoid receptors and the unrelated FABPs points to their close 

conformational arrangement. 

 Despite the research focus, the diverse attributed bioactivity of the cannabinoids cannot be 

explained simply from interaction at the CB1 and CB2 receptors.16 Some of this non-CB activity 
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can however, be ascribed to the FABPs. Binding to intracellular FABPs has an effect on ligand-

dependent transactivation of PPARs, a receptor known to be targeted by various cannabinoids 

through direct activation of its orthosteric site.17 Furthermore, occupation of FABP1 increases 

AEA and 2-AG  levels in the liver and brain (by decreasing the rate of their metabolism). The 

interactions may have an impact on inducing weight gain (as seen in the mouse models), but may 

also be important for controlling overexpression diseases.14 Either way, cannabinoids might prove 

to be useful tools for probing the biology around FABP1, but, like all cases, the major cannabinoids 

are likely not the most active. THC and CBD are only the most common of over 200 

phytocannabinoids that have been identified in C. sativa extracts.18 The minor cannabinoids are 

only minor relative to the major ones, as consumers of cannabis may take in gram quantity of 

material at a time, the minor cannabinoids can be present in sufficient enough quantity to have 

meaningful biological activity.19 These minor compounds could be far more potent than the major 

components. However, many of these minor cannabinoids have only been isolated or identified a 

few times, and besides a few “trendy” compounds are not readily available. This situation implies 

that an in silico screen would potentially prove valuable as a first step.  

In order to develop a useful predictive in silico screen, one must build a good model of the protein 

and derive equations that can relate quantitative computationally-derived molecular interaction 

strengths with an experimental readout. This requires both a well-defined structure of the target 

protein, and a self-consistent and broad dataset. No such complete model exists for FABP1, but 

the required inputs are available. We consequently began our screen of FABP1 and minor 

cannabinoids with the generation of a corrected 3-D structure of the protein and a mathematical 

model that can recapitulate known interactions with known binders. If found useful, this can then 

be extended to screen new molecules to prophesize affinity. Our generation and application of this 

model is the focus of this current report.  

 

 

Results and Discussion 

A total of 18 ligands with empirically-measured binding affinity, Ki, for FABP1, 

determined using the same fluorescence displacement assay by Huang and co-workers,14, 20 were 

used to inform the model. The list includes both N-Acylethanolamides (NAEs) and 2-

Monoacylglycerides (2-MGs) AEA, OEA, EPEA, DHEA, 2-AG, 2-OG & 2-PG, AEA uptake 
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Inhibitors AM404, VDM11, OMDM1 & OMDM2, general preclinical FABP inhibitors 

BMS309403, SCPI1, SCPI3 & SCPI4, and THC, CBD & synthetic cannabinoid JWH-018 

(Figure 2). We used the Ligprep feature in Maestro to prepare the structures of each ligand. We 

obtained the SMILES notation for each compound from PubChem and entered it into Ligprep's 

SMILES field for structure preparation. Based on the binding configuration observed for THC in 

the X-ray crystallography structure (PDB: 6MP4), we employed Schrödinger's Maestro suite of 

computational tools, including for RRD, IFD, MD simulations, MMGBSA calculations, root- 

RMSD, and H-bond analysis for computational predictions of how experimental ligands would 

bind to the binding site. Our goal was to determine whether the computed interaction energies 

would align with the experimental trends. Details on how the FABP1 structures were prepared for 

simulations are available in the supplementary information.  
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Figure 2. Structures of the experimental ligands with known experimental binding affinities used 

in this study to validate the molecular model of FABP1: A) NAEs and 2-MGs, B) AEA uptake 

Inhibitors, C) general FABPs inhibitor and D) phyto- and synthetic cannabinoids. 

 

Several in-silico techniques were employed in scoping studies to create a model that gives a 

reliable correlation between experimental and computational data. First, rigid receptor docking 

(RRD) model was employed and  the van der Waals radii of non-polar atoms was lowered to 0.8 

to indicate some of the residue's flexibility.21 Prime/MM–GBSA calculations were then done on 

this docked structure and the distance between flexible residues and ligands adjusted to 5.0 Å to 

better estimate the binding free energy of the most stable docked structure for each ligand.22 

Computationally more intensive induced fit docking (IFD) calculations were then performed on 

the top hits; IFD enables  flexibility in the binding site residues and generally generates a more 
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reliable complex. The experimental Ki values, calculated  physiochemical properties, rigid docking 

scores (RRD 0.8), IFD and MD/MM-GBSA were collected and analyzed (Table 1). 

 

Table 1. Ki value, calculated physiochemical properties, RRD scores, IFD and MD/MM-GBSA 

of the FABP1 ligands. Experimental values were extracted from Huang and coworkers.14, 20 

Experimental  Physiochemical Properties Computational (kcal/mol) 

  

Ligand Ki (nM) Log (Ki) LogP (O/W) MW (g/mol) PSA RRD 0.8 IFD MD/MM-GBSA 

AEA 111 2.05 4.94 347.54 54.99 -7.71 -9.53 -51.01 

OEA 43 1.63 4.46 325.53 54.99 -8.27 -9.81 -49.06 

EPEA 390 2.59 4.62 345.52 59.15 -9.46 -8.78 -48.66 

DHEA 163 2.21 5.17 371.56 58.76 -8.34 -9.42 -54.64 

2-AG 61 1.79 5.34 378.55 79.99 -9.30 -9.16 -56.76 

2-OG 40 1.60 4.86 356.55 77.89 -9.92 -9.83 -48.64 

2-PG 70 1.85 4.14 330.51 70.56 -8.85 -9.50 -50.73 

AM404 29 1.46 6.87 395.58 57.80 -9.23 -12.45 -56.32 

VDM11 37 1.57 7.14 409.61 55.70 -9.25 -11.53 -54.37 

OMDM1 40 1.60 5.51 431.66 70.41 -8.52 -10.95 -59.03 

OMDM2 40 1.60 5.51 431.66 77.06 -6.63 -10.91 -59.79 

BMS309403 21 1.32 5.64 474.56 74.59 -8.28 -13.87 -62.96 

SCPI1 350 2.54 4.53 378.28 58.05 -5.64 -8.93 -43.99 

SCPI3 900 2.95 2.77 364.150 86.775 -6.21 -8.10 -40.17 

SCPI4 33 1.52 4.47 363.55 28.94 -6.57 -11.11 -49.04 

THC 1000 3.00 5.64 314.47 25.95 -8.14 -8.93 -47.70 

CBD 167 2.22 5.38 314.47 38.18 -8.47 -9.42 -49.63 

JWH-018 58 1.76 6.17 341.45 24.03 -8.25 -11.40 -50.87 
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Figure 3. Correlation analysis between experimental values, (A) RRD, (B) IFD scores and (C) 

MD/MM-GBSA in FABP1. 

 

The first effort was simply to plot the correlation between the three methods for predicting binding 

affinites (rigid docking score, RRD, induced docking score; IFD; and post-MD corrected binding 

energy, MMGBSA) and the experimental Ki. There is only a weak correlation between the 

experimental log Ki and the RRD score (R2 = 0.11, Fig 2A). This however improves markedly 

when induced-fit docking is used (R2 = 0.62, Fig 2B).23 This makes sense considering that we 

expect the binding site to undergo significant rearrangement upon the binding of a ligand. This is 

true for all proteins of course, but especially true for the FABPs where the “roof” of the binding 

site closes down over the ligand when it enters the protein. The apo-form is interesting as a starting 

point, but a rigid apo-form is unsurprisingly a poor mimic for an occupied FABP. 

Rigid docking was never likely to return a useful result. Using MM-GBSA analysis of the MD 

simulations does result in a decrease in the Pearson coefficient to 0.5. Ideally, we would see a 
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perfect correlation between experimental and theoretical data, but this is never the case. 

Experimental data can have significant inherent error, and this can exacerbate differences in the 

correlation. Another complication is that these are all strong binders. We have nothing above 1 

μM in the data set, and this means we cover under two orders of magnitude. This essentially makes 

them similar binders and it can be difficult to differentiate small changes in affinity using medium-

throughput computational methods or experimental methods. A Pearson of 0.6 is perfectly 

acceptable as a starting point. The quality of the analysis is also hindered by the similarity within 

classes of these ligands, there is not a large conformational, and hence interaction, variety. 

For all the NAE and 2-MG ligands, the oxygen of the amide/arachidonic acid group is 

predicted to directly interact with M74. All the phenolic AEA uptake inhibitors are predicted to 

orient towards the inside of the pocket, where the phenolic oxygen would interact with R122 and 

S124. SCPI1 & SCPI3 are predicted to have an interaction with M74, SCPI4 & CBD with M74, and 

JWH-013 with R122 (Fig. S1A). These are likely reasonable poses, both because of the match to 

experimental data and because the IFD docking pose for THC closely reflects the crystallographic 

result (PDB: 6MP4, Fig. S1B). This was promising from the simple reorganization of the protein; 

for a hopefully more accurate reflection of the energies and binding poses, we conducted an MD 

simulation followed by MMGBSA binding free energy calculations This resulted in an acceptable 

correlation between the experimental values (log Ki(nM)) and the MD/MM-GBSA energies (R2 = 

0.50, Fig 2C).  

The experimental and computational results both agree that BMS309403 has the strongest 

affinity for the target. However, any displacement or functional assay generally relies on factors 

additional to simple thermodynamic binding between ligand and the protein, and the way the 

FABP1 assay works suggests that compartmentalization into a lipid membrane might be an 

important factor in refining the local concentration of the ligand near the protein.1, 24 However, all 

attempts to improve correlation with weighted correction terms representing the logP, the 

molecular weight, or the solubility PlogS do not lead to improvements in R2. Consequently, the 

raw induced fit binding score is used as the input, and the relaxed apo-form of the protein was 

used as the model structure. 

 

3-1. FABP1 and cannabinoids 
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In this work, a total of 140 cannabinoids were evaluated for their binding with FABP1, including 

129 MCs and 11 synthetic cannabinoids. We employed XP RRD with a 0.8 scaling of the van der 

Waals radii of non-polar atoms for each cannabinoid ligand. After rejecting any pose with root-

mean square deviation >2 Å, the highest scored pose for each ligand was advanced to Prime/MM-

GBSA analysis to better determine the free energy of the complex (and consequently the binding 

energy).22 Table S1 shows the calculated LogP(O/W), total CNS activity, molecular weight (MW), 

polar surface area (PSA), and calculated RRD and Prime/MM-GBSA values. As noted in our 

validation study, we expected rigid docking to not provide a good correlation to experiment, so 

the top 9 RRD-scored MCs, the top 9 Prime/MM-GBSA (excluding duplicates), the two top RRD-

scored synthetic cannabinoids, and the biologically important PA, THC, CBD, and THCA 

comprised the 26 total ligands that were advanced to a more computationally expensive IFD 

analysis (Table 2). 

 

Table 2. ADME, RRD scores, Prime/MM–GBSA and IFD and MD/MMGBSA of 26 selected 

ligands with FABP1. 

Ligand 

Physiochemical 

Properties 
Computational (kcal/mol) 

logPo/w MW PSA 
RRD 

0.8 

Prime 

MM-

GBSA 

IFD 
Receptor residues interaction MD 

MM-

GBSA N111 S100 M74 

THC(1) 5.71 314.47 26.61 -7.58 -59.77 -8.93 √ --- --- -44.07 

THCA(2) 5.67 358.48 70.09 -8.24 -41.37 -9.77 √ --- --- -35.38 

CBG (29) 5.82 316.48 41.95 -8.07 -69.53 -10.79 √ √ --- -48.68 

CBGA (30) 5.54 360.49 84.39 -9.47 -61.18 -12.53 √ √ --- -56.52 

Camagerol_1 (36) 4.25 350.50 81.37 -9.28 -69.22 -11.58 √ √ --- -39.54 

Sesqui-CBG (39) 7.23 384.60 39.43 -8.32 -80.81 -12.78 √ √ --- -55.47 

Sesqui-CBGA (39-2) 7.62 428.61 82.92 -8.02 -73.17 -12.69 √ √ --- -51.52 

(5-acetyl-4-hydroxy-

CBG) (40) 
5.39 374.52 73.58 -9.57 -76.80 -12.26 √ --- --- -58.33 

CBC_1 (45) 5.85 314.47 28.83 -8.22 -66.00 -10.96 √ √ --- -43.24 

CBCVA_1 (48) 4.82 330.42 67.78 -9.53 -34.44 -11.37 √ --- --- -52.15 

CBD (54) 5.29 314.47 39.36 -7.5 -70.53 -9.42 --- √ --- -49.63 

ICBT (82) 4.07 346.47 63.12 -9.24 -56.95 -10.07 √ √ --- -44.23 

ICBT-OET (85) 5.12 374.52 47.90 -8.58 -71.39 -11.26 --- √ √ -48.43 

CBCN (95) 4.14 332.44 77.01 -9.43 -61.05 -10.56 √ √ √ -37.39 

CBCON (99) 5.02 328.45 45.81 -8.76 -66.88 -10.87 √ --- √ -51.4 

CBC-D (107) 4.53 314.42 36.26 -9.92 -69.38 -11.34 √ --- √ -42.68 

THCP(121) 6.50 342.52 26.63 -8.73 -73.97 -11.56 √ √ √ -49.51 

Sesqui-THC (124) 6.74 382.59 24.04 -8.5 -91.71 -12.29 --- √ --- -49.25 

Sesqui-THCA (125) 7.01 426.60 63.82 -7.97 -68.58 -11.74 --- √ --- -47.87 

Sesqui-THCV (126) 6.40 354.53 24.04 -7.75 -85.07 -12.59 --- √ --- -51.49 

Sesqui-CBD (127) 6.72 382.59 32.29 -8.13 -78.38 -11.91 --- √ --- -51.65 

AEA (a1) 6.67 345.57 37.94 -7.34 -78.07 -9.53 --- --- √ -51.01 

2-AG (a2) 6.67 378.55 74.91 -8.68 -84.06 -9.16 --- --- √ -56.76 

AM12033 (a7) 5.20 413.60 74.37 -9.23 -65.64 -13.07 √ √ --- -53.45 

Nabilone (a11) 5.52 372.55 55.75 -9.89 -70.04 -12.37 √ √ --- -48.39 
PA 5.00 256.43 50.00 -6.25 -8.55 -12.53 √ --- --- -56.31 
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This analysis shows that, by IFD, many phytocannabinoids are predicted to have meaningful 

affinity for FABP1, ranging from -8.93 to -18.05 kcal/mol; many of these are predicted to be tighter 

binders than the designed FABP inhibitors (Table 1), and certainly stronger than the ECs (Table 

2). All 23 examined cannabinoids have strong interactions with at least one of N111, S100, or M74 

either directly or through a water-mediated hydrogen bond. This interaction is what makes them 

strong binders. Hydrophobicity of course also plays a role in determining binding to a fatty-acid 

binding pocket: as the polarity of the ligand increases, the stronger the desolvation penalty, and 

consequently the weaker the overall binding within the hydrophobic pocket.12 Another significant 

class of binders are the longer chain homologues of the common cannabinoids, the 

sesquicannabinoids which have a 7-membered alkyl chain on their resorcinol in place of THC and 

CBD’s pentyl chain. Sesqui-CBG forms a π-cation interaction with F50 and the phenolic hydroxyl 

groups form H-Bonds with E72, S100 and N111. Its long alkyl chain extends deeply into the pocket 

and forms an L-shape hydrophobic interaction with the base β-sheet floor of FABP1 (Fig. 4A). 

The major cannabinoids are by far the weakest predicted binders of those investigated: for both 

THC and CBD the O5 atom of their ring systems forms H-Bonds with N111. CBD forms a π-cation 

interaction with F50, and its phenolic hydroxyl group forms an H-Bond with S100 (Fig. 4B and 4C). 
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Figure 4. IFD binding poses of (A) Sesqui-CBG (MD: purple) (B) THC (dark green) and (C) 

CBD (dark blue) in complex with FABP1 (PDB ID: 6MP4). The oxygen atoms are in red and 

nitrogen in blue, H-bonds in yellow dotted lines, π-cation interaction in dark green dotted lines. 

 

Since the docking scores suggest most of the cannabinoids have acceptable binding scores, and all 

higher than THC, an MD simulation was performed for all the cannabinoids in Table 2 to calculate 

the MM-GBSA binding energy of ligands to the protein. It is important to note that these values 

cannot be interpreted as absolute affinities and are most useful as relative values; the MM-GBSA 

calculations do not necessarily consider entropic effects and often overestimate binding energies 

significantly. But this has generally been found to be a systematic error meaning the tool is useful 

to rank binders, if not predict their actual energy of binding.25 
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The first and second ranked MCs 5-acetyl-4-hydroxy-CBG and CBGA have MM-GBSA-

predicted binding energies of −58.3 and −56.5 kcal/mol respectively. These are in the range of 

reference values for the experimental ligands (Figure 3, Table 1). These values are close to that of 

BMS309403, the strongest experimentally validated binder to FABP1 (-63.0 kcal/mol). 5-acetyl-

4-hydroxy-CBG fully occupies the binding site and forces it to close around it, as is typical of 

FABP binders. The phenolic oxygen directly interacts with E72, T73 & N111 (Fig. 5A). CBGA, after 

MD simulation, moves slightly and its acidic group forms an H-bond with S100, T102, & R122; 

likewise, its phenolic OH H-bonds with E72 (Fig. 5B). The MD simulation leads to a complete flip 

for  THC (Fig S1b), its binding is now completely different from that observed by IFD, with its 

phenolic group now forming H-bond interactions with both S100 and N111 (Fig. 5C). Here the 

phenol is attempting to mimic the hydrogen bond normally formed by a carboxylic acid. It is 

important to note that it is the IFD structure that aligns with the crystal structure; however, both 

poses have similar low energies, suggesting both poses are possible. CBD only moves very little; 

its overall structure remains the same as the IFD docking structure, and this also means that it has 

no specific conserved H-Bond interactions (Fig. 5D). The sesqui-terpene minor cannabinoids 

maintain good binding energy to FABP1, and are also worthy of further experimental study. 
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Figure 5. The most representative structure of the lowest energy conformation of the complex 

obtained by clustering of the MD for, (A) 5-acetyl-4-hydroxy-CBG (brown) (B) CBGA (MD: 

purple) (C) THC (dark green) and (D) CBD (dark blue) in complex with FABP1 (PDB ID: 6MP4). 

The oxygen atoms are in red, nitrogen is in blue, and H-bonds are represented yellow dotted lines. 

 

To validate the stability of the ligand binding mode in the complexes, RMSD of the 

backbone atoms relative to first frame of the MD simulation were calculated for the first 100 ns 

(Fig. 6A). All complex structures reached equilibrium after no more than 16 ns. The average 

RMSD value calculated for FABP1 in complex with 5-acetyl-4-hydroxy-CBG, CBGA, CBD, 

THC, PA, two molecules of PA, AEA, 2GA and apo protein were 1.74, 1.77, 1.94, 1.63, 1.74, 

2.07, 2.01, 1.99 and 1.92 angstrom respectively. These reasonable RMSD values strongly imply 

the complex remains largely stable. These don’t meaningfully suggest major differences between 

the ligands with the possible suggestion that the phytocannabinoids restrict overall motion more 

than either the ECs or the FAs. However, the RMSD, being calculated over the entire complex can 
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mask substantial flexibility in some components, or can overstate the movement of other 

components. 

Consequently, per residue root mean square fluctuations (RMSFs) of the protein backbone 

in FABP1 were calculated (Fig 6B). The protein clearly, in general, becomes less flexible when a 

ligand is bound, particularly in the portal region, which is composed of α helix 2, β turn CD, and 

β turn EF (Figure 6C). CBGA, 5-acetyl-4-hydroxy-CBG, THC and CBD reduced the flexibility 

of α helix 2. Of all the ligands examined, CBGA and THC are the most effective in reducing the 

flexibility of α helix 2. β-turn EF also becomes stabilized upon binding the ligands. This reduction 

in flexibility of these motifs is consistent with the observed interactions of the ligands with E72, 

T73, R122, S100 and N111. Interaction locks them into place relative to one another, and would be 

expected to reduce their motion, and consequently that of their parent secondary motif. 

  

https://doi.org/10.26434/chemrxiv-2023-82ztv ORCID: https://orcid.org/0000-0002-4780-4968 Content not peer-reviewed by ChemRxiv. License: CC BY-NC-ND 4.0

https://doi.org/10.26434/chemrxiv-2023-82ztv
https://orcid.org/0000-0002-4780-4968
https://creativecommons.org/licenses/by-nc-nd/4.0/


18 
 

Figure 6. A) Root-mean-square deviations (RMSD) and B) Root mean square fluctuations 

(RMSFs) of backbone atoms relative to their initial minimized structures as function of time for 

FABP1.  
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 However, the greatest reduction in flexibility occurs when the endogenous ligand PA 

binds. The reduction in flexibility is even greater when two molecules of PA bind to the cavity. 

The effect is strongest at α helix 2, β turn CD, and β turn EF. These are the same motifs affected 

by the ECs and MCs. This effect is likely driven by the conserved hydrogen bonds between the 

PAs and key residues R122, S39 and S124 (Table 3). The same, although lesser, decreased flexibility 

of the portal region is observed upon binding of the natural ECs 2-AG and AEA. Analysis of 

hydrogen bonds between these ligands and FABP1 revealed that E72 and M74 created a hydrogen 

bond with 2-AG which may result in reduction of flexibility in portal region of protein. However, 

no hydrogen bonds between AEA and any residues of FABP1 was detected. Comparing hydrogen 

bonds pattern between ligands in FABP1 in complex with ECs and CBGA and 5-acetyl-4-

hydroxy-CBG revealed that the hydrogen bond between ligands and E72 become more stable 

(Table 3).  

 

Table 3. Hydrogen bonds formed between the ligands and FABP1. 

Ligand Donor Acceptor  
Average Distance 

(Å) 
%Occupancy  

5-acetyl-4-hydroxy-

CBG 

5-acetyl-4-hydroxy-

CBG@O2 
E72@O 2.77 60.58 

T73@OG1 
5-acetyl-4-hydroxy-

CBG@O4 
2.76 26.5 

5-acetyl-4-hydroxy-

CBG@O1 
N111@OD1 2.75 23.66 

N111@ND2 
5-acetyl-4-hydroxy-

CBG@O1 
2.87 17.35 

CBGA 

R122@NH2 CBGA@O4  2.83 63.3 

CBGA@O1 E72@O 2.76 61.78 

R122@NH1 CBGA@O4 2.78 50.83 

R122@NH1  CBGA@O3 2.77 41.56 

S100@OG CBGA@O3 2.61 41.45 

R122@NH2 CBGA@O3 2.81 33.74 

CBGA@O2 S100@OG 2.8 25.09 

THC THC @O2 E72@O 2.73 86.6 

PA 

R122@NH2 PA@O1  2.79 76.5 

S39@OG PA@O1  2.63 73.42 

R122@NE PA@O2  2.82 63.3 

S124@OG  PA@O2  2.69 57.21 

R122@NH2 PA@O2 2.83 31.1 

S39@OG  PA@O2 2.61 17.01 

R122@NE PA@O1 2.81 16.99 

S124@OG  PA@O1 2.72 14.75 

2PA 
R122@NH2 PA2*@O1 2.76 67.4 

S39@OG PA1*@O2 2.68 57.3 
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R122@NH1 PA1@O1 2.8 51.12 

R122@NH2 PA1@O2 2.8 43.66 

S124@OG PA1@O1 2.67 40.84 

S100@OG PA2@O2 2.62 40.17 

R122@NH1 PA1@O2 2.8 39.65 

R122@NH2 PA1@O1 2.7 38.09 

S39@OG PA1@O1 2.66 34.5 

R122@NH2 PA2@O2  2.78 22.7 

R122@NE PA2@O2 2.81 21.93 

R122@NE PA2@O1 2.83 19.54 

N111@ND2 PA2@O1 2.8 15.44 

S124@OG PA1@O2 2.66 14.67 

2-AG 
M74@N 2-AG@O4 2.87 34.61 

2-AG@O2 E72@O 2.74 14.92 

AEA --- --- --- --- 

 * PA1 and PA2 are first and second molecules of PA 

 

It is curious that such structurally diverse molecules can show similar high affinity for a protein 

like FABP1.26 Computational techniques can help us to evaluate molecular similarity. These 

techniques can be categorized into three methods; in the first method we can conduct QSAR 

analyses comparing chemical and molecular properties such as lipophilicity (logPo/w), molecular 

weight (MW) and polar surface area (PSA) of FAs, synthetic ligands, ECs and MCs. Using this 

approach reveals no significant trends between these parameters and either experimental binding 

affinity, or computationally calculated IFD or MD/MM-GBSA values. The second method, 

employing the Tanimoto similarity measure (which provides a coefficient, Tc, between 1 to 0) is 

common in 2D SAR approaches.27 According to this analysis, PA is more similar to the ECs (0.4 

similarity between PA and 2-AG) with far less similarity to the MCs (0.13 similarity between PA 

and CBD). If one was to use these parameters to predict binding to the protein, one would be sorely 

mistaken: molecules that are structurally dissimilar tend to bind in a dissimilar fashion, and 

therefore tend to induce different bioactivities. The important words in that sentence are, of course 

“tend,” and caution must be taken whenever one abstracts a molecule for analysis. A third 

abstracting approach is the use of interaction fingerprints (IFP) on the bound structure: identifying 

the residues involved in strong interactions with a given ligand. The key residues identified by an 

IFP analysis of the FAs binding to FABP1 are R122, N111, S100 and M74. The ECs have very little 

IFP similarity, but the MCs 5-acetyl-4-hydroxy-CBG and GBGA do share the same residues and 

have a good IFD match to the FAs (Table 3). However, this type of analysis only works if you 
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have structural data or a good all atomic simulation. We cannot recommend using any of these 

approaches to interpret the interactions between the ligands and the receptor, and we strongly 

recommend that any computational screening technique take all-atomic modelling into account to 

make any meaningful predictions. 

 

Conclusion 

 What is clear from this data is that the ECs can avail themselves of the same transport 

mechanisms as the FAs. This is well established. The major cannabinoids are known to bind to 

FABP1, and this activity has been suggested to be responsible for some of their biological activity. 

However, we show that the strongest affinities likely arise from the interaction of minor 

cannabinoids with the FABPs. Of course, they are present in lower amounts than THC or CBD, 

but if one were looking to design an FABP1-inhibiting drug, the minor cannabinoids are likely a 

better starting point than the major cannabinoids. 

 Most curiously is that this study provides additional evidence that the PCs imitate the 

preferred accessible conformation of the ECs. Razdan in 1996,28 and Howlett in 199829 both 

discussed the pharmacophores of the PCs and ECs, and research since then has tried to combine 

these two systems into simple cannabinoid receptor agonists and antagonists.15 However, this 

similarity is clearly more general and applies to their interactions with other proteins as well. As 

both we and these authors note, the constrained ring system of the PCs “pays” the entropic cost of 

binding in a specific conformation up front, increasing binding affinity. This has been clearly 

discussed in the context of the cannabinoid receptors, but we believe this is the first report 

suggesting the effect is more general and likely applies to other proteins as well. The effect is also 

clearly not unique to the ECs. The PCs can imitate far more ubiquitous FAs. Examining other 

proteins that interact with FAs might prove to be a promising avenue of research to further 

understand the complex pharmacology of the PCs. Some of this work is currently underway in our 

lab and will be reported on in due course. 

 

Supplementary Information and Data Availability: 

The supplementary information that accompanies this article includes a more detailed discussion 

of the computational methodology used to generate the data, complete tables for the rigid binding 

data for all 131 cannabinoids examined in the article, and 2D interaction plots for FABP1’s 
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endogenous and designer ligands highlighting key interactions. All of the computational input and 

output geometries, and the required information to recreate the MD trajectories, and consequently 

all the data in the article, is available from the Borealis repository at: 

https://doi.org/10.5683/SP3/9HCGOM. This also includes the apo-FABP1 structure we use as the 

basis of our model should anyone wish to use it for further drug discovery work. The Borealis 

repository is a collaboration of the Canadian Universities to facilitate access to research data. 
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Abstract— Localization of broken instruments inside the 

root canal (RC) during root canal Treatment (RCT) is one of the 

most challenging tasks for an endodontist surgeon. This is due 

to the lack of real time systems for localization of broken 

instruments. This paper suggests a method for the identification 

of the broken instrument inside the RC. In this paper a novel 

ultrasonics signal recording method for tooth with the CNN 

architecture of VGG16 as a feature extractor and SVM (support 

vector machine) for the localization of the broken instruments 

are used. With this paper, authors localize the broken 

instrument inside the canal at three positions, i.e., top, bottom, 

and middle. The accuracy of the system is achieved by 76% with 

proposed methodology. 

Keywords— broken instruments, CNN, endodontics, 

localization, VGG16, SVM. 

I. INTRODUCTION  

In endodontics, RCT is a common practice for treatment 
of RC [1].  In which the dental surgeon used to identify the 
RC diseases. For the diagnosis of diseases, there are lots of 
techniques available. Some of the major techniques are x-ray, 
cold test, bioimpedance meter, apex locator, etc. But all these 
techniques have major issues like false detection, 
inappropriate testing procedures, hazardous effects on human 
tissue, etc. While ultrasound is one of the safest technologies 
for diagnosis [2]. It is a mechanical wave, i.e., acoustic signal 
having a frequency greater than 20 kHz, as shown in figure. 1. 
which vibrates and travels through the medium like liquid, 
gas, and solid. Sound can be classified based on its frequency 
range. The frequency range is distinguished according to the 
range of human hearing as shown in figure 1. 

 

Figure 1: Sound Energy classification 

In medical ultrasound, frequencies above 2 MHz are used 
[3]. The ultrasonography used the refracted and reflected 
energy of the acoustic signal. These signals carry information 
about the internal tissue structure. While in dentistry, it has a 
very limited scope because of the differences in tooth structure 
and properties. tooth has a wide range of acoustic properties 
ranging from 1.5Mrayl to 7.8Mrayl. Therefore, conventional 
ultrasonography techniques are not suited for dental 
applications. 

 

In [4], authors mention the application of ultrasound in dentistry. 

The mention applications are used to extract the information 
from canal, scaling of tooth, cleaning of tooth and etc. Authors 
also mention that, the ultrasound can be used for imaging of 
RC. While First-time work of ultrasound in dentistry was 
observed by Baum et al., [5] in 1963. In this study, authors 
used a 15 MHz ultrasonic transducer, but they did not get a 
clear information of internal tooth structure. In [6], authors 
used ultrasound, in which a customized probe is attached with 
an image processing unit and an electronics phantom. The 
shape of the customized probe is similar to dental handpiece 
equipment for easy movement inside the mouth. In this work, 
authors used the 25 MHz ultrasound frequency on three 
different age groups, i.e., 22, 33, and 59-year-old patients with 
no periodontal disease. Image taken from top part of the 
gingiva. Ultrasound image quality is good enough. But the 
authors did not get any evidence of a RC of the tooth. In [7], 
authors used the 15 MHz, ultrasound frequency for the 
observation of teeth’s internal structure. The image of the US 
is not very clear. According to them, if the resolution of the 
system is increased then detection of caries will also increase. 
In [8], authors proposed a technique for the measurement of 
thickness of tooth layer using fractional Fourier 
transformation. In which for signal recording, they used 
Olympus NDT inc. Waltham MA based probe with 15 MHz 
supportive ultrasonic frequency. The probe is in contact with 
the sample. Authors used glycerin as the matching layer. In 
[9], Kapoor R. et. al, proposed the methods i.e., Modified 
Sliding Singular Spectrum Analysis (MSSSA), for detecting 
foreign objects in the RC, in which authors use the continuous 
mode of ultrasound signal.  

 
The major contributions of this paper as follow:  

• Ultrasonics signal generation and acquisition for 
analysis of RC of vitro teeth.  

• Features extraction of recorded ultrasonics signal 
using VGG16 methodology. 

• Localization of broken instruments inside the canal 
using SVM.  

 
This paper is organized in following sections: Section 3 

presents the proposed methodologies, in which novel recoding 
techniques for localization of broken instruments, features 
extractor and the used classifier are explained. Section 4 
discusses the outcomes of this research work. In section 5, the 
conclusions are drawn and the future aspects of the proposed 
scheme are discussed. 
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Figure 2: Block diagram of proposed method for localization of broken instruments 

 

 
Figure 3: 1D VGG16 as features extractor with batch normalization 

II. PROPOSED METHODOLOGY 

This paper proposed a novel localization methodology for 
the detection of broken instruments inside the RC as shown in 
Figure. 2. This paper used 1D VGG16[10] architecture as the 
feature extractor in conjunction with SVM for localization of 
broken instruments. The signals are recorded with a novel 
pulse-echo mode technique. 

A. Data acquisition  

The ultrasonic signal is generated when the transducer 
vibrates at a frequency above 20 kHz. In this paper, 
piezoelectric ceramic of 3x3 mm is used. Designed 
transducers have three arrays, as shown in Figure. 2 (block 1). 
The designed transducer is used as a transceiver. The proposed 
scheme of recording set-up is shown in Figure. 2 (block 1 & 
2). More than 100 vitro teeth are used for recording the signals 
for analysis the methodology a frequency of 33 Khz is used. 
The recorded echo signals are represented in (1). 

�� �  ∑ ��
�
�	
       �� ∈ ℝ                   (1) 

Where, �� is ultrasonic echo signal, �� is the instant value 
of signal at time instant “
”. 

 

 
(a) 

 
(b) 
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(c) 

Figure 4: Recorded echo signal 

In figure 4 shows the ultrasonics echo signals of designed 
probe. In which figure. 4 (a), (b), and (c), represents the signal 
recovered from first, second and third sensors of mentioned 
probe and the features map of the recorded signal is extracted 
using mention in (2). 

���
� �� ∗ ���                          (2) 

The features map of the echo signal using CAC, where 
CAC is represents the Convolution Architecture of CNN. 

B. Features extraction 

The VGG16 is a deep convolutional neural network that 
has attained significant performance while dealing with 
various tasks related to computer vision [11]. Another version 
i.e., 1D VGG16 is designed for the analysis and classification 
of time-series data [12]. In this paper, 1D VGG16 without 
batch normalization is used is used as CAC to extract high-
level features from recorded acoustic signals.   

    
(a) 

    
(b) 

    
(c) 

Figure 5: Features map using VGG16 

One way to use VGG16 as a feature extractor is to remove 
the last fully connected layer of the network and use the output 

of the layer before it as the feature representation, as shown in 
Figure. 3. The extracted features shown in figure (5) are 
further used by SVM for the localization of broken 
instruments. 

C. Localization 

Support Vector Machine (SVM) is a supervised learning 
(SL) based classifier for binary as well as multi-class 
classification applications. SVM is used for One-vs-One 
(OvO) as well as One-vs-All (OvA) kind of schemes [13]. In 
our case, the OvO trains three SVM classifiers and during the 
prediction stage the classifier evaluates instances with respect 
to other classes. The OvA method also trains three different 
SVM classifiers where each trained classifier distinguishes 
one class from the combination of other two classes. During 
its prediction stage, all three positions are assigned to a test 
instance to find the class with highest possibility. 

In this paper, SVM is used for the localization of broken 
instruments into three classes, i.e., top, middle, and bottom 
positions. In the proposed methods, the OvA method is used 
for the localization of broken instruments. Therefore, this 
approach gets results faster than OvO and requires less 
computational memory [14]. 

III. RESULTS 

Before The results and accuracy of the proposed 
methodology are going to be explained in this section. The 
localization of broken instruments inside the RC is predicated 
based on the proposed methodology. While the predicted 
results are verified with the labelled x-ray of the tooth and by 
the endodontic surgeon. The results of broken instruments' 
localization inside the canal are shown in Figure. 6. The x-ray 
image of a tooth with broken instruments is displayed 
according to the prediction of the SVM localizer. The system 
achieves an accuracy of approximately 76% with proposed 
methods. The accuracy will improve with a greater number of 
sensors array and datasets. The proposed methodology is 
implemented and trained on a system having a configuration 
of 16GB RAM, a RYZEN 9 (5800 HS) processor, 6GB of 
NVIDIA RXT 3060 GPU, and a 1TB SSD. 

     
(a) 

 
(b) 
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                                           (c)  
Figure 6: (a) tooth with broken instruments at bottom, (b) tooth with broken 

instruments at middle (c) tooth with broken instruments at top. 

 

 
        (a) 

 
        (b)                                                                                

 
(c) 

Figure 7: Training parameters 

The training parameters of the localizer are shown in 
figure 7. In which MSE and modal loss for 100 sampled teeth 
of pulse-echo mode of dental ultrasound are used. the 
confusion matrix of the proposed methodology is show in 
figure 7 (c).  

IV. CONCLUSION 

The localization of broken instruments inside the RC is 
one of the most challenging tasks for the endodontist. With 
this paper, the authors conclude that broken instrument can 
be localized using ultrasound signals at a low frequency of 
33 kHz. While the accuracy of the detection is about 77% 
with the initial prototype of pulse-echo mode. This will 

increase with the larger number of databases and design 
modifications.  

The work is still in progress for the exact and accurate 
localization of the broken instrument. This work will continue 
to detect the broken instruments inside the vivo as well, 
because in vitro, the hyperparameters are limited. Therefore, 
the localization of the broken instrument inside the vivo RC is 
a more challenging task than in vitro. 
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Low-Frequency Waves in a Strongly Correlated
Collisional Magnetized Dusty Plasma Cylinder

Harender Mor , Kavita Rani Segwal , and Suresh C. Sharma , Senior Member, IEEE

Abstract— Low-frequency electrostatic modes are studied using
the generalized hydrodynamic model (GHD) for a drift-driven
strongly correlated magnetized argon dusty plasma cylinder. The
frequencies of both drifts-driven compressional and transverse
modes tend to increase with normalized wave vector. The
compressional wave modes are destabilized with normalized
wavenumber; however, transverse mode gets stabilized. The
longitudinal modes behave as drift-driven dust-ion acoustic
modes, while the transverse mode observed in the presence of
magnetic field-aligned currents behaves as dust-modified Alfven
ion waves. The effects of axial magnetic confinement and different
geometries have been analyzed for both compressional and
transverse modes.

Index Terms— Dusty plasma, longitudinal modes, plasma cylin-
der, strong correlation parameter, transverse shear modes.

NOMENCLATURE

n0e, n0d , and n0i Unperturbed densities of electrons,
dust, and ion, respectively.

me, md , and mi Mass of electron, dust, and ions,
respectively.

m p Mass of proton.
rd Distance between the dust grains.
ve, vd , and vi Collisional frequencies of electron,

dust, and ions, respectively.
ved , vdd , and vid Drift velocities of electrons,

dust, and ion, respectively.
vet , vdt , and vi t Thermal velocities of electrons, dust,

and ions, respectively.
fep, fdp, and fi p Plasma frequencies of electrons, dust,

and ions, respectively.
fec, fdc, and fic Cyclotron frequencies of electron, dust,

and ions, respectively.
λed , λdd , and λid Debye lengths of electron, dust, and

ions, respectively.
VeA and Vi A Electron and ion Alfven speed,

respectively.
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f t
r and γ t Real frequency and growth rate of

transverse mode.
f c
r and γ c Real frequency and growth rate of

compressional mode.
τm Relaxation time for the dust particle.
0 Coupling parameter for dust.
0c Critical value of the coulomb coupling

parameter.
Qd = −Zde Charge on dust particle.
Qe = −e and
Qi = e Charge on electron and ion,

respectively.
µd Compressibility factor of the dust fluid.
γd Adiabaticity factor.
K B Boltzmann’s constant.
η Coefficient of shear viscosity.
ζ Coefficient of bulk viscosity.
a Radius of dust grains.
B Applied magnetic field.
k Wave vector.
f Frequency of perturbed mode.
u Velocity term corresponding to the

convective derivative.
δud Perturbed dust velocity.
δE Electrostatic perturbation.
c Velocity of light.
φ Perturbed potential.

I. INTRODUCTION

DUST is an omnipresent component in various laboratory
and space plasma situations, such as fusion devices,

plasma processing of materials, comet tails, planetary rings,
solar wind, the earth’s ionosphere, and so on [1], [2], [3],
[4], [5]. These particles are undesirable during semiconductor
wafer manufacture and fusion reactor design [6], [7], whereas
dust agglomeration is an essential process in the evolution of
protoplanetary disks and in the formation of planetesimals and
comets [8].

The micrometer-sized dust particles tend to accumulate a
high negative charge due to the high mobility of electrons. The
variation of dust charge, mass, and size affects the dust particle
dynamics and, hence, the collective behavior of plasma [9],
[10], [11], [12], [13]. The vital characteristic of dusty plasma is
its ability to have a strong correlation among dust grains. The
dust grains are correlated via the screened Coulomb potential,
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which is a function of the Coulomb coupling parameter 0.
The Coulomb coupling parameter 0 quantifies the strength of
correlation among the dust particles. It is given by the ratio of
the electrostatic interaction energy to the dust thermal energy

0 =
Z2

de2

rd Td
exp

(
−rd/λd

)
where Zde denotes the dust charge, e denotes the elec-
tron charge, rd is the intergrain spacing given by =

((4πn0d)/3)−1/3, and Td is the dust temperature, in the energy
units Td = K B T , λd denotes the Debye length, which accounts
for the screening of the interaction. For 0 ≪ 1, i.e., when
the thermal kinetic energy dominates the electrostatic potential
energy, the dust grains are said to be weakly correlated (WC),
and when the Coulomb potential energy exceeds the mean
kinetic energy, the dust grains become strongly correlated. In
the limit 1 ≤ 0 ≤ 0c, (0c = 171 ± 3) given by the Monte
Carlo simulations, plasma behaves like a fluid, and above this
critical value, it exhibits Wigner crystallization [14], [15], [16],
[17], [18]. This ability of strongly coupled complex plasma to
co-exist in the fluid and crystalline state in the 1 ≤ 0 ≤ 0c

regime gives rise to the viscoelastic modes.
Since the strong correlation dust particles act as a viscous

fluid, this introduces new dispersive corrections in the longitu-
dinal mode along with the possibility of a novel shear mode.
Kaw and Sen [19] utilized the generalized hydrodynamic
model (GHD) to study the existence of transverse shear waves
in strongly coupled dusty plasma [20]. These waves were
observed experimentally in the 3-D dusty plasma in a strong
coupling regime by Pramanik et al. [21].

Xie and Chen [22] studied the effect of a strong correlation
between dust in the presence of a magnetic field and the
absence of collisions and drifts of plasma particles. They found
a compressional mode like an ion dust hybrid wave with a
unique transverse mode similar to the torsional vibration mode.
Banerjee et al. [23] studied the dispersion characteristics of the
strongly correlated magnetized laboratory dusty plasma in the
absence of dust-neutral collisions using the GHD model. It
has been studied how strong coupling affects current-driven
wave modes in collisional magnetized complex plasma for an
infinite geometry [24].

As laboratory and fusion plasma devices exist in a confined
geometry, the study of boundary effects on the dispersion char-
acteristics of low-frequency modes is of marked importance.
The boundary effect (or finite geometry effect) is significant
when the mode wavelength is comparable to the size of the
plasma. Additionally, finite Larmor radius effects are important
in the case of finite geometry problems [25]. It has been
observed that the drifting plasma particles and the quantized
radial wave vector tend to modify the wave mode’s dispersion
properties for a cylindrical plasma geometry [26].

To observe the significance of boundary effects on strongly
coupled plasma, we propose a theoretical model for analyzing
the drift-driven electrostatic modes in a magnetized strongly
correlated collisional dusty plasma cylinder. The effect of
dust–dust collision has also been considered in the proposed
model. In the proceeding section, the generalized hydrody-
namic (GH) model has been applied in the long wavelength

region (where dust dynamics is vital) to derive the dispersion
relation for the compressional and transverse mode in the
hydrodynamic limit. In Section III, results and discussion are
presented followed by the conclusion in Section IV.

II. MODEL

We have assumed a strongly correlated collisional dusty
plasma confined in the cylindrical geometry consisting of
electrons, ions, and dust grains. The dust grain radius a is
lesser compared to the intergrain distance rd and the electron
and ion Debye radii λe and λi . An axial magnetic field B0
is considered for the magnetic confinement of the plasma
cylinder. The unperturbed densities of species (electrons, ions,
and dust grains) are given by n0e, n0i , and n0d . The charge and
mass of species are (Qe, me), (Qi , mi ), and (Qd , md). ved ,
vid , and vdd are the drift velocities of the species along the
magnetic field. The neutral collisional frequencies of species
are νe, νd , and νi . The electrostatic perturbation is given by
∼e−i( f t−k·r). The GH momentum equation [19] for dust fluid
in the limit 1 ≤ 0 ≤ 0c is given as(

1 + τm

(
∂

∂t
+ u · ∇

))[
mdn0d

∂

∂t
δud + ∇δP

+ Zden0dδE + mdn0dνdδud

+
1
c

Zden0dδud × B0

]
= η∇ · ∇δud +

(
ζ +

η

3

)
∇(∇ · δud) (1)

where δP is pressure, c is the velocity of light, ud is the dust
velocity, η and ζ are the viscoelastic coefficients, and τm is
the relaxation time for the dust particle.

The compressibility of dust (µd) [27] is given as

µd =
(∂n Pd)T

Td
= 1 +

1
3

u(0) +
1
9

∂u(0)

∂0
. (2)

The quantity u (0) gives the excess internal energy, which
is represented in the strongly correlated regime through the
analytical expression given by Slattery et al. [28]

u(0) = −0.890 + 0.9501/4
+ 0.190−1/4

− 0.82
for 1 ≤ 0 ≤ 200. (3)

The dependence of viscoelastic coefficients η and ζ on 0 is
given by the Monte Carlo simulations [28], [29]

η′
=

(
ζ +

4
3η

)
mdn0d fdpr2

d
≈ 0.0201/2 (4)

and

τ ∗

m = fdpτm ≈ 0.37501/2 (5)

where

τm =

(
ζ +

4
3
η

)/
n0d Td(1 − γdµd + 4u(0)/15) (6)

where γd is the adiabaticity and fdp is the dust plasma fre-
quency. The following subsection aims to obtain the dispersion
relation for the low-frequency modes by applying the set of
GH equations.
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A. Dust Compressional Mode

The compressional low-frequency modes are perpendic-
ular to the undisturbed magnetic field and parallel to the
electrostatic perturbation and the wave vector. These modes
are supported by the inertia of massive dust particles. The
continuity equation for the dust fluid is given by

∂

∂t
δnd + ∇ · (ndδud) = 0. (7)

As these waves are accompanied by density fluctuations, the
perturbed density of dust particles is found by implement-
ing (2) and (7) into the dust equation of motion given by (1).

The perturbed density of dust particles is readily obtained
as

δnd =
−Zden0d∇

2
⊥
φ

md( f − kzvdd)A
(8)

where

A =


k2γdµdv2

dt

( f −kzvdd)
− ( f −kzvdd + ivd) +

k2
(
ζ +

4
3η

)
(1−iτm f )imdn0d

+
f 2
dc(

iηk2

(1−iτm f )md n0d
+ ( f − kzvdd + ivd)

)


(9)

where vdt = ((Td/md)
1/2) and fdc = [−(Zde)B/mdc] are

the dust thermal velocity and the dust cyclotron frequency,
respectively. Furthermore, the viscoelastic coefficients η, ζ ,
and τm have been omitted, taking into consideration the fact
that only the dust particles are in a strongly coupled state,
while the electrons and ions are in the weakly coupled state.
On substituting γd = µd = 1 for the low compressibility limit,
and f ≪ kzved , νe ≪ kvet and f 2

≪ f 2
ic ≪ f 2

ec, kzvdd ≪

f ≪ kzvid , the subsequent equations have been obtained. The
perturbed number densities of the ion and electrons may be
obtained as

δnr =
∓en0k∇

2
⊥
φ

m j
[
k2v2

r t + f 2
rc − ( f − kzvrd + ivr )( f − kzvrd)

]
(10)

where r = i or e, and vr t = ((Tr/mr )
1/2) are the thermal

velocities of species and frc = ±(eB0/mr c) are the cyclotron
frequencies of species. Substituting the values of perturbed
densities of species from (8) and (10) in Poisson’s equation

∇
2φ = 4π(δnee + zdeδnd − eδni ). (11)

For axially and azimuthally symmetric case, (11) takes the
form which is the Bessel equation of order zero

∂2φ

∂r2 +
1
r

∂φ

∂r
+ q2φ =

f 2
dpk2

⊥
φ

( f − kzvdd)A
(12)

where

q2
= −k2

z − Lk2
⊥
φ (13)

and

L =


f 2
ep[

k2
⊥

v2
et + f 2

ec − ( f − kzved + ive)( f − kzved)
]

+
f 2
i p[

k2
⊥

v2
i t + f 2

ic − ( f − kzvid + ivi )( f − kzvid)
]

.

(14)

Here,

fr p =

(
4π(Qr )

2n0r

mr

)1/2

(15)

is the characteristic plasma frequency of oscillation, when
they are disturbed from the equilibrium position, where
(Qr , n0r , mr ) are the charge density, number density, and
mass of the plasma species, respectively. Here, r = d , i ,
and e corresponds to the dust particles, ions, and electrons,
respectively. In the absence of RHS of (12), φ is given by

φ = U J0(qxr) (16)

where U is a constant and J0(qxr) is the Bessel function of
order zero and argument qxr . On the surface of the plasma
waveguide, we should have J0(qxr) = 0 [30]. Here, qxr = δn ,
where δn gives the zeroes of the Bessel function. Some of
which are given as δ1 = 2.404, δ2 = 5.5, δ3 = 8.7, and
δ4 = 11.8 [31]. When the effect of dust dynamics is considered
[i.e., RHS of the (12) ̸= 0], wave function φ can be given by
a combination of orthogonal wave functions

φ =

∑
m

Am J0(qyr) (17)

where the effective radial wave vector qx = 2.404/r0 is
quantized. Simplifying Bessel’s equation for the dominant
mode x = y, in the limit f ≪ kzved , νe ≪ k2

⊥
v2

et < f 2
ec, the

dispersion relation for the compressional mode is obtained as

1 +
1

�2
e

+
f 2
i p[

�2
i f 2

i p − ivi ( f − kzvid)
] −

f 2
dp I

( f − kzvdd)A
= 0

(18)

where

I =

∫ r0

0 r J0(qxr)J0(qyr)dr∫ r
0 r J0(qxr)J0(qyr)dr

�2
e = k2

⊥
λ

2
eD + V 2

eA, and �2
i =

(
k2
⊥

λ
2
i D + V 2

i A − k2
z v2

id

/
f 2
i p

)
(19)

where λid = (vi t/ fi p), λed = (vet/ fep), VeA = ( fec/ fep), and
Vi A = ( fic/ fi p).

When the dust drift and magnetic field are neglected,
then (18) will yield the same dispersion relation for compres-
sional mode as obtained by Kaw and Sen [19, p. 3556, (28)]. In
the hydrodynamic limit ( f τm ≪ 1), (18) gives the dispersion
relation for the compressional dust modes. Taking f = fr +iγ
and fr ≫ γ yields the real frequency as

f c
r = kzvdd + fdp


P
Q

I + q2
mλ

2
d γdµd

+

(
−

η∗

2q2
mr2

d

4
+

vd

4 fdp

)2

+
f 2
dc

f 2
dp


1/2

(20)
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where

P = f 4
i p�

2
i

(
1 + �2

i

)
+ vi ( f − kzvid)

2

and

Q =
[(

1 + �2
i

)
f 2
i p

]2
+ v2

i ( f − kzvid)
2.

The growth rate of the dust compressional mode is given as

γ c

fdp
=

[
−

vd

2 fdp
+

n∗

2q2
mr2

d

2

]
. (21)

Equations (20) and (21) represent the frequency and growth
rate of the compressional mode. In the absence of colli-
sion, (21) is similar to Xie and Chen [22, p. 3521, (18)].

B. Transverse Mode

The presence of the transverse mode is supported by the
rigidity provided by the strong correlations among dust parti-
cles. Taking the curl on both sides of (1) to get the transverse
component, we get

( f + ivd + iη1)k × ud

+ i
Zde
md

(k × δE) + i
Zde
mdc

(k · B)δud = 0 (22)

where η1 = (ηk2/(mdn0d fdpr2
d (1 − iτm f ))).

Equation (22) could be used to derive the perturbed velocity
of dust fluid transverse to B

δud⊥ =
Zde/md

i
[

f 2
dc − ( f + ivd + iη1)2

]
×

[
( f + ivd + iη1)δE + fdc

(∇ × δE z)

kz

]
. (23)

Using (23) in the dust fluid continuity equation, we get the
perturbed density of plasma species as

δnr =
( f + iη1 + ivr )Qr n0r/mr

( f − kzvrd)
[

f 2
rc − ( f + iη1 + ivr )2

]∇
2
⊥
φ (24)

where r = d, e, or I for dust, electron, and ions, respectively.
The term η1, in numerator and denominator can be ignored

for obtaining the perturbed density of electrons and ions.
Using the perturbed densities in Poisson’s equation and

applying the axial and azimuthal symmetry for simplicity,
we get Bessel’s equation

∂2φ

∂r2 +
1
r

∂φ

∂r
+ N 2φ

= −
f 2
dpk2

⊥
φ
(

f + iη′

1 + iνd
)

( f − kzvdd)
[(

f + in′

1 + iνd
)2

− f 2
dc

] (25)

where

N 2
= −k2

z +
k2
⊥

f 2
i p( f + ivi )

( f − kzvid)
[
( f + ivi )2 − f 2

ic

]
+

k2
⊥

f 2
ep( f + ive)

( f − kzved)
[
( f + ive)2 − f 2

ec

] . (26)

Now, simplifying (25) as was done earlier, the solution of
Bessel’s equation to obtain the dispersion relation for the
transverse shear mode, we get

1 −
k2
⊥

k2

f 2
i p( f + ivi )

( f − kzvid)
[
( f + ivi )2 − f 2

ic

]
−

k2
⊥

k2

f 2
ep( f + ive)

( f − kzved)
[
( f + ive)2 − f 2

ec

]
= f 2

dp
k2
⊥

I ( f + iη1 + vd)

k2( f − kzvdd)
[
( f + iη1 + ivd)2 − f 2

dc

] . (27)

Neglecting the effect of drift, collision, bounded geometry, and
magnetic field, the dispersion relation is similar to Kaw and
Sen [19, p. 3556, (22)]. If magnetized plasma is considered,
then it matches well with [22, p. 3522, (33)]. Simplifying (27)
in the hydrodynamic limit ( f τm ≪ 1) under the assumptions
(k2

⊥
/k2) ≪ 1, f 2

ec + v2
e ≫ 1, and ved ≫ 1 f ≪ fic, vi & fec,

ve and f ≪ η1 ≪ fdc.
We get

( f − kzvdd)
[

f + i
(
vd + η′

1

)]
= f 2

dp M (28)

where M = (k2
⊥

I/(k2
[1 − i((k2

⊥
f 2
i pvi )/(k2kzvid( f 2

ic + v2
i )))])).

Equation (28) can be rewritten as εr ( f, k)+iεi ( f, k) = 0 for
obtaining the frequency and the growth rate of the shear mode

f t
r

fdp
=

kzvdd

2 fdp
±

√
kzvdd

2 fdp
+ η∗τ ∗

mk2r2
d + Mr (29)

and

γ t
= −

νd

2
+

νdkzvdd

2 fr
−

ηk2

2mdn0d
+ f 2

dp Mi (30)

where Mr and Mi are the real and imaginary parts of M .
Equations (29) and (30) represent the frequency and growth

rate of the transverse mode. In the absence of dust drift and
collision of ions and neutrals, the transverse mode is analogous
to the dust-ion Alfven waves given by Xie and Chen [22].

III. RESULTS AND DISCUSSION

The effect of a finite geometry in the drift-driven magnetized
strongly correlated Argon dusty plasma on the low-frequency
modes has been analyzed in the hydrodynamic regime
( f τm ≪ 1). The slightly modified parameters have been used
for the strongly correlated magnetized dusty plasma system
[32]. The density of various species is given as n0i ≈

108 cm−3, nd0/n0i = 5 × 10−4, and n0e = 0.5 × n0i . The dust
charge state is given by Zd ≈ 103, the electron temperature
as Te ≃ 1.0 eV, and Ti ∼ Td = 0.14 eV are the ion and
dust temperature, respectively. a = 5 × 10−4 cm is the
size (radius) of the dust grains, and their mass is 1012 times
the proton mass m p. An axial magnetic field B0 = 4000 G is
taken, and νi (= 0.5 fic) and νd = (0.2 fdp) are the collisional
frequencies of ions and dust, respectively. The drift velocities
of the ions and dust particles are vid = 0.5 × vi t and
vdd = 1.0vdt , respectively. The effective quantized radial wave
vector is k⊥ ≈ qn = 2.404/r0 = 0.8 cm. The parameters
taken in this study are in the range of strongly correlated dusty
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Fig. 1. Variation of normalized real frequency ( f c
r / fdp) of compressional

mode with normalized wave vector (krd ) for various coupling parameters 0

and for vd = 0.6 fdp , νi = 0.5 fic , vdd = vdt , vid = 0.5vi t , kz = 2.0 cm−1,
and B0 = 4000 G.

one-component plasma limit λd > rd ≫ λdd . Here, rd is the
intergrain spacing and λdd is the dust Debye length.

For the dust to be magnetized, the small size of the
dust particles should be complemented with the use of a
high magnetic field. Moreover, the dust Larmor radius ρd

(=vdt/ fdc) should be much smaller than the plasma tube
diameter 2r0 and fdc ≫ vd . This is because magnetizing the
complex plasma is technically challenging [32], [33], [34] due
to the low charge-to-mass ratio of dust particles. The cyclotron
frequency ratio to the neutral momentum exchange frequency
( frc/vrn ≥ 1) should be greater than one, such that the
particle performs full rotation (on average) of the Larmor orbit
before collision [35]. To avoid Coulomb crystallization of dust
grains, high dust temperature has been considered to retain the
fluid characteristic of plasma. We have employed MATLAB
(version 2020a Natick, Massachusetts: The MathWorks Inc.)
[36] for the solution of the equations and random values of
the Coulomb coupling parameter have been considered in the
1 ≤ 0 ≤ 0C limit.

The variation of normalized real frequency ( f c
r / fdp) of com-

pressional mode with normalized wave vector (krd) for various
Coulomb coupling parameter 0 values has been shown in
Fig. 1. It has been observed that in the long wavelength region
(krd ≤ 1), the mode frequency rises with an increase in wave
vector, but anomalous dispersion ((∂ f /∂k) < 0) is observed
in the short wavelength region, which has been confirmed
experimentally [37]. It is in fair agreement with the previous
studies of Xie and Chen [22], which show a decrement in
mode frequency for the strong coupling parameter 0, and this
may be because the viscosity of dust fluid is enhanced by
strong correlation, which leads to dampening of the wave.

Fig. 2 depicts the variation of normalized mode frequency
with normalized wave vector for different geometries and
different values of the strong coupling parameter 0 = 30,
60, and 125, which are below the 0c. It is clear from the
figure that mode frequency for finite geometry is less than
that of infinite geometry, for a particular value of coupling

Fig. 2. Variation of normalized real frequency ( f c
r / fdp) of compressional

modes with normalized wave vector (krd ). (i) Solid lines for infinite geometry
with 0 = 30, 60, and 125. (ii) Dashed lines for finite geometry with 0 = 30,
60, 125, and for vd = 0.6 fdp , vi = 0.5 fic , vdd = vdt , vid = 0.5vi t ,
kz = 2.0 cm−1, and B0 = 4000 G.

Fig. 3. Variation of normalized real frequency ( f c
r / fdp) of compressional

modes with normalized wave vector (krd ) for different ion drift speeds
(i)vid = vi t , (ii) vid = 2vi t , (iii) vid = 4vi t , and (iv) vid = 6vi t and for
vd = 0.6 fdp , vi = 0.5 fic , vdd = vdt , vid = 0.5vi t , kz = 2.0 cm−1, and
B0 = 4000 G.

parameter. The reduction in mode frequency is more for the
short wavelength region. The wave frequency is reduced nearly
by 10% from that of infinite geometry in the long wavelength
region (krd < 1). This may be due to the reduction in the
interaction region for a finite geometry.

Fig. 3 depicts the variation of normalized mode frequency
of compressional mode for different ion drift velocities with
the normalized wave vector. It has been observed that the
mode frequency decreases with the increase in the ion drift
velocity in the long wavelength region (krd ≤ 1). This is in
line with the observation of Kaw and Singh [38], and for the
short wavelength region, it is independent of the drift of the
ions.

This behavior agrees well with the experimental observation
of Molotkov et al. [39], where the increase in the drift motion
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Fig. 4. Normalized growth rate (γ c/ fdp) of compressional mode with
normalized wave vector (krd ) for various Coulomb coupling parameter
(i) 0 = 15, (ii) 0 = 30, (iii) 0 = 60, and (iv) 0 = 75 and for vd = 0.6 fdp ,
vi = 0.5 fic , vdd = vdt , vid = 0.5vi t , kz = 2.0 cm−1, and B0 = 4000 G.

Fig. 5. Dependence of the normalized mode frequency ( f t
r / fdp) on the

normalized wave vector (krd ) of transverse mode for different values of
Coulomb coupling parameter 0 (i) 0 = 15, (ii) 0 = 30, (iii) 0 = 60, and
(iv) 0 = 75 and for vd = 0.6 fdp , vi = 0.5 fic , vdd = 0.5vdt , vid = 0.5vi t ,
k⊥ = 0.8 cm−1, kz = 0 − 25 cm−1, and B0 = 4000 G.

of ions as compared to their thermal speed suppresses the dust
acoustic instability.

Fig. 4 depicts the variation of the normalized growth rate
(γ c/ fdp) of compressional modes versus normalized wave
vector for different values of Coulomb coupling parameter
0. The growth rate rises with the increasing wave vector but
diminishes with the increase in strong coupling parameter 0.
This may be associated with the enhanced viscosity of system,
which on increase in strong correlation among dust provides
inertia to the massive dust particles.

To analyze the transverse mode, we have shown the
dependence of the normalized mode frequency ( f t

r / fdp) on
the normalized wave vector (krd) for different values of
strong coupling parameter 0 in Fig. 5. The mode frequency

Fig. 6. Dependence of the normalized mode frequency ( f t
r / fdp) on the

normalized wave vector (krd ) of transverse mode for Coulomb coupling
parameter 0 = 30 (i) unbounded geometry, (ii) bounded geometry, and
vd = 0.6 fdp , vi = 0.5 fic , vdd = 0.5vdt , vid = 0.5vi t , k⊥ = 0.8 cm−1,
kz = 0–25 cm−1, and B0 = 4000 G.

increases with increasing wave vector with the increase in
strong coupling parameter showing a slight decrement between
kz(0.05–0.1). This behavior is similar to dust-modified Alfven
modes [40] and well in agreement with the results of streaming
and collisional instabilities in the absence of magnetic field
and strong coupling [41, p. 4413], Figs. 3 and 4]. This is
in accordance with the fact that strong coupling supports the
transverse shear mode by providing solid like rigidity and is
well in agreement with the observations of Khrapak et al. [42].

It has been observed that the cylindrical geometry leads
to an effective quantized wavenumber. The effect of different
geometries on the mode frequency for the transverse mode in
strong coupling regime has been studied (see Fig. 6). It is seen
that the mode frequency is nearly halved in the case of finite
geometry at krd ≃ 0.05 in the long wavelength region. This
difference in frequency is significant in the long wavelength
region up to k < 0.1. The corresponding increment in mode
frequency for bounded plasmas is less as compared to the
infinite geometry in the long wavelength region.

The normalized growth rate of transverse modes with nor-
malized wavenumber for different values of Coulomb coupling
parameter 0 has been plotted in Fig. 7. A negative growth rate
has been observed, which shows modes are purely damped.
This result is well in agreement with the previous results [19].
However, the small positive growth rate may be observed for a
weakly collisional regime for small values of strong coupling
parameter 0, and this behavior is similar to Alfven waves
[40]. The growth rate shows a decrease with the increase in the
Coulomb coupling parameter 0 as a result of viscous damping.

The comparison of normalized growth rate of transverse
mode for finite and infinite cases, as a function of normalized
wave vector, is depicted in Fig. 8. The growth rate for the
finite geometry is lesser than that of infinite geometry for a
minuscule region in long wavelength regime (k < 0.1), while
it remains unaffected in short wavelength region. However, the
mode is damped for both finite and infinite geometries.
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Fig. 7. Variation of normalized growth rate (γ t/ fdp) of transverse mode
with normalized wave vector (krd ) for various values of Coulomb coupling
parameter (i) 0 = 15, (ii) 0 = 30, (iii) 0 = 60, and (iv) 0 = 75 and
vd = 0.6 fdp , νi = 0.5 fic , vdd = 0.5vdt , vdi = 0.5vti , k⊥ = 0.8 cm−1,
kz = 0–20 cm−1, and B0 = 4000 G.

Fig. 8. Variation of normalized growth rate (γ t/ fdp) of transverse mode for
different plasma geometries with normalized wave vector (krd ) for 0 = 30
(i) for the infinite geometry, (ii) for finite geometry, and vd = 0.6 fdp ,
vi = 0.5 fic , vdd = 0.5vdt , vdi = 0.5vi t , k⊥ = 0.8 cm−1, kz = 2 cm−1,
and B0 = 4000 G.

We have subsequently analyzed the effect of the magnetic
field on the frequency (see Fig. 9) and growth rate (see Fig. 10)
of transverse mode for different values of radial distance r
and observed that in the long wavelength region, and the
mode frequency increases with increasing magnetic field. At a
particular magnetic field strength, mode frequency is more for
the larger values of radial distance from the axis of plasma
cylinder. The magnetic field provides tensile strength to the
plasma fluid, making it more crystalline and hence giving
solid-like elasticity for transverse mode propagation. The finite
Larmor radius effect is significant when the wavelength of the
wave is less than or comparable to the gyroradius (i.e., the
ratio of electron gyroradius to perpendicular wavelength).

The growth rate increases with the magnetic field and
stabilizes for the higher value of the magnetic field, and this
may be due to the fact that the low-frequency modes are
difficult sustain at a very high magnetic field.

Fig. 9. Normalized frequency of transverse mode versus magnetic field
for different values of r , and the radial distance from the axis of plasma
cylinder for Coulomb coupling parameter 0 = 30 (i) r = 2.5, (ii) r = 2, and
(iii) r = 1.5 and for kz = 2 cm−1, vd = 0.6 fdp , vi = 0.5 fic , vdd = 0.5vdt ,
vdi = 0.5vi t , and k⊥ = 0.8 cm−1.

Fig. 10. Normalized growth rate of transverse mode versus magnetic field
for different values of r , and the radial distance from the axis of plasma
cylinder for Coulomb coupling parameter 0 = 30 (i) r = 1, (ii) r = 1.5,
(iii) r = 2, and (iv) r = 2.5 and for kz = 2 cm−1, vd = 0.6 fdp , vi = 0.5 fic ,
vdd = 0.5vdt , vid = 0.5vi t , and k⊥ = 0.8 cm−1.

Fig. 11. Normalized frequency of compressional mode versus magnetic
field for different values of r , and the radial distance from the axis of plasma
cylinder for Coulomb coupling parameter 0 = 30 (i) r = 1, (ii) r = 1.5, and
(iii) r = 2 and for kz = 2 cm−1, vd = 0.6 fdp , vi = 0.5 fic , vdd = 0.5vdt ,
vid = 0.5vi t , and k⊥ = 0.8 cm−1.

It is also observed that the frequency of compressional mode
also grows with increasing magnetic field strength. Moreover,
as the radial distance from the axis of the plasma cylinder
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increases, mode frequency shows decrement (see Fig. 11). If
the radius of confinement is doubled, the frequency nearly
is reduced to half as magnetic field strength B0 increases
from 1 to 4 T. It shows an increase in mode frequency with
the increase in axial confinement of plasma, which means that
to observe the effect of magnetized dust on low-frequency
modes in the strongly coupled plasma, the plasma confinement
radius should be small enough. At higher values of the
magnetic field, frequency saturates, which is in accordance
with the experimental observation of the dust acoustic waves
in magnetized plasma [34], [43]. Moreover, the growth rate
of compressional mode is found to be unaffected with the
change in magnetic field in a strongly correlated collisional
dusty plasma.

IV. CONCLUSION

In this article, we have analyzed the excitation of
low-frequency electrostatic modes in the hydrodynamic regime
( f τm ≪ 1) by virtue of the drift produced for ions and dust
particles for a plasma cylinder. We have obtained a set of
equations for the growth rate and frequency of modes, which
applies to the cylindrical geometry. It can be reiterated that
the plasma geometry affects the dispersion characteristics of
both the wave modes. Anomalous dispersion is observed for
the compressional modes in the higher wavenumber limit.
Transverse modes are purely damped modes, whose behavior
is similar to dust-modified Alfven ion modes in a magnetized
plasma cylinder [22]. It has been observed that the frequency
of both modes enhances with an increase in magnetic field
strength. The growth rate of low-frequency transverse modes
is reduced by increasing the field strength, while the growth
rate of compressional modes remains unaffected. These waves
were found to be predominant in the low-collisional and
long wavelength regions of the strongly coupled laboratory
plasmas. In the operating regime of fusion devices, these
waves are insignificant and undesirable [44]. The study of
strongly coupled dust grains in addition to the magnetic
field is important in the case of the outer layer of neutron
stars [45].

Our model may find an application, where the plasma is
magnetically confined along the axis of plasma cylinder [26],
[46], [47], [48], [49], [50]. The model may be validated by
studying the excitation of low-frequency waves in magnetized
dusty plasma having strongly correlated dust grains in the
MDPX [32], provided that the plasma radius is small enough
to have an optimum magnetic field strength below 0.2 T.
In fusion devices, where a large magnetic field is required,
the low-frequency oscillations are nearly damped for all the
magnetic field strengths provided the regime, and ( f τm ≪ 1)

is maintained during the plasma confinement.
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ABSTRACT In this endeavor, miniaturized quad-port MIMOMB (multiple-input-multiple-output multi-
band) antenna with an overall area of 400 mm2 offering wider-impedance-bandwidth of 8.31GHz-36.14GHz 

is reported which covers multiple bands including X-band (8.00-12.0 GHz), Ku-band (12.0-18.0 GHz), K-

band (18.0-27.0 GHz), partial Ka-band (27.0-40.0 GHz), FR2: n257 (26.50-29.50 GHz), n258 (24.25-27.50) 

and n261 (27.50-28.35 GHz) is reported for wideband infrastructure. The proposed antenna radiating EM 

energy is printed on very thin Rogers RTDuroid5880 substrate with thickness 0.254mm. The radiating EM 

wave patch consists of hexagonal geometry which is etched with a circular-rectangular slot and partial-

ground etched by a beveled shape patch for matching of impedance. The conformal capability of the proposed 

antenna is verified by S-for single-port, dual-port, and proposed four-port antenna. The time-domain analysis 
confirms the faithful reception of transmitted signals in far-field regions. The diversity performance including 

ECCMB, DGMB, TARCMB, CCLMB, and MEGMB is below permissible standard values with a maximum peak 

gain of 7.17dBi with stable 2-D radiation patterns in principal planes. The Specific-Absorption-RateMB (SAR) 

analysis is carried out at different operating frequencies in Microwave-Millimeter wave bands with SAR 

≤1.60W/Kg in human phantom tissue and makes it suitable for on-body wireless applications. 

INDEX TERMS Conformal MIMO patch, multiband, Microwave-Millimeter wave bands, thin substrate, 
ECCMB, DGMB, TARCMB, CCLMB and MEGMB, SAR, human phantom tissue  

I. INTRODUCTION 

The development of planar technology in the last few 
decades related to the designing of antennae has been able 

to attract several researchers. In today’s scenario, the 

motherboard has become very compact thereby reducing 

the size of the devices. It will be an advantage if the 

antenna can be more compact, and conformal capability 

with acceptable Specific-absorption-rate (SAR) that can be 

used for multiband applications. This literature discusses 

various microwave-millimeter wave application antennae 

with conformal capabilities and controllable SAR. A 

compact 28.0GHz antenna with an arc-shaped patch 

provides an impedance bandwidth of 25.83GHz-30.24GHz 
[1]. Also, a slotted square patch with an embedded T-

shaped stub and defective ground resonates at 28.0GHz 

with a gain of 11.50dBi and 94% efficiency [2]. Utilizing 

a two-electromagnetically coupled patch offers a dual band 

of operation at 38.0GHz and 60.0GHz millimeter-Wave 
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band [3]. A very compact size antenna that resonates at 

60.0GHz millimeter-Wave is applicable for body area 

networks [4] and a genetic-algorithm-based four-band 

single-port antenna is designed with a population size of 
30 with genes in chromosomes equivalent to 36 [5]. A 

compact antenna [6] for body-centric relay-mode 

communication is designed for 5.0GHz with high 

directivity of 7.18dBi. A single-port guitar-shaped patch 

produces wide operating bandwidth of 2.76GHz-

35.93GHz [7], [11], [21], [24] and a low profile two-port 

dual band is achieved by using a dome-shaped patch with 

CPW-fees and T-shaped connected stub helps in achieving 

high isolation [8]. A hexagonal-ring-shaped stub with 

tapered feed produces dual bands resonating at 

28.0GHz/38.0GHz mm-Wave bands [9], [22], [23]. A 

wide gap between the inter-spaced element of 52.0mm 
with the combination of circular patch fed by tapered-feed 

offers more than 10:1 ratio bandwidth between 3.10GHz-

20.0GHz [10]. Triple-resonating bands are achieved by 

utilizing DCOLR (defective-complimentary-open-loop-

resonator) which also includes defective feed inclusive of 

dual-stepped resonator(s) with partial-ground [12]. Better 

diversity characteristics inclusive of isolation≥16.0dB are 

achieved in 2-ports UWB-monopole antenna [13]-[14]. 

Four-port MIMO antenna with bandwidth 24.55GHz-

26.50GHz is designed for a 24.0GHz center frequency 
mm-Wave band and the gain is achieved by using a 9×6 

circular Split Ring (CSR) [15]. A low-frequency 5G-NR 

band with four-port accommodates n77, n78, and n79 

bands [16], [17], [18], [19]. A super wideband antenna 

with four notched bands offers operational bandwidth of 

1.15GHz-40.0GHz and maintains isolation by arranging 

the truncated elliptical self-complimentary patch in an 

orthogonal fashion [20]. 8-port narrow-band (5G 

applications) [25] and super wideband [26] utilizes flower-

shaped patch with side L-shaped stub attached to the 

ground providing maximum radiation in the desired 

direction. A review on the conformal antenna is reported 
[27], [28], [29] which utilizes substrates such as PET, and 

thin Rogers substrate for bending of antenna applications. 

A conformal antenna designed on an FR4 substrate utilizes 

a very thin dielectric thickness of 0.15mm and produces 

applications within 7.20GHz-9.20GHz [30], [33]. A 

deployable wearable antenna is modeled on a body with a 

thickness of skin=2.00mm, fat=4.00mm, and 

muscle=10.0mm producing a maximum specific-

absorption rate of 0.512 W/Kg at 2.45GHz [31]. A breast-

cancer antenna is capable of detecting tumors which is 

traceable between a bandwidth of 8.50GHz-10.50GHz 
[32], [34]. A detailed investigation of SAR and thermal 

effects is studied by using patch-antenna when deployed 

on the body and also checking on the fabric-cotton 

wearable applications with antenna providing resonance at 

1.80GHz, 2.40GHz, and 5.00GHz and 8.90GHz. Classical 

theory of characteristics modes is applied on conformal 

MIMO antenna which is designed in accordance with the 

electromagnetic properties of the implantable antenna with 

I-type patches between dual-radiators and slot-structure in 

ground achieving good isolation [37]. Utilizing partially 

reflecting-surface with Dielectric-Resonator-Antenna 

(DRA) improves the gain of the antenna [38]-[39].   
In this work, a slotted hexagon patch-geometry in 

combination with beveled ground below the patch forms 

wideband antenna with multi-band applications designed 

and analyzed on low permittivity 2.20 flexible substrate. 

The single-antenna is transformed to two-port and four-

port MIMO configuration for higher data rate of 

transmission with reduction of fading. The calculated SAR 

at different resonance confirms the value below 1.60 W/Kg 

make it more feasible for wearable and hand-held devices. 

The detailed study is discussed in the sections given below 

 
II. CONFORMAL ANTENNA 

Wireless communication has emerged as an impressive 

technology that has developed to a large extent in 

delivering data with higher data rates and low latency 

through the implementation of 5G technology. A 

multiband antenna is desirable with very compact which 

can be useful for multiple-wireless applications. In 

achieving the above objective with multiple bands 

embedded in single-antenna, an ultra-compact antenna is 
proposed with inheriting the capability of conformal 

characteristics which can be used for wearable devices, and 

the design methodology with supporting results is 

discussed below 

 
(a) SINGLE-PORT CONFORMAL ANTENNA 
  

 
(a) 

  
                          (b)                                                      (c) 

Fig. 1. Proposed Conformal 1-Port Antenna (a) Isometric (b) Radiating 

Patch view (c) Ground view. 
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Details of the multiband-antennaMB are depicted in Fig. 1 

shows which is printed on a thin RogersRTTM Duroid 

dielectric. The top plane of the dielectric is printed with a 

radiator patch which is connected to a 50Ω-microstrip 
feedline with an overall antenna dimension of 

Lsub×Wsub×tsub mm3. The designed radiator which is 

capable of generating wider impedance-bandwidth is 

united with optimized feed and is connected to matched 

SMK connector for signal input between 5.0GHz-

40.0GHz. The opposite plane is printed with fractal-ground 

with a bent slot to achieve wider impedance bandwidth 

with the matching of impedance as shown in Fig. 1(a). Fig. 

1(b) illustrates the front view of the slotted-hexagonal 

radiator which consists of a polygon shape with side-length 

Lp mm.  The radiating patch is carved with a circular slot 

of radius Rs (in mm) and a trapezoidal slot of area 
((S1+S3)/2×S2) mm. On the opposite face of the dielectric, 

partially-imprinted ground includes a beveled-shaped slot 

as observed in Fig. 1(c). The partial ground occupies an 

area of Lg×Wg mm2 and gap (Lm-Lg) mm is responsible for 

-10dB wide operational bandwidth. The optimal 

dimensions extracted from the EM-simulation Ansys 

HFSS  are recorded in Table 1 given below (Fig. 1)  
 

Table 1: Optimal values tabulated from Fig. 1. 

Single Port 

Dimension mm Dimension mm Dimension mm 

Lsub 10.0 Wsub=Wg 10.0 tsub 0.254 

Lm 2.75 Wm 0.80 Lp 3.75 

Rs 1.25 Ls 3.75 S1 2.20 

S2 1.30 S3 1.25 S4 0.40 

S5 0.75 S6 0.50 Lg 2.50 

Dual Port 

Dimension mm Dimension mm Dimension mm 

Wg1 20.0 Lg1 10.0 K 9.00 

SL 7.50 SW 0.50 

Four Port 

Dimension mm Dimension mm Dimension mm 

Lg2 20.0 Wg2 20.0 K 9.00 

 

(b) EVOLUTION 
   

    
                            (a)                                                   (b) 

    
                            (c)                                                   (d) 

 
                                                         (e) 

Fig. 2. Configuration of Single-Port Conformal (a) Ant. A1 (b) Ant. A2 

(c) Ant. A3 (d) Ant. A4 (e) S11 result of Ant. A1-Ant. A4. 

Fig. 1 antenna is achieved by carrying out several iterations 
and resulting in an optimal version. However, the 

evolution of the final version of the single-element is 

obtained by four iterations and the respective antenna is 

named Ant. A1, Ant. A2, Ant. A3 and Ant. A4 respectively. 

Ant. A1 as shown in Fig. 2(a) is printed with a polygon 

patch and partial-rectangular ground on respective 

opposite planes. The polygon patch with side Lp mm is 

calculated by following equations [40] 

𝑳𝒑 =
𝒄

𝟒×𝒇
√𝟏/(𝟏 + 𝜺𝒆𝒇𝒇)                                                (1) 

where c (c=3×108 m/s: the light speed with vacuum as a 

medium), f is the center design frequency in GHz, and εeff 

is the effective permittivity which is calculated from 

Equation 2 given below [40] 

𝜺𝒆𝒇𝒇 =
𝜺𝒓+𝟏

𝟐
+

𝜺𝒓−𝟏

𝟐
[𝟏 +

𝟏𝟐×𝒕𝒔𝒖𝒃

𝑾𝒎
]

𝟏

𝟐
                                   (2) 

This iteration provides the impedance bandwidth of 
10.28GHz-40.0GHz but with a considerably acceptable 

matching of impedance. Further, the polygon patch is 

etched by the slot of the area given by following Equation 

3 

(
𝑺𝟏+𝑺𝟑

𝟐
) × 𝑺𝟐 = (

𝟐.𝟐𝟎+𝟏.𝟐𝟓

𝟐
) × 𝟐. 𝟕𝟓 = 𝟒. 𝟕𝟒 𝒎𝒎𝟐                        (3) 

Which helps in improving the operating bandwidth and 

provides single-resonance at 12.36GHz with S11=-

22.29dB. The third iteration is the addition of a circular slot 

with a radius Rs mm on the radiating patch (Ant. A3) helps 

in improving the matching of impedance at resonance 
12.56GHz (S11=-30.97dB) and 29.17GHz (S11=-21.67dB) 

respectively. The final version of the single-port antenna is 

achieved by etching a beveled-shaped slot in the ground 

with an impedance bandwidth of 10.38GHz-36.79GHz. 

This version of the proposed antenna, however, the Ant. 

A4 which is the final version of the proposed antenna, 

offers better impedance matching beyond 23GHz with 

marginally reduced bandwidth at higher cut-off frequency 

and does not affect the design objective. With three 

resonances within the impedance bandwidth and are 

centered at 12.71GHz (S11=-26.34dB), 21.58GHz (S11=-

20.41dB), and 29.48GHz (S11=-38.30dB). 
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(c) PARAMETRIC STUDY 
 

The final version of the mono-radiator represented by Fig. 

1 which is optimized, is achieved by changing the different 

values of the dimension. 
 

 
(a) 

  
(b) 

 
(c) 

 
(d) 

       Fig. 3. Parametric Study of key parameter (a) Ls (b) RS (c) S2 (d) S5. 

 

This is done by applying parametric variation to a key 

parameter such as Ls (radius of equivalent circle encircling 

the polygon patch), Rs (etched circular slot on the patch), 

S2 (height of etched trapezoidal slot), and S5 (height of the 
etched-beveled slot in the ground). The parameter Ls (in 

mm) which is the equivalent radius of the hexagon patch 

encircling it is changed from 3.00mm to 3.75mm with step 

size ΔLs=0.25mm. The value of Ls=3.00mm, which 

signifies the smaller area of the radiating patch offers 

narrow bandwidth of 9.59GHz-12.59GHz with resonance 

centered at 10.83GHz. Further increase in values of Ls at 

3.25mm and 3.50mm helps in improving the matching of 

bandwidth. For the optimized value of Ls=3.75mm, the 

bandwidth of 26.41GHz is obtained. The second key 

parameter Rs, which is an etched circular slot on a polygon 

patch observes a large swing of the S11 bandwidth for 
values of Rs between 0.25mm to 1.25mm. The lower 

values of Rs observe the narrow bandwidth but for 

Rs=1.25mm, the objective of large-bandwidth multi-band 

applications is achieved as shown in Fig. 3(b) another 

important parameter, S2 which is the height of the 

trapezoidal slot etched on top of hexagonal-patch, observes 

improved impedance-bandwidth with the value of S2 from 

0.30mm to 1.30mm. Good matched-impedance bandwidth 

is achieved for S2=1.30mm. The beveled slot in the 

rectangular ground with a height of S5=0.75mm achieves 

the highly matched impedance-bandwidth and the 
remaining values of S5=0.25mm and 0.50mm are 

discarded.  
 

(d) IMPEDANCE GRAPH, SURFACE-CURRENT-
DENSITY-DISTRIBUTION, CONFORMAL 
CHARACTERISTICS 
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                   (b) 

 
                    (c) 

 
                    (d) 

Fig. 4. Surface-Current-Density distribution at (a) 12.40GHz (b) 

24.0GHz (c) 28.0GHz. 

 

  
                              (a)                                                  (b) 

 
                                                    (c) 

Fig. 5. Conformal Capability of Single-Port Antenna (a) Bend with a front 

view (b) Bend with a ground view (c) Comparison of S-parameter. 

 

Fig. 4(a)-(c) shows the distribution of SCDMB      for the 

frequency values corresponding to 12.40GHz, 24.0GHz, 
and 28.0GHz respectively. In all three cases, it can be 

concluded that maximum SCDMB is concentrated within 

the microstrip feed line which forms the bridge of 

transmission of a signal from the input port to the radiating 

patch. This indicates that at these frequency values, all the 

signal is fed to the radiating patch and the patch radiates 

the input signal rather than storing it. Thus, the correlation 

between the net impedance and radiation characteristics is 

easily established at these frequency values providing high 

gain and efficiency.  

The proposed single-port antenna discussed occupies the 

wider-impedance bandwidth with multiple-band including 
X-band, 24.0GHz, and 28.0GHz bands. The proposed 

work utilizes a thin Rogers-Dielectric with a thickness of 

0.254mm and can be easily useable for conformal 

applications regardless of whether the bandwidth should 

not be compromised. Fig. 5 shows the conformal 

configuration with Fig. 5(a) representing bent at 45◦ with 

front and ground view. The planar antenna (without 

bending) occupies an impedance bandwidth of 10.38GHz-

36.79GHz and with bending corresponds to |𝑺𝟏𝟏| <
−𝟏𝟎. 𝟎𝒅𝑩 bandwidth of 9.84GHz-36.43GHz, thereby, the 
operating impedance bandwidth is not compromised and 

can be easily integrated for wearable multiband-

applications. 

  
III. DUAL AND FOUR-POT CONFORMAL MIMO 
ANTENNA 
 

Section II has seen the analysis of a single-port conformal 

antenna producing wide impedance bandwidth of 

10.0GHz-39.38GHz without bending of the antenna at and 

10.0GHz-36.56GHz with conformal capability at 45◦. 

However, when they are deployed in a live wireless 

communication application environment, will suffer from 

multiple-path fading of the transmitted signals and hence, 

the distorted pulse will be received. This effect also 
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reduces the efficiency which will decrease the working 

bandwidth. To improve the bandwidth and to control 

multiple-path fading, multiple-radiating elements 

achieving several diversity schemes such as spatial, 
radiation, or polarization diversity need to be implemented 

while designing multiple-input-multiple-output antenna 

(MIMO) configuration. The MIMO configuration will 

enhance the bandwidth and ensures the receiving of the 

signal efficiently when the signal impinges at any angle on 

the receiver antenna. The Shannon-Hartley theorem on 

channel capacity is given by [41]  

𝑪𝒉. 𝑪𝒂𝒑.𝑴×𝑺 =  𝑫𝑴×𝑺 𝜟𝑩 𝒍𝒐𝒈𝟐(𝟏 +
𝑺

𝑵
)                        (4) 

where 𝑪𝒉. 𝑪𝒂𝒑.𝑴×𝑺 is the Channel-Capacity (CC) given 

by b/s/Hz, 𝜟𝑩 is the matched operational bandwidth, 

𝑫𝑴×𝑺 is the integral multiple factors for MIMO 

configuration and corresponds to the ratio between the 
signal and the additional noise (S/N). Additional radiators 

forming MIMOMB configuration also ensure the 

enhancement of channel capacity thereby reducing multi-

path fading issues. 

Fig. 6 shows the two-port conformal MIMO antenna 

configuration which will reduce not only multi-path fading 

effects but also preserves the required impedance 

bandwidth for multi-band applications. Fig. 6(a) shows the 

simulation configuration of the conformal antenna with the 

bent of 45◦ angle and Fig. 6(b) corresponds to reflection 

and transmission coefficients.  

 
 

 
(a) 

 
(b) 

       
                                                 (c)                                       (d) 

 
(e) 

Fig. 6. Conformal Capability of Dual-Port Antenna (a) Bend capability 

(b) S-parameter; Surface-current distribution at 28.0GHz (c) 

Unconnected ground (d) Connected ground (e) S-parameter: 

Unconnected and Connected ground. 

 

As per the observations, the proposed conformal antenna 

maintains a bandwidth of 10.12GHz-36.10GHz (S11) for 

radiator 1 and 8.06GHz-35.76GHz (S22) for radiator 2. 

The MIMO configuration is obtained by placing the 

identical modified slotted hexagon patch orthogonally with 

respective partial rectangular ground connected with a thin 

stub of dimension 7.5mm×0.50mm. Fig. 6(b) also shows 

the transmission coefficient or isolation between the two 

ports with isolation being more than 17.50dB (S12, S21) for 

both radiating elements. Fig. 6(c)-(d) shows the 

distribution of current density on the surface for un-
connected and connected ground. In both cases, the 

required isolation is maintained and the antenna radiates 

efficiently. However, there is a need for common ground 

in MIMO-antenna configuration [35] because the signal 

needs to have a common-ground plane which helps in 

interpreting all the levels of signal properly based on the 

reference-zero ground level. Fig. 6(e) shows the 

comparison of S-parameter graph of MIMO antenna 

configuration with unconnected and connected ground. 

The impedance bandwidth in both the cases is tabulated in 

Table 2 given below 
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Table 2: S-parameter comparison Fig. 6(e). 

S-parameter 

(dB) 

Unconnected 

Ground 

Bandwidth 

(GHz) 

Connected Ground 

Bandwidth 

(GHz) 

S11 10.23-36.61 10.12-36.11 

S22 10.35-36.43 8.06-35.76 

 

In both the cases, the MIMO antenna configuration covers 

the required multi-band applications bandwidths. 

The proposed two-port MIMO antenna provides wide-

impedance bandwidth and hence, the transmission of 
signal at this bandwidth needs to be evaluated which is 

carried out by studying time-domain performance. Fig. 7 

shows the evaluation of the time-domain performance of 

the MIMO antenna when subjected to pulse as the input. 

The simulation environment is set up with identical MIMO 

antenna placed in face-to-face and side-to-side orientations 

as shown in Fig. 7(a)-(b). The minimal distance of 300mm 

is maintained to ensure the far-field condition given by 

[40] 

𝑭𝒂𝒓 𝑭𝒊𝒆𝒍𝒅 𝒓𝒆𝒈𝒊𝒐𝒏 >
𝟐×𝟐×𝒘𝑺𝑼𝑩

𝟐

𝝀𝑪
                                    (5) 

where 𝟐 × 𝑾𝒘𝒖𝒃=20.0mm is the maximum dimension of 

the antenna and 𝝀𝑪 is the cut-off frequency in GHz. 

𝝓 = −
𝒅𝜽(𝝎)

𝒅𝝎
                                                                    (6) 

 

 

 
(a) 

 
(b) 

 
(c) 

 
(d) 

Fig. 7. Time-domain analysis (a) Face-to-Face alignment (b) Side-to-Side 

alignment (c) Group delay (d) Impulse response. 

 

𝝆 = 𝒎𝒂𝒙𝝓 [
∫ 𝑺𝑻𝒙(𝒕)𝑺𝑻𝒙(𝒕−𝝓)𝒅𝒕

√𝑺𝑻𝒙
𝟐 (𝒕) 𝒅𝒕 √𝑺𝑹𝒙

𝟐 (𝒕) 𝒅𝒕

]                                     (7) 

Fig. 7(c) shows the graph of group delay which is 

calculated by Equation 6. The group delay in general is 

used to study the time response between two antenna 

systems and is the measure of the delay in received signal 

concerning phase distortion. 
This ensures that the received signal shape of the 

transmitted pulse is preserved without much pulse 

distortion. The group delay as observed in Fig. 7(c) notes 

the variation between ±0.1ns which satisfies the ideal 

condition. Fig. 7(d) shows the impulse response of the 

MIMO-antenna in both orientations. It can be observed 

that the face-to-face and side-to-side received pulses 

overlap without distortion in comparison to the input 

impulse. However, there are additional harmonics with 

very low amplitude that can be easily suppressed at the 

receiver. Also, the received signal strength (mV) can be 
easily increased by the integration of a low-noise amplifier. 
 

 
(a) 
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(b) 

     
(c) 

 
(d) 

 
(e) 

  
(f) 

Fig. 8. Four port MIMO configuration (a)-(b) Perspective and transparent 

front view with printed radiating patch and ground in the simulation 

environment (b) Fabricated prototype (d) Simulated and Measured 

reflection coefficient (e)-(f) Simulated and Measured transmission 

coefficient.  

 

The advantage of transforming single-port to two-port 

MIMO configuration with common connected ground is 

studied which reduces the multi-path fading. The increase 

in the number of radiating elements in the MIMO 

configuration from 2-Port to 4-Port will further enhance 

the reduction in fading of the signal. Fig. 8 shows the four-

port configuration of the MIMO antenna. Fig. 8(a)-(c) 

shows the Isometric and transparent front view of the 
proposed work where all the radiating antennae are 

connected to modeled SMK2.92mm connector for signal 

input. The radiating elements are aligned orthogonally (90◦ 

with each other) and spacing of K=9.00mm between them 

to ensure proper isolation. Fig. 8(c) shows the developed 

prototype by a conventional method with fine-quality 

substrate and connectors to achieve accurate results. Fig. 

8(d) records the simulated and measured reflection 

coefficients with a shaded portion indicating the operating 

bandwidth. The simulated bandwidth corresponds to 

7.92GHz-36.50GHz and the measured bandwidth is 
8.31GHz to 36.14GHz. Fig. 8(e)-(f) corresponds to the 

simulated and measured transmission coefficient with 

isolation of more than 12.50dB in a simulation 

environment and more than 15.0dB for measured values.  

The simulation environment provides exact 50Ω matching 

between the port and the feedline. Also, the finite-element-

method (FEM) do provide good approximation calculation 

of maxwell’s equations. Whereas, in measurement 

conditions, the quality of SMK connector used, quality of 

the substrate, precision in calibration of VNA with 

accuracy in measurement are the few factors which results 

in deviation of S-parameter in comparison of the 
simulation results. 

 
IV. DIVERSITY PERFORMANCE AND FAR-FIELD 
RESULT DISCUSSION COMPARISON OF PRESENT 
STATE-OF-THE-ART MIMO ANTENNA 
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                                                                      (a)                                                                                                                 (b) 

              
                                                                 (c)                                                                                                                      (d)  

         
                                                                      (e)                                                                                                                 (f)  

     
                                                                (g)                                                                                                                        (h) 
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                                         (i)                                                                                (j)                                                                                (k) 

     
                                        (l)                                                                                (m)                                                                                (n) 

     
(o)                                                                                (p)                                                                                (q) 

     
                                         (r)                                                                                  (s)                                                                             (t)  

Fig. 9. Four port MIMO configuration with simulated and measured diversity parameters (a)-(b) Simulated and measured ECC2-Port (c)-(d) Simulated and 

measured DG2-Port (e)-(f) Simulated and measured TARC2-Port (g)-(h) Simulated and measured CCL2-Port (i)-(k) Simulated MEG12, MEG13, MEG14 (l)-(n) 

Measured MEG12, MEG13, MEG14 (o)-(q) Simulated MEG23, MEG24, MEG34 (l)-(n) Measured MEG23, MEG24, MEG34. 

                                                                  

The single-port multiband antenna in the proposed work 

with conformal capability exhibits good far-field results 

and occupies multi-band bandwidth which finds 

applications in several wireless applications. However,  

 

when the radiating patch is increased in number say d×k 

with d=1,2,3,4 and k=1,2,3,4 offers the following s-matrix 

with 16-S-parameters given below [41] 
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[𝑺] = [

𝑺𝟏𝟏 𝑺𝟏𝟐

𝑺𝟐𝟏 𝑺𝟐𝟐

  𝑺𝟏𝟑 𝑺𝟏𝟒

  𝑺𝟐𝟑 𝑺𝟐𝟒

𝑺𝟑𝟏 𝑺𝟑𝟐  

𝑺𝟒𝟏 𝑺𝟒𝟐

𝑺𝟑𝟑 𝑺𝟑𝟒

 𝑺𝟒𝟑 𝑺𝟒𝟒

]                                         (8) 

The S-parameter shown in the above matrix corresponds to 

reflection coefficients (S11, S22, S33 S44) and transmission 

coefficients (S12, S13, S14, S21, S23, S24, S31, S32, S34, S41, S42, 

S43). The above S-parameters need to maintain the required 

bandwidth (Saa; a=1,2,3,4) and minimum required isolation 

(Sab; a=1,2,3,4; b=1,2,3,4). When the input signal is fed to 

the antenna. Due to the property of radiating os signals, the 
inter-radiating signals need to be isolated from each other 

to avoid destructive interference, and hence, the parameter 

related to diversity performance known as Envelope-

Correlation-CoefficientMB (ECCMB; MB-multiband) needs 

to be calculated. The modulus values of ECCMB vary 

between 0 and 1 with 0 indicating nill interference of 

radiation between inter-spaced elements and 1 with higher 

interference. The ECCMB for a four-port MIMO 

configuration is evaluated either by radiation pattern or by 

extracted S-parameters. Equation 9-Equation 14 shows the 

calculation of ECCMB by using the radiation pattern 

method considering the mth and sth port in the MIMO 
configuration [41].  

𝛾𝑐 =
∫ ∫ ((𝑋𝑃𝑅𝐸𝜃.𝑚(𝜃,𝜙) 𝐸𝜃,𝑠

∗  (𝜃,𝜙)𝑃𝜃(𝜃,𝜙)+ 𝐸𝜙.𝑚(𝜃,𝜙) 𝐸𝜙,𝑠
∗  (𝜃,𝜙)𝑃𝜙(𝜃,𝜙))𝑠𝑖𝑛𝜃 𝑑𝜃 𝑑𝜙 

𝜋

0

2𝜋

0

√𝛾𝑚
2 √𝛾𝑠

2 

 (9) 

Where 𝛾𝑚
2  𝛾𝑠

2 signifies the variance of corresponding ports 
and mathematically is written by following sets of 

equations Mathematically [41] 

∫ ∫ ((𝑋𝑃𝑅𝐺𝜃.𝑚(𝜃, 𝜙) 𝑃𝜃 (𝜃, 𝜙) +  𝐺𝜙.𝑚(𝜃, 𝜙)𝑃𝜙(𝜃, 𝜙)) 
𝜋

0

2𝜋

0
        (10) 

𝐺𝜃𝑚(𝜃, 𝜙) = 𝐸𝜃𝑚 (𝜃, 𝜙)𝐸𝜃𝑠
∗ (𝜃, 𝜙)                              (11) 

𝐺𝜙𝑚(𝜃, 𝜙) = 𝐸𝜙𝑚 (𝜃, 𝜙)𝐸𝜙𝑠
∗ (𝜃, 𝜙)                            (12) 

𝐺𝜃𝑠(𝜃, 𝜙) = 𝐸𝜃𝑠 (𝜃, 𝜙)𝐸𝜃𝑚
∗ (𝜃, 𝜙)                              (13) 

𝐺𝜙𝑠(𝜃, 𝜙) = 𝐸𝜙𝑠 (𝜃, 𝜙)𝐸𝜙𝑚
∗ (𝜃, 𝜙)                            (14) 

where 𝐸𝜃𝑚, 𝐸𝜙𝑚 𝐸𝜃𝑠 and 𝐸𝜙𝑠are complex-electric fields 

with (θ,ϕ) for the mth and sth antenna respectively. The ECC 

values are real values which are plotted in Figure 9(a)-(b) 

showing the amplitudes of the signals at antennas and in 

the Rayleigh fading channel, the amplitude of the envelope 

correlation coefficient is given by [41] 

𝜌𝑒 = |𝜌𝑐|2                                                                     (15) 
The ECC can be calculated from 3-D radiation and S-

parameters. Assuming a uniform multipath environment 

the ECCMB is evaluated from the following Equations 
using S-parameters [41] 

𝐸𝐶𝐶 = 𝜌𝑒(𝑚, 𝑠, 𝑁) =
|∑ 𝑆𝑚,𝑛

∗  𝑆𝑛,𝑠
𝑁
𝑛=1 |

2

𝜋𝑘=(𝑚,𝑠)[1−∑ 𝑆𝑚,𝑛
∗  𝑆𝑛,𝑘

𝑁
𝑛=1 ]

             (16) 

Where 𝜌𝑒(𝑚, 𝑠, 𝑁) is the ECCMS between the mth and sth 

port of the N-Element system. The ECCMB for any two-

port MIMO network is given by [41] 

𝐸𝐶𝐶𝑀𝐵 =
|𝑆𝑚𝑚

∗ 𝑆𝑚𝑠+𝑆𝑠𝑚
∗ 𝑆𝑠𝑠|2

(1−|𝑆𝑖𝑖|2−|𝑆𝑠𝑚|2) (1−|𝑆𝑠𝑠|2−|𝑆𝑚𝑠|2)
                     (17) 

And for two-port and four-port, ECCMB  is given by 

𝐸𝐶𝐶𝑀𝐵(𝑇𝑤𝑜 𝑃𝑜𝑟𝑡) =
|𝑆11

∗ 𝑆12+𝑆12
∗ 𝑆22|2

(1−|𝑆11|2−|𝑆21|2)

 (1−|𝑆12|2−|𝑆22|2)

                              (18) 

𝐸𝐶𝐶𝑀𝐵(𝐹𝑜𝑢𝑟 𝑃𝑜𝑟𝑡) =
|𝑆11

∗ 𝑆12+𝑆12
∗ 𝑆22+𝑆13

∗ 𝑆32+𝑆14
∗ 𝑆42|2

(1−|𝑆11|2−|𝑆21|2−|𝑆31|2−|𝑆41|2)

 (1−|𝑆12|2−|𝑆22|2−|𝑆32|2−|𝑆42|2)

         (19) 

The ideal value of ECCMB is 0 indicating the independent 

working of the antenna radiating elements and the standard 

or acceptable values are 𝐸𝐶𝐶𝑀𝐵 ≤ 0.50. The exact values 
of ECC are evaluated using far-field patterns but due to 

resource limitations, the ECCMB in the proposed work is 

evaluated by Equation (18) for two-port and Equation 19 

for four-port. The ECCMB (m,s) MIMO configuration with 

m=1,2,3,4 and s=1,2,3,4, ECC12, ECC13, ECC14, ECC23, 

ECC24, and ECC34 are calculated for both simulated and 

measured as shown in Fig. 9(a)-(b). The simulated values 

of ECCMB are below 0.40 and for measured these values 

fall below 0.30 satisfying well the ideal value condition 

𝐸𝐶𝐶𝑀𝐵 ≤ 0.50. Equation 18 & Equation 19 fulfills the 
requirement of evaluation of ECCMB by assuming the 

antennas have higher efficiencies and no mutual-coupling 

losses, uniform multipath environment and the load 

termination of the antenna is 50Ω.  

The Diversity-GainMB (DGMB) is calculated to quantify the 

performance characteristics of the diversity scheme used 

(spatial, polarization, or radiation diversity). The DGMB is 

related to ECCMB by the following formula [41] 

𝐷𝐺𝑀𝐵 = 10√1 − |𝜌𝑒|2                                                 (20) 

The DGMB values as per the standard values are 𝐷𝐺𝑀𝐵 ≥
9.95𝑑𝐵. Fig. 9(c)-(d) shows the calculated values of DGMB 

for both simulated & measured s-parameters with values 

corresponding to more than 9.95dB and 9.9999dB 

respectively.  

The radiation efficiencies and the operating bandwidth of 

the MIMOMB cannot be accurately calculated by S-

parameters (reflection and transmission coefficients). 
Thus, the coupling and the random-signal combination are 

calculated by Total Active Reflection CoefficientMB 

(TARCMB) which gives a more meaningful sense to MIMO 

efficiency. The input signal to all the ports (4-ports in the 

proposed work) is the available power, transferred power 

is the radiation power and the difference between the two 

is the reflected power and thus, the square root ratio 

between the reflected power to that of the incident power 

is defined as TARCMB which is given by following 

Equations [41] 

𝛤𝑎
𝑡 =

𝐴𝑣𝑎𝑖𝑙𝑎𝑏𝑙𝑒 𝑃𝑜𝑤𝑒𝑟 (𝐴𝑃)−𝑅𝑎𝑑𝑖𝑎𝑡𝑒𝑑 𝑃𝑜𝑤𝑒𝑟 (𝑅𝑃)

𝐴𝑣𝑎𝑖𝑙𝑎𝑏𝑙𝑒 𝑃𝑜𝑤𝑒𝑟 (𝐴𝑃)
                 (21) 

For a lossless MIMO system with an N-number of 

elements or N-port, the TARCMB is given by 

𝛤𝑎
𝑡 =

√∑ |𝑏𝑖|2𝑁
𝑖=1

√∑ |𝑎𝑖|2𝑁
𝑖=1

                                                              (22) 

Where [b]=[s][a]; a is the incident power with random 

phase and b is the reflected power.  

In the propagation channel, the reflected signals are 

randomly phased because MIMO channels are assumed to 

be Gaussian and multipath spread propagation channels 

[41].  

𝑏1 = 𝑆11𝑎1 + 𝑆12𝑎2 = 𝑆11𝑎0𝑒𝑗𝜃1 + 𝑆12𝑎0𝑒𝑗𝜃2 =
𝑎1(𝑆11 + 𝑆12𝑒𝑗𝜃)                                                          (23) 
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𝑏2 = 𝑆21𝑎1 + 𝑆22𝑎2 = 𝑆21𝑎0𝑒𝑗𝜃1 + 𝑆22𝑎0𝑒𝑗𝜃2 =
𝑎1(𝑆21 + 𝑆22𝑒𝑗𝜃)                                                          (24) 

Combining Equations, TARCMB  

𝛤𝑎
𝑡 =

√|𝑆11+𝑆12𝑒𝑗𝜃|
2

+|𝑆21+𝑆22𝑒𝑗𝜃|
2

√2
                                   (25) 

Assuming θ=0◦, TARCMB is evaluated from Equation 25 

and is plotted in Fig. 9(e)-(f) for both simulated and 

measured S-parameters. The ideal values 𝑇𝐴𝑅𝐶 ≤ 0𝑑𝐵 

and for the simulated and measured TARC11, TARC12, 

TARC13, TARC23, TARC24, and TARC34, the values are 

below -4.0dB. 

The maximum transmission rate of the information over 

the channel with maximum limit is defined by Channel-

Capacity-LossMB (CCLMB) with 𝐶𝐶𝐿𝑀𝐵 ≤ 0.40𝑏/𝑠/𝐻𝑧. 
The CCLMB for a four-port MIMO antenna in generalized 

form is calculated by [41] 

𝐶𝐶𝐿60.0𝐺𝐻𝑧 = −𝑙𝑜𝑔2𝑑𝑒𝑡(𝛼𝑠)                                     (26) 

where 

𝜌𝑚𝑚 = 1 − ∑ |𝑆𝑚𝑛|24
𝑛=1                                                (27) 

𝜌𝑚𝑠 = −(𝑆𝑚𝑚
∗ 𝑆𝑚𝑠 + 𝑆𝑠𝑚

∗ 𝑆𝑚𝑠)                                      (28) 

Fig 9. (g)-(h) shows the calculation of CCL60.0GHz for both 

simulated and measured reflection and transmission 

coefficients. The simulated averaged values 𝐶𝐶𝐿𝑀𝐵 ≤
0.1𝑏/𝑠/𝐻𝑧 and measured averaged values correspond to 

𝐶𝐶𝐿𝑀𝐵 ≤ 0.12𝑏/𝑠/𝐻𝑧.  
The Mean-Effective-GainMB (MEGMB) is defined as the 

ratio of the received power to the power which will be 

received by an isotropic antenna when replaced [41]. 

In general, the MEGms are calculated by 

𝑀𝐸𝐺𝑚𝑠 = 0.5[1 − ∑ |𝑆𝑚𝑠|2𝐾
𝑠=1 ]                                   (29) 

𝑀𝐸𝐺𝑚 = 0.5 × (1 − |𝑆𝑚𝑚|2 − |𝑆𝑚𝑠|2)                       (30) 

𝑀𝐸𝐺𝑠 = 0.5 × (1 − |𝑆𝑠𝑠|2 − |𝑆𝑠𝑚|2)                           (31) 
The ratio calculates the MEG60.0GHz which is given by 
𝑀𝐸𝐺𝑚

𝑀𝐸𝐺𝑛
=

0.5×(1−|𝑆𝑚𝑚|2−|𝑆𝑚𝑛|2)

0.5×(1−|𝑆𝑛𝑛|2−|𝑆𝑛𝑚|2)
                                        (32) 

For the MEG_port-m and MEG_port-n are evaluated from 

Equations (30) and Equation (31) with Equation (32) being 

the standard equation for MEG. Mean-Effective-

Gain60.0GHz (MEGMB) are evaluated between two-port as 

shown in Fig. 9(i)-(t). Fig. 9(i)-(k) corresponds to 

simulated MEGMB for port1-port2, port1-port3 & port1-

port4 and Fig. 9(l)-(n) corresponds to measured MEGMB 

for port1-port2, port1-port3 & port1-port4. In both cases, 

the MEGMB are nearly grazing -3.0dB values while the 

difference is nearly equal to 0.0dB. Similarly, MEGMB for 
port2-port3, port2-port4 & port3-port4 also corresponds to 

-3.0dB in both simulated- Fig. 9(o)-(q) and measured 

results shown in Fig. 9(r)-(t). 

Fig. 10 shows the simulated and measured peak gain & 2D-

radiation pattern in principal planes. The peak gain is 

plotted in Fig. 10(a) which compares simulated and 

measured values for the operating bandwidth of 7.92GHz-

36.50GHz and varies between 3.0dBi-7.02dBi with the 

highest peak corresponding to 8.28dBi at 26.875GHz for 

simulation and 4.50dBi-6.16dBi in measured environment 

with highest peak gain of 7.17dBi at 26.0GHz. For lower 
frequency points at 11.0GHz, 15.0GHz, and 20.0GHz, the 

2D-radiation pattern corresponds to the desired dipole-

omnidirectional pattern in both simulation-measured 

environments. However, at higher frequency points 

corresponding to 24.0GHz, 28.0GHz, and 30.0GHz, the 
2D-radiation pattern does deviate from the ideal desired 

patterns but, is capable of transmitting and receiving the 

signals effectively when deployed in practical applications 

with wider-radiation patterns. 

 

 
(a) 

 
(b) 

  
(c) 

  
(d) 

This article has been accepted for publication in IEEE Access. This is the author's version which has not been fully edited and 

content may change prior to final publication. Citation information: DOI 10.1109/ACCESS.2023.3318313

This work is licensed under a Creative Commons Attribution-NonCommercial-NoDerivatives 4.0 License. For more information, see https://creativecommons.org/licenses/by-nc-nd/4.0/



 

VOLUME XX, 2017 1 

  
(e) 

 
(f) 

 
(g) 

 
(h) 

Simulated                                         
Measured 

Fig. 10. (a) Photograph of proposed MIMO antenna placed within 

ANECHOIC CHAMBER (b) Simulated & Measured peak gain; 

simulated and measured 2-D radiation pattern at (c) 11.0GHz (d) 

15.0GHz (e) 20.0GHz (f) 24.0GHz (g) 28.0GHz (h) 30.0GHz. 

 

V. CONFORMAL CAPABILITY OF THE PROPOSED 
MIMO ANTENNA WITH SAR CALCULATION AND 
PRESENT STATE-OF-THE-ART MIMO ANTENNA 
COMPARISON 
 

The proposed work utilizes a very thin substrate of 

thickness 0.254mm and hence, can be used in conformal 
applications. Due to the very compact size of the proposed 

MIMO antenna, it can be easily embedded within the 

devices designed for on-body applications with SAR 

within the specified limit. 

The modeling of human tissue is utilized in calculating the 

Specific-Absorption-Rate (SAR) which signifies the 

amount of power absorbed by the human tissue when 

subjected to the interference of electromagnetic waves. 

The phantom layered of the human tissue consists of skin, 

fat, and muscle which represent the outermost layer of the 

body. This modeled human tissue is utilized to interact 
with the electromagnetic waves which are transmitted from 

the proposed MIMO antenna. The electrical properties 

which are already calculated [33] are assigned to all the 

layers of tissue for SAR analysis. The proposed MIMO 

antenna is placed on the assembled tissue layer with a gap 

of 5.00mm. The electrical parameters are tabulated in 

Table 2 given below 

 

Table2: Electrical property of phantom tissue 

Tissue 
Permittivity 

(εr) 

Conductivity 

(S/m) 

Loss Tangent 

(tanδ) 

Skin 38.8 1.18 0.30 

Fat 5.30 0.07 0.14 

Muscle 53.5 1.34 0.25 

  

Fig. 11(a) shows the capability of the proposed four-port 

MIMO antenna with measured S11 parameter and 
corresponds to without and with conformal capability bent 

at 45◦. From the observations, the S11 measures the 

bandwidth of 8.31GHz-36.14GHz without any bending 

and with bedding of 45◦ offers an impedance bandwidth of 

9.05GHz-37.90GHz.  

 

Table 3: SAR values at different frequency points 

Frequency 

(GHz) 

Maximum 

SAR Value 

(W/Kg) 

Maximum 

SAR 

(W/Kg) 

Operating 

Bands (GHz) 

11.0 0.366 

<1.60 

X-band 

15.0 0.313 Ku band 

20.0 0.424 K-band 

24.0 0.418 

5G-mmWave 

FR2 

K-band 

28.0 0.377 
5G-mmWave 

FR2 

30.0 0.309 Ka-band 

 

Fig. 11(b) shows the 3-D model of phantom tissue which 

is placed beneath the proposed MIMO configuration for 

SAR analysis and with a power input of 50 mW in CST-

Microwave Studio EM-simulator. The three layers 

correspond to skin, fat, and muscle which forms the human 

tissue for the interaction of EM-wave radiated by the 

antenna to obtain SAR values for different frequency 

points specified within the operating bandwidth. The 

practical power absorbed by human tissue is defined by 

SAR when interacting with EM waves and is evaluated by 
[35] 

𝑺𝑨𝑹 = ∫
𝝈(𝒓)|𝑬(𝒓)|𝟐

𝝆(𝒓)
𝒅𝒓                                                  (33) 

Where 𝝈-tissur conductivity (S/m), E is the electric field 

intensity (V/m) and 𝝆 corresponds to tissue mass density 

(Kg/m3). For 1g of the tissue, the average SAR value must 

This article has been accepted for publication in IEEE Access. This is the author's version which has not been fully edited and 

content may change prior to final publication. Citation information: DOI 10.1109/ACCESS.2023.3318313

This work is licensed under a Creative Commons Attribution-NonCommercial-NoDerivatives 4.0 License. For more information, see https://creativecommons.org/licenses/by-nc-nd/4.0/



 

VOLUME XX, 2017 1 

be less than 1.60 W/Kg [34]. Fig. 11(c)-(h) corresponds to 

the calculation of SAR for a wide range of frequencies and 

is given in Table 3  

Table 4 shows a brief comparison of the proposed four-port 
MIMO antenna with the present state-of-the-art. It can be 

noted that the proposed MIMO antenna offers wider 

impedance bandwidth fabricated on a very thin substrate 

which is utilized for conformal applications. Also, for on-

body applications, the antenna is analyzed for SAR 

applications which are calculated at different frequency 

points and include different band applications. All the 

above features outclass the other published work which are 

compared in Table 4. 

 

 
(a) 

 
(b) 

       
                             (c)                                                     (d) 

         
                       (e)                                                             (f) 

        
                             (g)                                                        (h) 

Fig. 11. (a) S11 comparison of proposed MIMO antenna without bent and 

with bent at 45◦ (b) 3-D model of phantom tissue placed below radiating 

antenna; SAR at (c) 11.0GHz (d) 15.0GHz (e) 20.0GHz (f) 24.0GHz (g) 

28.0GHz (h) 30.0GHz. 

 

 

Table 4: State-of-the-art comparison 

Ref. 
Size 

(mm2) 

B
a

n
d

w
id

th
 

(G
H

z
)/

%
g

e
 

B
W

 

Maximu

m 

Peak 

Gain 

(dBi) 

No. of 

Rad. 

Element

s 

ECC 

DG 

(dB

) T
A

R
C

/ 

Is
o

la
ti

o
n

 

(d
B

) CCL 

(b/s/H

z 

MEG 

(dB) 

SAR 

Value 

(W/Kg) 

C
o

n
fo

r
m

a
l 

C
a

p
a

b
il

it
y

 

P
o

te
n

ti
a

l 

A
p

p
li

c
a

ti
o

n
s 

[1] 
0.42λ0×0.71

λ0 

25.83-

30.24 

15.73% 

4.00 1 NA NA 

NA NA NA NA No 

mmWave 

[2] 

2.14λ0×2.72

λ0 

26.52-

29.50 

16.22% 

11.50 
Array 

1×4 
NA 

NA NA NA NA NA No 

mmWave 

[4] 
3.00λ0×2.21

λ0 

45.0-62.5 

28.0% 
6.65 

Array 

2×2 
NA 

NA NA NA NA NA No 
mmWave 

[6] 

0.15λ0×0.29

λ0 

2.26-2.73 

13.20% 

4.27-5.38 

11.47% 

7.18 1 NA 

 

NA 

 

NA 

 

NA 

 

NA 
NA No ISM 

[8] 

0.23λ0×0.39

λ0 

2.11-4.19 

49.64% 

4.98-6.81 

26.87% 

4.19 2 
<0.00

4 

>9.9

7 

<-10.0 

>21.0 
<0.32 NA NA No 

LTE 

Wi-Fi 

WLAN 

Bluetooth 
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Wi-Max 

[10] 

0.73λ0×1.21

λ0 
3.10-20.0 

84.5% 
NC 2 <0.15 

>9.6

4 

NC 

>20.0 
NC NC NA No 

UWB 

X-band 

Ku-band 

[17] 

0.47λ0×0.47

λ0 
2.97-15.48 

74.15% 
5.11 4 <0.20 

>9.9

2 

<-20.0 

>16.0 
<0.32 NC NA No 

UWB 

X-band 

Ku-band 

[18] 
1.20λ0×1.20

λ0 

3.18-11.50 

72.35% 
5.82 4 

<0.00

5 

>9.9

85 

NC 

>16.0 
<0.25 NC NA No 

UWB 

X-band 

[19] 
0.66λ0×0.66

λ0 

2.96-11.40 

74.0% 
4.85 4 <0.03 

>9.9

82 

<-12.0 

>20.0 
NC NC NA No 

UWB 

X-band 

[20] 

0.21λ0×0.21

λ0 

1.15-40.0 

97.13% 
5.02 4 

<0.00

5 
NC 

<-15.0 

>25.0 
NC NC NA No 

Bluetooth 

UWB 

X-band 

Ku-band 

K-band 

Ka-band 

[21] 
3.89λ0×4.54

λ0 

25.5-29.6 

13.85% 
8.30 4 <0.02 

>9.9

78 

NC 

>30.0 
<0.32 NC NA No mmWave 

[29] 
4.86λ0×6.11

λ0 
58.50 17.20 1 NA NA NA NA NA NA Yes mmWave 

[31] 
0.26λ0×0.29

λ0 

2.45 

18.46% 
0.50 2 <0.12 

>9.8

5 

NC 

>30.0 
<0.08 NA 0.512 Yes ISM 

*P 

0.67λ0×0.67

λ0 

7.92-36.50 

77.0% 
7.17 4 <0.01 

>9.9

96 

<-4.0 

>10.0 
<0.38 ≅0.0 

0.366 at 11GHz 

0.313 at 15GHz 

0.424 at 20GHz 

0.418 at 24GHz 

0.377 at 28GHz 

0.309 at 30GHz 

Yes 

X-band 

Ku-band 

K-band 

Ka-band 

FR2-

mmWave 

 

*P – Proposed work; NA-Not Applicable, NC-Not Calculated 

 
 

V. CONCLUSION 
 

A four-port MIMO antenna with conformal capability and 

SAR analysis is presented. The proposed MIMO antenna 

occupies wider impedance bandwidth which includes 

applications in Microwave-Millimeter wave bands 

including X-band, Ku-band, K-band, partial Ka-band, 

n257, n258, and n261 bands. The proposed MIMO antenna 

offers a measured averaged peak gain of 5.50dBi and 2D-
dipole-omnidirectional patterns. The MIMO antenna is 

also evaluated with group delay and impulse response. The 

diversity parameters are well within the permissible 

values. The SAR analysis of the MIMO antenna is less than 

1.60W/Kg in the frequency values within the operating 

bandwidth. 
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Abstract. Micromixers are important devices based on mechanical microparts used to mix fluids, which 

work in chemical, pharmaceutical, analytical and biochemical analysis. Fluid mixing at the microscale is a 

critical stage in microfluidic systems. The flow and mixing behavior of fluid changes significantly when 

the length size is scaled down to the order of microns because of the dominance of the viscous forces over 

the inertial forces at the macroscale level. Mixing at the microscale is based on the diffusion mass 

transport phenomenon, which can take a long time and require an extensive microchannel length to 

achieve the outcome. The current study investigates flow characteristics and mixing behavior of a standard 

serpentine, vortex serpentine micromixer having two and four non-aligned inlets with Newtonian fluid 

water. In micromixer, inlet passage is tangentially oriented to the main microchannel at the one end. Some 

mathematical equations listed under mathematical modeling are used to calculate mixing performance in 

terms of the mixing index. The results were found to be related to a simple serpentine mixer. Vortex flow is 

generated by a vortex serpentine mixer having two and four inlet channels to improve mixing. The vortex 

mixer having two non-aligned inlet passages has the great blending performance of the three cases due to 

the highest mixing index. 

 

Keywords: Serpentine Micromixer; vortex flow; nonaligned inlets; micromixer; Dean flows; mixing Index 

 

INTRODUCTION 
 

Microfluidic devices are used in various industries varying from analysis and reaction to bio-engineering and 

their applications have increased significantly in recent years [1]. The popularity of advantage of using these 

devices is that it offers several benefits over conventionally sized systems. It allows analysis and use of less 

volume of samples, chemicals, and reagents. Micromixer technologies are used in every industry like chemical 

applications including polymerization and extraction and biological applications including DNA analysis and 

many more [2]. Multiprocessing capability has resulted in various applications [3]. Methodologies include soft-

lithography, 3D printing, laser-assisted chemical engraving, and even paper-based materials, number of scholars 

have shown interest in them and have begun to investigate these. Important operations that these mixer devices 

must perform to function is mixing. Efficient mixing in a microfluidic device is a big challenge and to solve this a 

group of researchers focused on conceptual, execution, and production aspects of microscale stir. Lee et al. [4], 

Nguyen et al. [5], and Wu et al. [6] have given an in-detail analysis of the various plan used in enhancing 

microfluidic platforms. Two types of micromixers active and passive are available. An active micromixer is a 

microfluidic [7] device that improves species mixing by adding outer energy [8] interruption and it is caused by 

moving components within the micromixer, such as magnetic stirrers or by introducing external force such as 

pressure, electrohydrodynamic, thermal, and so on. One of the microfluidic devices is a passive micromixer. 

Except for the appliance it is used to steer the fluid flow at a constant rate and it requires no input energy, because 
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the laminar flow has an advantage at the microscale, mixing in passive micromixer is based on chaotic advection 

noticed by exploiting laminar flow in molecular diffusion [9]. Although active micromixers have high blending 

productivity and control over a wide span of Reynolds numbers. 

 It becomes more difficult to produce and combine within microfluidic components and it needs external 

power sources [10]. Using 3D structures with complex geometrical structures results in fabrication problems in 

some cases. Passive micromixers have no impact from the reason mentioned above about micromixers. Because 

they require only pressure-driven flow and do not need an external energy source [11], and are easy to merge into 

complex microfluidic systems using quality fabrication techniques. Furthermore, the lack of advanced multi-

physics [12] interactivity to account for makes them far more compliant to conceptual or computational modeling 

and it enables a further simple and logical optimization of the various geometrical [13] and motion parameters 

required to enhance blending in designs [14]. In passive micromixers, frequent curved sections and turns are 

popular designs to attain cross-sectional flows [15]. These systems take advantage of the radial forces 

accomplished by the fluid as it moves through a curved trajectory because it is guided by geometry. Dean [17] 

analyzed the flow field that develops. As the evolution of transversal whirlwind occurs within a system it is also 

called Dean flows. These use serpentine or spiral-shaped designs to promote advective transport in microchannels 

in a geometrically simple way. Primary advantage builds them appealing for biological applications requiring the 

safe pick up for large biomolecules [18]. 

Offset or non-aligned micromixers have been studied deeply by many researchers but more work needs to be 

done regarding micromixers with four non-aligned inlets and their effect on mixing phenomena. Therefore the 

purpose of this paper is to investigate the mixing performance of standard serpentine mixers and vortex serpentine 

mixers having two and four non-aligned inlets based on mixing index and various contours. 

 

METHODOLOGY 
 

Geometrical Design of the Micromixer 
 

Three micromixers are chosen for analysis. The base case is a standard serpentine micromixer with the main 

microchannel with depth(H) and width(W) of 100 μm and 200 μm, respectively, which is compared to vortex 

serpentine micromixers with two and four nonaligned inlet channels. The square inlet is designed to keep the 

mass flow rate the same in all cases. In this case, the Reynolds number represents the dimensions of the main 

channel and water as the working fluid. Each mixing unit in all designs is made up of two semi-circular sections 

joined together by the same line. The section which is straight and its length which connects successive turns is 

the width(W). The fluid flow and mixing performance were examined in given cases with the inner turn radius 

Rin as 0.5 W=100 μm. Inlet passage is only positioned tangent to the mixing channel with offset in the case of 

two nonaligned inlet micromixers, resulting in whirlwind movement in the microchannel. Further drawing is 

expanded to a micromixer having four non-aligned microchannels. The dimensions listed above were used to 

design and model all three types of serpentine micromixers in Solid Works. 

 

                

 

 

FIGURE 1. Top view of serpentine micromixer having four non-aligned inlets  
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FIGURE 2. The design concept of vortex serpentine micromixer 

 
 

        
FIGURE 3. Standard serpentine micromixer 

Fig. created by authors using data from ref. [16] 

FIGURE 4. Vortex serpentine micromixer having two non-

aligned inlets 

 

 

FIGURE 5. Vortex serpentine micromixer having 

four non-aligned inlets 

 

 

Mathematical Modelling 
 

The nonlinear partial differential equations governing momentum, continuity, and species transport are 

discretized using the finite volume method and numerically solved using the CFD solver of ANSYS fluent. Fluid 

is incompressible and has a steady flow. To achieve velocity & concentration fields in all the cases [10] various 

equations are used and these are given below: 
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Continuity Equation 

  

                                                                                  ∇. 𝑢⃗ = 0                                                                                 (1)  

 

Navier-Stokes Equation 

 

                                                                             𝜌(𝑢⃗ . 𝛻)𝑢⃗ = −𝛻𝑝 + 𝛻. 𝑇⃗                                                                   (2) 

 

In this ∇ represents Del Operator, 

                                                                      ∇=
𝜕

𝜕𝑥
𝑖̂ +

𝜕

𝜕𝑦
𝑗̂ +

𝜕

𝜕𝑧
𝑘̂                                                              (3) 

And 𝜌 denotes fluid density, p is static pressure 

 

𝑇⃗  represents stress tensor and it is formulated below: 

 

                                                                              𝑇⃗ = 𝜂(∇𝑢⃗ + ∇𝑢⃗ 𝑡)                                                                      (4) 

 Here t is transpose operation, whereas 𝜂 represents apparent fluid viscosity. 

 

                                                                               Species Transport Equation 

 

                                                                    (𝑢⃗ . 𝛻)𝐶𝐴 = 𝐷𝐴𝐵𝛻2𝐶𝐴                                                                   (5) 
  

Here 𝑢⃗  is the velocity vector, 𝐶𝐴 denotes concentration of species A and 𝐷𝐴𝐵  is the molecular diffusivity. The 

density, dynamic viscosity, and diffusivity are considered as 1000 Kg/m3, 0.001 Pa-s, and 1 × 10-9 m2/s, 

respectively for water which is a Newtonian fluid 

                                                             

  The formula for the Mixing index is written below: 

 

                                                                     𝑀𝑖 = (1 − √
𝜎2

𝜎max
2 )                                                                  (6) 

 

σ2 is the real variance in the mass fraction of the liquid constituent & σ2
max denotes the highest variance. ci is mass 

fraction at the given position I, and Avg is the average value of accumulation of the liquid at a cross-section under 

consideration. In mixing with two identical flows of liquid, the value of σ2
max is 0.25. In this case, n represents the 

gross number of points considered on a given level, the large standard of n enhances the accuracy of the mixture 

therefore n is 900 in the current study. The range of mixing index (Mi) is 0 to 1, with 0 representing no mixing 

and 1 representing proper mixing of fluids. 

 

 

Numerical Methodology 
 

As the complexity of flow pattern in Serpentine micromixer, the geometry of micromixers is modeled using Solid 

Works software and ANSYS and meshing module create a grid with tetrahedral elements, illustrated in the picture 

below. 
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FIGURE 6. Tetrahedral elements mesh for standard serpentine micromixer 

 

 

 

To analyze the movement of fluid and mixing in the micromixers and for simulation, ANSYS is used and also to 

check the mixing behavior. Some algorithms are used like SIMPLE for pressure velocity integration and the 

residual value is 10-8 for its numerical solution. 

 

In blending, water goes in inlet with species concentration ‘one’ and water-dye mixture enters in the shaft with 

species concentration set out as ‘Zero’. Velocity in all the shafts is established using Reynolds number. Zero wall 

flux conditions are set to the fence of the micromixer. It is set to ‘Zero’ diffusive flux at walls, and the outlet of 

the mixer has been given zero specific pressure. 

 

Validation was carried out to verify the exactness of this model by comparing the results from Clark et al.[16]  for 

a standard serpentine micromixer with Reynolds number 100. 

 
 

 

FIGURE 7. Validation of the computational method of the present study with existing literature by comparing Mixing 

Index 
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RESULTS AND DISCUSSION 
 

The mixing index or mixing efficiency calculated at a particular cross-section is a parameter to quantify the 

blending phenomena occurring between the flowing liquid in the microchannel. Concentration contour and 

velocity plots were compared for all the 3 cases corresponding to flow with Reynolds number 100 along the 

micromixer for different planes. Mixing Index is also determined and compared for all the three cases considered 

in this study 

 

Vortex Serpentine Micromixer Having Two Non-Aligned Inlets 

 

(a)              (b) 

 
FIGURE 8. (a) Velocity contours for vortex serpentine micromixer having two non-aligned inlets (b) Concentration contours 

for vortex serpentine micromixer having two non-aligned inlets 
 

From the above figure in two inlets, vortex flow is created due to the large interface area of the fluid as it reaches 

its offset site thus improving blending performance. Complete mixing of the two liquids is obtained in a short 

distance as compared to other cases in concentration contour. Hence proving the effectiveness of this device. 

From velocity contour, it can be inferred that the highest magnitude is obtained out of all three cases. 

 

Vortex Serpentine Micromixer Having Four Non-Aligned Inlets 
 

(a) (b) 

 
FIGURE 9. (a) Velocity contours for vortex serpentine micromixer with having four non-aligned inlets (b) 

Concentration contours for vortex serpentine micromixer having four non-aligned inlets 

 

It is expected that there is a stronger whirlwind flow and better mixing performances. But results were against 

our expectation, as it is not able to create strong flow in four inlets because the interfacial area of the fluid streams 

is less than that of a non-aligned two inlet micromixer but more than a simple serpentine micromixer. Near the 

junction, a whirlwind is formed and it exists at a certain distance due to the effect with viscous force its intensity 

decreases for both the cases of vortex serpentine micromixer with non-aligned inlets. 
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On comparison of velocity streamlines between nonaligned two inlets and four inlets, serpentine micromixer it 

can be seen that vortex mixer creates vortex flow and better mixing is obtained in two non-aligned inlets due to 

higher magnitude of velocity. Such flows are desirable because they aid in the increased and improved mixing of 

fluids. 
 

 

FIGURE 10. Streamlines for vortex serpentine micromixer having two non-aligned inlets 

 

 

FIGURE 11. Streamlines for vortex serpentine micromixer having four non-aligned inlets 

 

To understand the passive mixing in the microchannel, it is important to refer to the flow pattern for both vortex 

mixers separately. Figures 12 and 13 depict the velocity vector on a plane located at the junction of inlets of the 

micromixer. It can be inferred from the above-mentioned figures that the formation of vortices begins at the 

junction due to the high-velocity collision in the case of Newtonian fluid water which enhances the mass 

diffusion between the interface. Velocity vector plots based on velocity fields in vortex micromixer having non-

aligned inlets shows that having orientation along with the bend results in the formation of counter-rotating 

transversal flows. 
 

  

FIGURE 12. Velocity vector plot for vortex 

serpentine micromixer having two non-aligned 
inlets 

FIGURE 13. Velocity vector plot for vortex serpentine 

micromixer having four non-aligned inlets
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FIGURE 14. Comparison of mixing index for all the three cases 
 

Simple serpentine micromixer, as expected, has the poorest mixing performance among the three designs along 

the length of the micromixer. Among three design mixers having two non-aligned inlets generates the most 

whirlwind in the channel at Re = 100, implying that it is very effective at mixing. At lower Reynolds numbers, a 

whirlwind mixer having four non-aligned inlet passages is less efficient of producing whirlwind motion than two 

non-aligned inlets. 

 

CONCLUSIONS 
 

Three different micromixer designs are investigated in this study. A standard serpentine mixer, as well as mixers 

having two and four non-aligned inlet passages, are among those designs. Based on Dean flows and doing various 

quantitative studies of mixing quality that can be taken from the micromixers shows that using serpentine 

micromixers in conjunction with vortex two and four nonaligned inlets results in greater mixing performance, due 

to the simplicity of the proposed modification, it is simple to incorporate these serpentine designs used in 

microfluidic devices for efficient mixing. Computational fluid dynamics show that the cross-sectional flow 

structures present in these types of channels reveal that the formation of secondary transversal vortexes is 

responsible for their improved performance. Due to its presence and large quantity transfer of mass in the 

microchannel stretch the interface between the component and able to combine it promoting chaotic advection. At 

the other end of the microchannel, vortex mixers join at tangential positions. After entering in microchannel 

stream generate whirlwind flow. Out of the given cases, a mixer having two non-aligned inlet channels is best for 

mixing due to its higher mixing index. 
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Modeling and analysis for enhanced hydrogen production in 
process simulation of methanol reforming
Neeraj Budhraja , Amit Pal , and R. S. Mishra

Department of Mechanical Engineering, Delhi Technological University, Delhi, India

ABSTRACT
Hydrogen has emerged as the most suitable fuel for a nation’s greener and 
sustainable development. In contrast, the feedstock and hydrogen produc
tion methods remain a concern for environmental pollution. This study uses 
methanol as the feedstock for hydrogen production via a low-temperature 
methanol-reforming process. A simulation model was developed in Aspen 
Hysys, where an equilibrium reactor is used in the reforming process, and 
examined the effects of parameters like temperature, pressure, and 
Methanol-to-Water (M-to-W) molar ratio. Hydrogen mole fraction and selec
tivity increase by roughly 18.5% and 10.5% when the reaction temperature 
increases from 100°C to 400°C. At the same time, the methanol conversion 
rate reaches 95% at 400°C. Reactor pressure shows inverse effects where 
pressure rises from 1 atm. to 7 atm. that reduces hydrogen mole fraction and 
selectivity by about 10% and 6%, and a similar reduction of 5% is noticed in 
the methanol conversion rate. M-to-W molar ratio plays a crucial role in the 
reaction pathway and the M-to-W ratio between 0.5 and 1.5 at 400°C and 1  
atm. reactor pressure showed the highest hydrogen mole fraction (>0.57) 
and a maximum methanol conversion rate (>90%). Therefore, the present 
simulation model successfully determines the impacts of various parameters 
to help design a commercial plant for large-scale hydrogen production via 
the reforming process.
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Introduction

The global energy demand is rising with the development of the human race. After technological 
advancement and environmental concerns, new and renewable energy sources have been developed 
(Qureshi et al. 2022). But each renewable energy source has its disadvantages- solar energy is dynamic 
in nature and available during sunshine hours, wind energy is recommended for seashore areas where 
sufficient wind speed is available, hydropower affects flora and fauna of the region, and biomass 
energy requires large land masses for cultivation and storage. The transportation of energy to the place 
of utilization during demand time is also a big challenge for most renewable energy sources (Garcia 
et al. 2021). Therefore, a lot of work has been performed in the last few years to develop an energy 
source that can overcome these drawbacks without causing damage to the environment. And 
Hydrogen is one such alternative.

Hydrogen is an energy carrier that can store energy and be transported to any place and time when 
demanded (Budhraja, Pal, and Mishra 2023b). In contrast, greener hydrogen production is still 
a challenge to meet the demand of industries. Therefore, the need is met using conventional methods 
and fossil fuels to generate hydrogen, contributing to about 98% of the total hydrogen production 
worldwide (Ranjekar and Yadav 2021). Fossil fuels like coal, oil, and natural gas, and conventional 
methods like steam reforming, partial oxidation, and auto-thermal reforming directly or indirectly add 
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to environmental pollution (Du, Mo, and Li 2015). However, with the agreement of the 21st 

Conference of Parties (COP25) held in Paris, where the focus is put on reducing greenhouse gas 
(GHG) emissions, each member country is responsible for reducing the GHG emissions to limit the 
global temperature rise to less than 2°C (Singh et al. 2022). Hydrogen is one of the contenders, and 
renewable sources like biogas, water, and alcohol can replace fossil fuel feed.

Methanol has higher hydrogen content (12.5%). It is less toxic, liquid at room temperature, and can 
generate hydrogen at a comparatively lower temperature (AlNouss, McKay, and Al-Ansari 2020). 
These advantages developed an interest in methanol as a greener source of hydrogen production. Shen 
et al. (2017) successfully tested an enzyme mimic, [Cp⁎IrCl(phen)]Cl, that can continuously generate 
hydrogen from methanol at near-room temperature. The process involves the conversion of methanol 
into formaldehyde and then later into hydrogen (Shen et al. 2017). Zhang et al. (2018) examined the 
catalytic activity of Au-Ti-Ce/Na-ABen for hydrogen production from methanol via steam reforming. 
The results showed a 72% methanol conversion with 99% hydrogen selectivity at 350°C (Zhang et al.  
2018). The methanol-reforming process involves reactions (1), (2), and (3) as stated below: 

CH3OH ! HCHOþH2 (1) 

HCHOþH2O! HCOOH þH2 (2) 

HCOOH ! CO2 þH2 (3) 

In some studies, the researchers have used temperatures slightly above 100℃ and a particular 
catalyst to produce hydrogen at lower temperatures. Awasthi et al. (2021) developed efficient ruthe
nium (Ru) catalyst for hydrogen production from methanol at a low-temperature range of 110–130℃. 
The study revealed a 186 L hydrogen production from 1 g Ru and a 1.43 mol hydrogen per mol of 
methanol, which is an outstanding achievement (Awasthi et al. 2021). The process does not produce 
CO2, while formic acid is generated as the by-product. Few researchers have simulated and modelled 
different hydrogen feeds using Aspen software.
Simulation of a chemical plant requires developing models for different processes during plant 
operation. Only a few works are available for methanol reforming; however, other sources for 
hydrogen production, like glycerol, biomass, etc., have similar working and influencing parameters. 
Unlu and Hilmioglu (2020) investigated glycerol steam reforming in an Aspen Plus simulator for 
hydrogen production. The simulation showed that the reaction temperature directly impacts the 
hydrogen concentration, while the reactor pressure has adverse effects (Unlu and Hilmioglu 2020). 
The study defined a 9:1 glycerol ratio and 1 atm. pressure at 500°C as the optimum condition for 
hydrogen production. Mohammadidoust and Omidvar (2020)simulated the model developed for 
wheat straw biomass gasification at supercritical conditions. The model attained a 32.7 kg/h hydrogen 
production rate at 700°C with 2000 kg/h and 1500 kg/h of water and biomass flow rate 
(Mohammadidoust and Omidvar 2020). Tavares et al. (2020) determined the influence of gasification 
temperature and steam-to-biomass ratio in hydrogen production using Aspen Plus. The simulation 
showed a high hydrogen content in syngas at higher temperature ranges (Tavares et al. 2020). Ye et al. 
(2009) also developed a model for simulating the influencing parameters in the hydrogen production 
process. Hydrogen yield increases with the rise in operating temperature and steam-to-carbon ratio 
(Ye et al. 2009). Therefore, the operating temperature and feed ratio are the two most influencing 
parameters in hydrogen production.

In the current study, a simulation model of methanol-reforming is developed in the Aspen 
Hysys simulator. An equilibrium reactor is used while designing the methanol-reforming 
reactor, while the Peng-Robinson thermodynamic model simulates the reaction sets. The 
model validation is performed by considering data from various published works, and the 
results are compared on a percentage difference basis. The study aims to understand the 
influence of the input parameters on hydrogen selectivity and methanol-water conversion rate 
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through the model simulation. The parameters chosen for simulation include reaction tempera
ture (from 100°C to 400°C), reactor pressure (from 1 atm. to 7 atm.), and methanol-to-water 
molar ratio (from 0.3 to 4.0). A purification unit (or separator) is also attached to the model to 
generate pure hydrogen (99.99% pure) that can be used in fuel cells or other industrial 
applications. It will aid in designing large-scale hydrogen production for commercial applica
tions with optimized parameters.

Simulation modeling

The simulation model is developed in Aspen Hysys for a methanol-reforming plant (see Figure 1), 
which uses mathematical models to simulate chemical processes in chemical plants and refineries. The 
high purity of methanol and water at a 1.0 molar ratio is considered for simulation because, while 
simulation and from published works, it is observed that the best methanol-to-water ratio lies between 
0.5 and 1.5; therefore, the middle value is chosen. Though for determining the effect of the molar ratio, 
the molar ratio varied from 0.3 to 4 methanol-to-water ratios. The methanol and water are mixed in 
a mixer unit, and the mixture is then passed to a heat exchanger (part of the reformer) to adjust the 
temperature from 100°C to 400°C. Reactor pressure is another parameter considered for the simula
tion process, and its range is maintained between 1 atm. and 7 atm. Similar parameter ranges 
(temperature from 50°C to 500°C and pressure from 1 atm. to 5 atm.) were also considered for 
glycerol steam reforming (Unlu and Hilmioglu 2020).

The parameter ranges are taken from previously published work (Chen et al. 2019). Table 1 
describes the various parameters and their range in the simulation process.

A hydrogen purification unit is also added to the model that generates 99.99% pure hydro
gen, which is helpful in various applications like fuel cells and industries. The hydrogen 
production rate, hydrogen selectivity, and feed conversion rate are calculated using the simula
tion outputs.

Figure 1. Process flow diagram of the methanol-reforming process.

Table 1. Simulating parameters and their values.

Parameter Unit Values

Temperature ℃ 100, 150, 200, 250, 300, 350, 400
Reactor pressure atm. 1, 2, 3, 4, 5, 6, 7
Methanol-to-Water 

(M-to-W) molar ratio
— 0.3, 0.4, 0.5, 0.6, 0.7, 0.8, 0.9, 1.0, 1.1, 1.2, 1.3, 1.4, 1.5, 1.6, 2.0, 2.5, 3.0, 3.5, 4.0
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Selection of reactor

Aspen Hysys software has different types of reactors for various applications and reaction types 
(Shamsi et al. 2022). Therefore, choosing an appropriate reactor type becomes essential to simulate 
the model correctly and obtain the desired results. The reactor selection is based on the reaction set 
and input-output parameters. The equilibrium reactor is observed to be suitable for the available 
reaction set; hence, it is selected to simulate the methanol-reforming process (Giwa, Giwa, and Giwa  
2013). The Eqs. (4) and (5) involved in the methanol-reforming process are equilibrium reactions; 
therefore, an equilibrium reactor is chosen for the modeling and simulation process (Zhao et al. 2020). 

CH3OH þH2O$ CO2 þ 3H2 (4) 

CH3OH $ COþ 2H2 (5) 

However, the water gas shift reaction neutralizes carbon monoxide and produces extra hydrogen 
(Kanatlı and Ayas 2021), as shown in Eq. (6), 

COþH2O$ CO2 þH2 (6) 

The following assumptions are made during the modeling and simulation of the methanol-reforming 
process:

(1) the system works in steady-state
(2) methanol and water are fed at constant temperature and pressure
(3) methanol used is 99.9% pure
(4) the stream is adiabatic in nature
(5) the formation of free carbon is not considered in the model/system
(6) flow rate is constant
(7) in the system, gases behave like ideal gases
(8) the methanol-water mixture remains constant throughout the simulation
(9) hydrogen coming out is at a constant temperature (40°C)

Thermodynamic model

Aspen Hysys has many choices of thermodynamic models. The earlier studies showed Peng- 
Robinson model is suitable for simulating steam reforming processes (Wang et al. 2022). The 
Peng-Robinson thermodynamic model is proposed for oil, gas, and petrochemical applications. 
The degree of efficiency and reliability are the main advantages of solving single, two, and three- 
phase systems, and the model can be used for a wide range of applications. Therefore, the Peng- 
Robinson thermodynamic model is chosen for the simulation process in this work. Figure 2 is 
the simulation model used in the methanol-reforming process. The model consists of a mixing 
unit “Mixture” that mixes water and methanol feed, and an appropriate methanol-to-water 
(M-to-W) ratio is obtained. Before the methanol-water mixture is fed to the reactor, 
a “heater” is placed to attain the desired temperature for the reactor feed. An equilibrium 
reactor as a “reformer” is selected due to equilibrium reaction sets and suitable input-output 
parameters. The downstream from the reformer consists of Syngas containing hydrogen and 
other gases, and the unreacted methanol-water mixture is recycled into the reformer. To get 
99.99% pure hydrogen, a hydrogen purification unit “separator” is fed with syngas, as shown in 
Figure 9.
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Selectivity and methanol conversion

Hydrogen mole fraction (Eq. 7) and methanol mole fraction (eq. 8) were calculated using 
hydrogen selectivity and methanol conversion percentage from the system (Budhraja, Pal, and 
Mishra 2023a). 

xH2 ¼
WH2

Wtotal
(7) 

xMeOH ¼
WMeOH

Wtotal
(8) 

where xH2 and xMeOH represent hydrogen mole fraction and methanol mole fraction, WH2 

represents hydrogen production rate (mol/h), WMeOH represents the methanol flow rate (mol/ 
h), and Wtotal represents the total feed flow rate in mol/h. In contrast, the methanol conver
sion percentage and hydrogen selectivity is calculated using Eq.. 9 and eq. 10. Here, WMeOHin 

and WMeOHout represent methanol feed rates (mol/h) and unreacted methanol flow rates 
(mol/h). 

Conversion percentage MeOHð Þ ¼
WMeOHin � WMeOHout

WMeOHin

� 100 (9) 

SelectivityH2 %ageð Þ ¼
WH2

3ðWMeOHin � WMeOHout Þ
� 100 (10) 

Results and discussions

Process modeling and validation

The developed Aspen Hysys model is validated against the four different experimental setups 
under similar conditions, and the feedstock selected is methanol. The aim is to verify the 
replication of the developed model at different process parameters and conditions. Following 
are the case studies:

● Case 1: Lee and Kim used a tubular quartz reactor with annular-shaped electrodes for methanol 
conversion into hydrogen through electric discharge, in which CuO/ZnO/Al2O3 was used as 
a catalyst. Results showed about 57.6% methanol conversion at about 220°C (Lee and Kim 2013). 

Figure 2. Methanol-reforming simulation model flowsheet.
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Likewise, the Aspen Hysys model simulation achieved a closer 59.3% methanol conversion result 
at 220°C. This shows a variation of 2.95% compared to the experimental results.

● Case 2: Wang and Wang performed catalytic methanol-reforming, where CuO/ZnO/Al2O3 
catalyst was filled in the micro-reactor designed for hydrogen production. An 87.1% methanol 
conversion was obtained at about 270°C inlet temperature (Wang and Wang 2016). However, the 
Aspen Hysys model with similar experimental conditions and parameters achieved a methanol 
conversion of 89%. It shows a 2.18% deviation from the experimental results.

● Case 3: Kim et al. performed methanol-reforming in a prototype reactor filled with 
CuO/ZnO/Al2O3 catalyst. Methanol conversion was calculated at different temperatures, and 
the highest (96%) methanol conversion was obtained at 290°C (Kim et al. 2019). When similar 
experimental conditions are created in the Aspen Hysys model, the methanol conversion shows 
a 1.25% reduction from the experimental results. In contrast, the highest methanol conversion 
obtained was 94.8% in simulation as against 96% in experimental results at 290°C.

● Case 4: Liu et al. used 1Pt/3In2O3/CeO2 catalyst for hydrogen production from methanol in 
a process called methanol steam reforming. Experimentally, a very high methanol conversion of 
98.7% was achieved at 325°C (Liu et al. 2017). When the experimental conditions are put into the 
Aspen Hysys model, a similar methanol conversion of 98.2% is obtained, which is just 0.51% 
lower than the experimental results.

Therefore, it concludes that the Aspen Hysys model has minimal variations (below 5%) from the 
experimental results, as observed in Cases 1, 2, 3, and 4. Hence, the developed model is 
applicable for methanol reforming and determining the effects of various process parameters 
in the methanol conversion and hydrogen production process with percentage differences (as 
shown in Table 2).

Effect of reaction temperature

Figure 3 depicts the variation of components’ mole fraction versus temperature curves, while Figure 4 
describes the methanol and water conversion rate into hydrogen at elevated temperatures. The 
methanol-reforming is performed at atmospheric pressure and a methanol-to-water ratio of 1.0, 
respectively.

A significant rise in hydrogen mole fraction is observed with the increase in reaction 
temperature from 100°C to 400°C (as shown in Figure 3). In contrast, the methanol mole 
fraction reduces uniformly. The water mole fraction curve is almost flat. It is due to the higher 
methanol conversion rate than water, as represented in Figure 4. It also shows a sharp increase 
in hydrogen selectivity with the rise in the reaction temperature. At 400°C, the hydrogen 
selectivity and mole fraction obtained are 67.28% and 0.64, respectively. A similar surge in 
hydrogen mole fraction and the feed conversion rate was observed in the findings of Zaccara 
et al. (2020) (Zaccara et al. 2020) and Pashchenko (2021) (Pashchenko 2021), where the higher 
temperature gives a higher hydrogen mole fractions.

Table 2. Case study-based validation from earlier published data.

Feedstock
Operating 

Temperature Catalyst Type
Experimental Methanol 

Conversion (%)
Simulated Methanol 

Conversion (%)
Difference 

(%)

Case 1 Methanol 220°C CuO/ZnO/Al2O3 57.6 59.3 +2.95
Case 2 Methanol 270°C CuO/ZnO/Al2O3 87.1 89.0 +2.18
Case 3 Methanol 290°C CuO/ZnO/Al2O3 96.0 94.8 −1.25
Case 4 Methanol 325°C 1Pt/3In2O3/CeO2 98.7 98.2 −0.51
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Effect of reactor pressure

The reactor pressure plays a crucial role in the reaction pathway. The impact of reactor pressure 
on the mole fraction of various components is presented in Figure 5. At the same time, the 
variation in hydrogen selectivity, methanol, and water conversion rate is shown in Figure 6. The 
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Figure 3. Mole fraction of components at elevated temperature.
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Figure 4. Hydrogen selectivity and feed conversion rate curves at elevated temperatures.
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methanol-reforming is performed at 400°C, and a methanol-to-water ratio of 1.2 is chosen for 
simulation.

The curves in Figure 5 show a drastic reduction in hydrogen and water mole fractions, 
whereas the methanol mole fraction rises when the reactor pressure goes from 1 atm. to 7 atm. 
The variation indicates that methanol contributes more than water to produce hydrogen. 
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Figure 5. Mole fraction of components curves versus reactor pressure.
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Figure 6. Hydrogen selectivity and feed conversion rate curves versus reactor pressure.
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Similarly, in Figure 6, a decline is observed in hydrogen selectivity from 63.13% to 59.07% 
when reactor pressure is raised from 1 atm. to 7 atm. This decline can also be observed in 
methanol and water conversion rates, as both curves show a fall with a pressure rise. Similar 
results were followed by Hakandai, Sidik Pramono, and Aziz (2022), where a higher reactor 
pressure sharply reduces the hydrogen mole fraction in the syngas (Hakandai, Sidik Pramono, 
and Aziz 2022).

Effect of methanol-to-water molar ratio

The molar ratio is another factor that is very important in increasing the concentrations of 
desired products. An optimum molar ratio generates the best results desirable in a reaction. In 
contrast, a higher or lower product concentration can shift the reaction pathway, thus, 
reducing the concentration of the desired product. Figures 7 and figure 8 present the influence 
of the molar ratio (methanol-to-water ratio, from 0.3 to 4.0) on the mole fraction of products, 
hydrogen selectivity, and feed conversion rates. The reactor pressure and temperature main
tained for the simulation process are 1 atm. and 400°C, respectively.

From Figures 7 and 8, it is observed that a methanol-to-water (M-to-W) molar ratio 
between 0.5 and 1.5 favors hydrogen production at a much higher rate. The hydrogen mole 
fraction initially increases from 0.47 (at 0.3 M-to-W) to 0.574 (at 0.9 M-to-W) and then 
reduces to 0.42 at 4.0 M-to-W molar ratio, respectively. In contrast, the methanol conversion 
rate shows a sharp decline and a relative reduction is observed in hydrogen selectivity. 
However, the water conversion rate rises in this case because the water concentration reduces 
with the increase in the M-to-W molar ratio. The behavior of reduction in hydrogen produc
tion due to molar ratio was also observed by Unlu and Hilmioglu (2020), where a higher molar 
ratio significantly reduced hydrogen production (Unlu and Hilmioglu 2020).
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Figure 7. Mole fraction of components versus methanol-to-water molar ratio.
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Hydrogen purification

Hydrogen purity is essential for its applications. Fuel cells require hydrogen at a purity level of 99.9%. 
Therefore, a hydrogen purification unit (as shown in Figure 9) is attached to the methanol-reforming 
simulation model.

Hydrogen is present in the syngas, one of the products coming out of the outlet of the 
reformer; therefore, a purification unit is attached to the system. The upstream and 
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Figure 8. Hydrogen selectivity and feed conversion rate curves versus methanol-to-water molar ratio.

Figure 9. Hydrogen purification unit attached to the methanol-reforming simulation model.

Table 3. Upstream and downstream composition of various components at different reaction 
points.

Feed Syngas Flue gas Hydrogen

Methanol 0.5000 0.0680 0.1981 0.0000
Carbon monoxide 0.0000 0.0001 0.0002 0.0000
Hydrogen 0.0000 0.6566 0.0000 9.9999
Water 0.5000 0.0565 0.1644 0.0000
Carbon dioxide 0.0000 0.2188 0.6373 0.0001
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downstream compositions of various components are mentioned in Table 3, respectively. The 
other gases in the reformer are carbon dioxide, water vapor, methanol, and carbon monoxide. 
Hydrogen is separated in the hydrogen purification unit operated at 20 atm. pressure and 
40°C. The hydrogen gas from the separator is 99.99% pure and can be used for energy 
generation in fuel cells.

The stream table (Table 4) of methanol-reforming for hydrogen selectivity and methanol conver
sion is obtained at a reactor temperature of 400°C, with a reactor pressure of 1 atm. and methanol-to- 
water molar ratio of 1.0, respectively. The stream table describes the energy and flow rate at different 
input and output positions; it helps calculate the necessary yield.

During the simulation process, it is observed that the temperature directly influences hydrogen 
production, while the reactor pressure has adverse impacts. However, the result of the molar ratio 
mainly depends on the hydrogen content available for conversion in the feedstock.

Conclusions

The model is developed in Aspen Hysys to simulate methanol-reforming for hydrogen production. 
The equilibrium reactor with Peng-Robinson thermodynamic model is used to develop a simulation 
model. The model also contains a separator unit that generates hydrogen gas at a purity level of 
99.99%. The simulation is carried out to determine the impact of the reaction temperature, reactor 
pressure, and methanol-to-water molar ratio (M-to-W) on the hydrogen mole fraction in syngas, 
hydrogen selectivity, and feed conversion rate (for both methanol and water). The simulation results 
are as follows:

● A drastic increase in hydrogen mole fraction from 0.54 to 0.64 is observed with a temperature rise 
from 100°C to 400°C, showing an 18.5% rise in hydrogen mole fraction.

● Similarly, a sharp rise in hydrogen selectivity is obtained with the temperature rise. At the same 
time, the methanol conversion rate is more than the water conversion rate, which shows more 
influence of methanol than water in hydrogen production.

● A rise in reactor pressure adversely affects hydrogen concentration, represented by lower 
hydrogen mole fraction and selectivity at higher pressures.

● Methanol-to-Water (M-to-W) molar ratio plays a crucial role in hydrogen production. The 
M-to-W ratio between 0.5 and 1.5 showed a higher hydrogen mole fraction.

● The hydrogen selectivity curve also showed the importance of the M-to-W molar ratio. The 
higher molar ratio results in a lower methanol conversion rate and, thus, a reduction in hydrogen 
selectivity is observed.

Table 4. Stream table of the methanol-reforming model (at a reactor temperature of 400°C, reactor pressure of 1 atm. And the 
methanol-to-water ratio of 1.0).

Unit Feed Hydrogen Carbon dioxide Unreacted Feed

Molecular Weight 25.03 2.016 44.01 24.37
Vapor Fraction 0 1 1 0.1594
Temperature ℃ 40 40 45 83
Pressure atm. 1 1 1 1
Mole Flow kg-mole/h 120 134.1 44.7 30.6
Mass Flow kg/h 3003 270.4 1967 765.6
Volume Flow m3/h 3.565 3448 1162 141
Molar Enthalpy kJ/kg-mole −26100 426.6 −393100 −253500
Mass Enthalpy kJ/kg −10550 211.6 −8931 −10130
Enthalpy Flow J/h −31690 57.22 −17570 −7755
Molar Entropy kJ/kg-mole-℃ 42.44 124.4 174.9 72.85
Mass Entropy kJ/kg-℃ 1.696 61.71 3.974 2.911
Molar Density kg-mole/m3 33.66 0.0389 0.0385 33.29
Mass Density kg/m3 842.5 0.0784 1.693 811.2
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Therefore, the methanol-reforming simulation model efficiently determines the influence of lower 
temperature range, varied reactor pressure, and different M-to-W molar ratios.

The model can be used to simulate the reforming process to generate hydrogen from other alcohols 
and lower hydrocarbon compounds. Other parameters that can also be considered for simulation are 
reactor length and diameter, type of feed, and feed flow rate. These parameters can be used to 
determine the optimized hydrogen yield in the reactor. It will help design a commercial plant for large- 
scale hydrogen production through the reforming process.
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ABSTRACT

Estimating the water surface elevation of river systems is one of the most complicated tasks in formulating hydraulic models for

flood control and floodplain management. Consequently, utilizing simulation models to calibrate and validate the experimental

data is crucial. HEC-RAS is used to calibrate and verify the water surface profiles for various converging compound channels in

this investigation. Based on experimental data for converging channels (θ ¼ 5°, 9°, and 12.38°), two distinct flow regimes were

evaluated for validation. The predicted water surface profiles for two relative depths (β ¼ 0.25 and 0.30) follow the same vari-

ational pattern as the experimental findings and are slightly lower than the observed values. The MAPE for the simulated and

experimental results is less than 3%, indicating the predicted HEC-RAS value performance and accuracy. Therefore, our findings

imply that in the case of non-prismatic rivers, the proposed HEC-RAS models are reliable for predicting water surface profiles

with a high generalization capacity and do not exhibit overtraining. However, the results demonstrated that numerous variables

impacting the water surface profile should be carefully considered since this would increase the disparities between HEC-RAS

and experimental data.

Key words: compound channel, converging floodplains, HEC-RAS modeling, water surface profile

HIGHLIGHTS

• In this article, research was conducted for the non-prismatic compound channel with converging floodplains, utilizing the

HEC-RAS software.

• The findings depict the HEC-RAS models are accurate for forecasting the water surface profile of non-prismatic rivers, have a

high capacity for generalization, and do not display any signs of overexertion.
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GRAPHICAL ABSTRACT

NOTATIONS

B total width of the compound channel
b total width of the main channel
H flow depth
h height of the main channel
L converging length
S longitudinal bed slope
β relative flow depth [(H � h)/H ]
θ converging angle

ACRONYMS

2D two dimensional
ADV acoustic Doppler velocimeter
ANFIS adaptive neuro-fuzzy inference system
ANN artificial neural network
DCM divided channel method
DEM digital elevation model
GEP gene expression programming
GLM generalized linear model
GMDH group method of data handling
HEC-RAS Hydrologic Engineering Centre’s – River Analysis System
ISM independent subsection method
LDM lateral distribution technique
MAE mean absolute error

Water Practice & Technology Vol 00 No 0, 2

Uncorrected Proof

Downloaded from http://iwaponline.com/wpt/article-pdf/doi/10.2166/wpt.2023.142/1291743/wpt2023142.pdf
by DELHI TECHNOLOGICAL UNIVERSITY (DTU) user
on 20 September 2023



MAPE mean absolute percentage error
MLM machine learning model
MLPNN multi-layer perceptron neural network
NF-GMDH neuro-fuzzy group method of data handling
RF random forest
RMSE root mean squared error
SCM single channel method
SVM support vector machine

INTRODUCTION

Increased human settlements, buildings, and activities along river floodplains have resulted in severe repercus-

sions during natural river floods due to the global population rise. River floods cause massive human
casualties as well as economic damage. Flood catastrophes account for a third of all-natural disaster damages
worldwide; flooding accounts for half of all fatalities, with trend analysis revealing that these percentages have

dramatically grown (Berz 2000). Flood protection needs to predict the conveyance capacity of natural streams
precisely. When the amount of water running through a channel exceeds the waterway’s capacity, it results in
flooding. Consequently, the requirement for precise flow parameter prediction during flood conditions to limit

damage and save lives and property has piqued the interest of academics and engineers in recent years. Various
methodologies and procedures have been used to aid precise measurement and forecast of river discharge, vel-
ocity distribution, shear stress distribution, and water surface level during overbank flows. Compound
channels are the most common river feature during overbank flow. During the course of a river’s flow, the geo-

metry of the floodplain changes, resulting in a compound channel that is either converging or diverging. It is more
challenging to replicate flow in a non-prismatic compound channel because more momentum is carried from the
main channel to the floodplains. Sellin (1964), Myers & Elsawy (1975), Knight et al. (2010), and Khatua et al.
(2012) have explored the flow models of straight and meandering prismatic two-stage channels, but little is
known about non-prismatic compound channels. A converging channel shape causes the flow on floodplains
to rise, while the flow on floodplains expanding is reduced (James & Brown 1977). Compound channels with

symmetrically declining floodplains were studied by Bousmar & Zech (2002), Bousmar et al. (2004), Rezaei
(2006), and Rezaei & Knight (2009) and found the extra loss of head and transfer of momentum from the
main channel to floodplains. Asymmetric geometry with a greater convergence rate was examined by Proust
et al. (2006). A greater convergence angle (22°) results in increased mass transfer and head loss. Chlebek et al.
(2010) studied the flow behavior of skewed, two-stage converging, and diverging channels. A new experiment
on converging compound channels was done by Rezaei & Knight (2011), Yonesi et al. (2013), and Naik &
Khatua (2016) that yielded significantly more precise results than previously accessible. In their study, Das

et al. (2018) sought to enhance the conventional independent subsection method (ISM) for the estimation of
flow magnitudes and velocities in the upper and lower main channels. The calculated results demonstrate the
method’s ability to accurately forecast the discharge distributions in both the floodplain and main channel.

Das & Khatua (2018a) constructed a multivariable regression model that accounts geometric and hydraulic
characteristics in order to estimate the Manning’s roughness coefficient for non-prismatic compound channels.
In their study, Das & Khatua (2018b) explored a numerical approach for estimating water surface elevations

in compound channels with converging floodplains, using the momentum balancing concept. The findings
derived from the simulation exhibit a strong concurrence with the empirical datasets. Das et al. (2020) used arti-
ficial neural network (ANN) and adaptive neuro-fuzzy inference system (ANFIS) methodologies to forecast the
discharge in compound channels with converging and diverging geometries. The discharge is affected by many

key input factors, including the friction factor ratio, hydraulic radius ratio, relative flow depth, and bed slope.
The ANFIS model has superior performance in comparison to the ANN model. In their study, Das et al.
(2022) proposed a non-linear multivariable regression model for estimating discharge distribution in diverging

compound channels. This model utilizes geometric non-dimensional factors. The model that has been built
demonstrates improved results in terms of statistical analysis when compared to earlier methodologies. Naik
et al. (2022) proposed a novel equation by GEP using the non-dimensional variables to predict the water surface

profile in converging compound channels. Kaushik & Kumar (2023a) used machine learning methodologies to
predict the water surface profile of a compound channel with converging floodplains, using a blend of geometry
and flow characteristics. Additionally, the researchers Kaushik & Kumar (2023b) have used gene expression pro-

gramming (GEP) as a methodology to develop an innovative equation for compound channels with converging
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floodplains. This equation serves to quantify the boundary shear force transmitted by floodplains. In their study,
Kaushik & Kumar (2023c) used the support vector machine (SVM) method to estimate the water surface profile
of compound channels with shrinking floodplains. This was achieved by using non-dimensional geometric

characteristics. The outcomes of this study suggest that the water surface profile created by the SVM has a signifi-
cant level of agreement with both the observed data and the results obtained from prior investigations. In their
study, Bijanvand et al. (2023) employed various soft computing models, namely the multi-layer perceptron neural
network (MLPNN), group method of data handling (GMDH), neuro-fuzzy group method of data handling (NF-

GMDH), and SVM, to make predictions on the surface elevation of water in compound channels with conver-
ging and diverging floodplains. The findings indicated that all of the used models exhibited satisfactory
performance. Nevertheless, the SVM model had the most favorable performance, as shown by its strong statisti-

cal indicators. The influence of channel shape and flow characteristics on the water surface profile in non-
prismatic compound channels has received little attention. As a result, exact water surface profile modeling is
necessary to detect flooded regions, enhancing flood mitigation and risk management studies.

Over the past several decades, much work has gone into using 2D and 3D modeling to enhance the estimation
of water levels and velocities in rivers. Still, minimal work was done on non-prismatic streams. Calculation tech-
niques like single channel method (SCM) and divided channel method (DCM) are incorporated in software like

HEC-RAS and MIKE 11. For the whole segment, the SCM uses the same velocity. The DCM divides the cross-
section into zones with varied flow characteristics, such as the main channel and floodplains. According to
Wormleaton et al. (1982), the SCM underestimates conveyance capacity, whereas the DCM overestimates com-
pound channel capacity. Wormleaton & Merrett (1990) offered a simple change to enhance DCM estimation,

while Ackers (1992) experimentally corrected the DCM.
The lateral distribution technique (LDM) proposed by Wark et al. (1990) and the approach proposed by Shiono

& Knight (1991) were created as alternate and more sophisticated methods. Like a quasi-2D model, these two

techniques are based on the same equations and determine the lateral velocity distribution in the cross-section.
In natural and artificial channels, HEC-RAS, a widely used hydraulic model developed by the U.S. Army Corps of
Engineers, calculates water surface elevation and other flow characteristics in 1D/2D dimensions with progress-

ively altering dimensions for steady and turbulent flow (Brunner 2016). HEC-RAS enables sediment transport/
mobile bed calculations and water temperature modeling (Arcement & Schneider 1989; Brunner 2016). The stab-
ility of the HEC-RAS modeling was assessed by the use of model verification and validation techniques, which
included comparing the model’s predictions with experimental findings or actual field data. Stability of a

model is determined when the numerical outputs closely align with the experimental findings or actual field
data, exhibiting a consistent pattern of fluctuation. River hydraulics and other river-related phenomena have
been substantially enhanced by using computer programs in recent years. Leandro et al. (2009) give extensive

information on the most often used hydraulic models and their advantages and disadvantages for open channel
modeling. Globally, computer hydraulic models are being used for flood defence planning in vulnerable locations
to help better understand flood size and frequency trends and help prepare for future flood scenarios (Liu &

Merwade 2018). The HEC-RAS model was used in various studies to estimate flow characteristics in the main
channel and floodplain under different climatic circumstances. Ramesh et al. (2000) estimated roughness for
open channel flow using an optimization technique with boundary conditions as constraints. The HEC-RAS

model was calibrated using Manning’s n roughness coefficient, as reported by Hicks & Peacock (2005) and
Kuriqi & Ardiçlioǧlu (2018) when applied to river analysis. Timbadiya et al. (2011) developed an integrated
hydrodynamic model with MIKE11 to calibrate Manning’s n roughness in assessing the sensitivity of flow resist-
ance for the Tapi River in India. Mowinckel (2011) used the HEC-RAS to increase the flood conveyance capacity

of an artificial San Jose Creek in Goleta, California. This assessment allowed us to recommend a revised channel
design to accommodate a 100-year flood better while reducing harm to the surrounding region. Parhi et al. (2012)
calibrated the channel roughness coefficient along the Mahanadi River in Odisha using the HEC-RAS. Boulomytis

et al. (2017) discovered that using Manning’s n roughness coefficients for various hydraulic models causes inaccura-
cies in inflow predictions for the Bashar River. Rivers must be studied since they are often used for agriculture or
hydropower generation. An accurate estimation of the water surface elevation is necessary to construct and deploy

the appropriate flood control structures and produce proper flow behavior (Kuriqi et al. 2019). In order to lessen the
dependence on arbitrary static friction coefficients, Klipalo et al. (2022) conducted research by measuring and pre-
senting actual data collected via quantitative testing. Full-scale field testing was conducted as part of this research to
measure the frictional resistance produced between filled polypropylene bulk bags and seven typical bedding
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surfaces. Coefficients of static friction are used to convey the results of testing each interaction scenario. Three
machine learning models (MLMs), including random forest (RF), ANN, and generalized linear model (GLM),
were used by Avand et al. (2022) to investigate the impact of the spatial resolution of the DEMs 12.5 m (ALOS

PALSAR) and 30 m (ASTER) on the precision of flood probability prediction. The findings show that, regardless
of the employedMLM and irrespective of the statistical model used to measure the performance accuracy, resolving
the DEM alone cannot substantially impact the accuracy of flood probability prediction. In contrast, the elements
that affect floods in this area the most include height, precipitation, and distance from the river. The alterations in

the water surface profile and flow velocity brought on by the bridge structural arrangement were studied by Ardi-
clioglu et al. (2022). For this reason, five flow discharges, four distinct bridge spans’ water surface profiles, and flow
velocities above and downstream of the bridge were examined. The HEC-RASmodel was used to conduct the study

both numerically and experimentally. At the bridge’s upstream section, the average velocities calculated by HEC-
RAS were vastly exaggerated. The average downstream and upstream measured velocities in the various apertures
showed linear connections.

The aim of the present study is to validate the experimental results of the water surface profile of a two-stage
channel with narrowing floodplains using one-dimensional numerical models. The approach proposed in this
article uses the HEC-RAS to enhance numerical modeling. The dataset used in this study effort to complete

the simulation effectively was gathered from the work of Naik & Khatua (2016), which was done on a variety
of converging compound channels and provided the basis for this work. In order to compare and validate the
experimental results, the same boundary conditions, cross-section data, and flow parameters were used. Finally,
the simulated water surface level results were analyzed and compared to existing experimental data to evaluate

and validate the findings.

MATERIALS AND METHODS

Physical modeling

A series of experiments were conducted in a concrete flume 15 m long, 0.9 m wide, and 0.5 m deep with three
different converging compound channels. The converging portion of the channel was constructed with the
help of the Perspex sheet. The converging angles of the channel were 12.38°, 9°, and 5°, respectively, keeping
the geometry constant. The non-prismatic compound channel has converging lengths of 0.84, 1.26, and

2.28 m, respectively. The subcritical flow regime was attained in several conditions of the two-stage channel
with a longitudinal bed slope of 0.0011. The main channel and the floodplain subsections of these compound
channels exhibit uniform roughness. Manning’s n value of 0.01 was selected for smooth main channel and flood-

plain surfaces with trowel finishes (Subramanya 2015). Based on data collected from in-bank and overbank flows
in the floodplains and main channel, Manning’s n value variation was estimated in the converging section of the
channel. This system recirculates the water supply by pumping it from an underground sump to a reservoir in the

experimental channel. The rectangular notch has been surrounded by adjustable vertical gates and flow strength-
eners. The removable flume tailgates help maintain a consistent flow over the test reach. A volumetric tank at the
end of the channel is fitted with v-notch which has been used to measure the flow rate from the channel. The

water collected in the volumetric tank goes back to the underground sump. The experimental channel has a
limit of discharge that cannot increase beyond 0.055 m3/s. The geometric characteristics: B is the total width
of the compound channel, b is the width of the main channel, h is the main channel depth, H is the flow
depth at any discharge, and a cross-section of a two-stage channel are described in Figure 1.

Figure 2 illustrates the experimental setup from the top. The plan view of non-prismatic cross-sections of Naik
& Khatua (2016) channels is shown in Figure 3. Each point on the channel’s plan could be accessed for measur-
ing as part of the compound channel design. A moveable bridge could be used to collect the measurements. The

research relies heavily on the channel’s width ratio and aspect ratio. The flow velocity at the grid locations
(shown in Figure 1) was measured using a pitot-static tube with a diameter of 4.77 mm. The order of maximum
velocity for a given flow path was determined using a flow detector with a minimum least count of 0.1°. Use a

circular scale and pointer configuration on the flow direction sensor to measure the pitot tube leg angle concern-
ing the channel longitudinal direction. When combining the longitudinal velocity plot with the volumetric tank
collection, the total discharge computed was within +3% of the actual data. This study used velocity data and a

semi-log plot to predict channel bed and wall shear stresses. The boundary shear stresses were calculated using
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Figure 1 | Cross-section of a compound channel.

Figure 2 | Experimental setup.

Figure 3 | Plan view of non-prismatic sections.
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Patel (1965) relationship and manometer measurements of Preston tube head differences. Shear values were
corrected by comparing them to the equivalent values computed using the energy gradient technique.

Thus, the results were always within 3% of the actual value. According to laboratory data analysis, the pitot

tube calculated tractive stresses are more accurate than ADV. For one thing, measuring velocity at the boundary
with ADV is never trustworthy. In addition, ADV has specific limits for measuring the velocity near the bed and
top surface. It can penetrate up to 5 cm below the top edge. Consequently, the micro-ADV down probe could not
reach a distance of 5 cm from the free surface. It cannot measure the velocity beyond 2 m/s. In order to measure

the transient decrease, a pitot tube was used near the bed and top surface. The U-tube manometer fitted along
with the pitot tube measures the pressure difference values up to certain values. Verification of the validity of
this approach was carried out using the energy gradient methodology (Naik & Khatua 2016).

Numerical modeling

To simulate a constantly changing flow, researchers opted for the HEC-RAS model, which works by computing
the Saint-Venant equations (Equations (1) and (2)):

@A
@t

þ @Q
@x

¼ ql (1)

@Q
@t

þ
@

Q2

A

� �

@x
þ gA

@H
@x

þ gA(So � Sf) ¼ 0 (2)

Equations (1) and (2) represent continuity and momentum equations, respectively, in which H denotes the
elevation of water level, t and x indicate temporal and longitudinal coordinates, ql represents lateral inflow,
which in our instance is 0; So is the bed slope of channel, and Sf denotes the slope of total energy line or friction

slope. These equations were computed with the help of the finite-difference approach based on a four-point
implicit box (Brunner 2016). Even though the finite-difference principle has limitations in transitioning between
the subcritical and supercritical flow regimes, this procedure necessitates a new solution strategy for each flow

state. However, the previous constraint may be avoided by employing the HEC-RAS model’s mixed-flow
regime option; by doing so, HEC-RAS can propose patching solutions in the river reach’s sub-zones (Hicks &
Peacock 2005; Timbadiya et al. 2011; Brunner 2016). The HEC-RAS model was calibrated by keeping the
same experimental data, such as channel dimensions, boundary conditions, longitudinal bed slope, discharge

data, and roughness coefficient values used in the experimental procedure. Manning’s n value of 0.011 was
inserted at the simulation stage for the main channel and floodplains based on the smooth trowel finish used
in the physical modeling. Due to the almost continuous and uniform flow conditions at the study river reach,

the downstream boundary condition was reset to its upstream condition. Figures 4 and 5 depict the plan, and
3D views of converging compound channel geometry created in the HEC-RAS with the 1 m resolution DEM
was calibrated using measured experimental values within the channel reach. Figure 4 displays stations 900

and 500, which represent the upstream and downstream of the waterway, respectively. In contrast, stations
800, 700, and 600 correspond to the beginning, intermediate, and final segments of the converging section,
respectively. Stations 900 and 500 are considered to be stationary; however, stations 800, 700, and 600 are not

stationary, for all three converging angles of 5°, 9°, and 12.38°. The variation in distance between stations 800
and 600 is seen to be 2.28, 1.26, and 0.84 m, corresponding to converging angles of 5°, 9°, and 12.38°, respectively.
The use of the same nomenclature for stations was implemented in order to mitigate any misunderstanding
during the simulation procedure. The remaining stations located in both the straight and converging parts of

the two-stage channel are considered interpolated stations. The HEC-RAS estimated water depth was then com-
pared to the experimental water depth to validate the developed non-prismatic model of the compound channel.

RESULTS AND DISCUSSION

Figure 6 illustrates the stage–discharge correlation for a relative depth of β¼ 0.25 at several locations along the

converging section of different channels. These locations include the upstream of the channel, the start, middle,
and end of the converging portion. The converging channels have varying degrees of convergence, denoted by
θ¼ 5°, 9°, and 12.38°. The increase in discharge leads to a corresponding rise in flow depth. Nevertheless, a
little decrease in the rate of increase occurs beyond the point when the river reaches its maximum capacity,
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Figure 4 | Plan view of a converging compound channel in HEC-RAS.

Figure 5 | 3D view of the converging compound channel in HEC-RAS.
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mostly as a result of the interaction and subsequent transfer of momentum between the primary channel and the
adjacent floodplains. The reduction in flow depth occurs in the converging section due to the convergence of

channel geometry, while maintaining the same discharge. Furthermore, it has been shown that an increase in
the angle of floodplain convergence at a given stage is accompanied by a corresponding rise in the flow rate.
The empirical evidence obtained from stage–discharge correlations supports the notion that power functions

exhibit consistency when applied to datasets containing big values.

Figure 6 | Stage discharge relationship for various converging channels: (a) θ¼ 5°, (b) θ¼ 9°, and (c) θ¼ 12.38°. (continued.).
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Figure 6 | Continued.

Figure 7 | Variation of velocity with longitudinal distance for relative depth β¼ 0.25 for various converging channels: (a) θ¼ 5°,
(b) θ¼ 9°, and (c) θ¼ 12.38°.
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Figure 7 demonstrates the changes in velocity as a function of longitudinal distance for different converging
channels, specifically at a relative depth β of 0.25. The terms ‘Vel chnl PF’, ‘Vel left PF’, and ‘Vel right PF’
refer to the mean velocities of the whole channel, the floodplain on the right side, and the floodplain on the

left side, respectively. The variable ‘PF’ represents the flow depth at which the simulation has been done. The
study determined that the average velocity of the channel was greater than the average velocity observed in
both the right and left floodplains. The velocities are seen to begin at a uniform channel distance of 15 m, indi-
cating the upstream portion of the compound channel. On the contrary, a numerical value of zero signifies the

downstream portion of the compound channel. The commencement of the building of the converging segment of
the canal took place at a distance of 6 m. After the start of the converging section, the velocities inside the flood-
plain zones undergo a decrease due to the convergence of the channel morphology, which enables the transfer of

momentum from the floodplains to the main channel. An incremental rise in the velocity of the channel is noted
in the prismatic section. However, the velocity experiences a significant spike in the converging section as a result
of the abrupt constriction in the channel’s shape. An increase in the convergence angle of the non-prismatic com-

pound channel leads to a significant rise in velocity in the converging section.
Figure 8 exhibits the fluctuation of shear stress in relation to the longitudinal distance for converging channels

with a relative depth β of 0.25. The expressions ‘Shear Chan PF1’, ‘Shear LOB PF1’, and ‘Shear ROB PF1’ are

used to refer to the shear stress experienced by the whole channel, the left floodplain (left bank), and the right
floodplain (right bank), respectively. The variable ‘PF1’ represents the flow depth, denoted by β¼ 0.25, at
which the simulation was performed. The study determined that the shear stress inside the channel exhibited
a larger magnitude compared to the shear stress seen on the right and left floodplains. The initiation of shear

stresses is seen at a uniform channel distance of 15 m, indicating the upstream portion of the compound channel.
On the other hand, a numerical value of zero signifies the downstream portion of the compound channel. The
commencement of the converging section of the canal occurred at a distance of 6 m. After the start of the con-

verging section, the velocities inside the floodplain zones undergo a decrease due to the convergence of the
channel morphology. This convergence enables the transfer of momentum, specifically in terms of shear, from

Figure 8 | Variation of shear stress with longitudinal distance for relative depth β¼ 0.25 for various converging channels:
(a) θ¼ 5°, (b) θ¼ 9°, and (c) θ¼ 12.38°.
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the floodplains to the main channel. The magnitude of the channel shear stress exhibits an increasing trend as it
progresses throughout the length of the flow. The convergence angle of the non-prismatic half of the channel has
a direct impact on the shear stress increment seen in all three converging channels. As the convergence angle

rises, the shear stress increment becomes more pronounced, mostly owing to increased resistance from the chan-
nel boundaries.

Figure 9 displays the longitudinal water surface profile for different relative depths (β¼ 0.25, 0.30) at various
locations along the converging part of channels with different convergence angles (θ¼ 5°, 9°, 12.38°). The

locations include the upstream of the channel, the start, middle, and end of the converging segment. In the pris-
matic section of the flume, the water surface profile remains constant. However, it should be noted that
throughout the converging section of the flume, there is a noticeable decline in the water level. This decline

may be attributed to the acceleration of the flow, particularly in the latter half of the transition. In the lower sec-
tion of the flume, the flow exhibits a mostly consistent pattern, but with occasional fluctuations. The magnitude of
flow depth diminishes as the relative distance increases, and this decrease is more noticeable at larger converging

Figure 9 | Longitudinal water surface profile for different relative depths and converging angles: (a) β¼ 0.25, θ¼ 5°; (b) β¼
0.30, θ¼ 5°; (c) β¼ 0.25, θ¼ 9°; (d) β¼ 0.30, θ¼ 9°; (e) β¼ 0.25, θ¼ 12.38°; and (f) β¼ 0.30, θ¼ 12.38°.
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angles. The reason for this phenomenon may be attributed to the convergence of the channel geometry inside the
non-prismatic part of the compound channel.

In Figure 10, a comparison is made between the empirically obtained flow depth and the flow depth calculated

using HEC-RAS for non-prismatic compound channels with converging floodplain angles of θ¼ 5°, 9°, and
12.38°. The simulated values exhibit a similar pattern of variance to that found in the experimental data. The
observed flow depths in the experiment exhibit a modest elevation compared to the values predicted by the

HEC-RAS model. This disparity becomes more pronounced as the relative depths increase. The variability in
flow depth measurements exhibits an upward trend as the degree of floodplain convergence increases.

Different forms of error assessment, including the coefficient of determination (R2), root mean squared error
(RMSE), mean absolute error (MAE), and mean absolute percentage error (MAPE), are examined using estab-
lished equations to conduct further assessments on the precision of the simulated flow depths produced by

HEC-RAS. Tables 1–3 provide a comprehensive investigation of statistical errors pertaining to flow depths in

Figure 10 | Comparison of experimental and HEC-RAS simulated values of flow depth for different converging channels:
(a) θ¼ 5°, (b) θ¼ 9°, and (c) θ¼ 12.38°. (continued.).
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several converging compound channels. The findings indicate that the values of R2 for all three converging com-
pound channels are more than 0.90, while the values of RMSE are less than 0.20. The MAPE for both the

simulated and experimental findings is below 3%, suggesting a high level of performance and accuracy in the
anticipated HEC-RAS results. Consequently, the HEC-RAS models that have been provided demonstrate a

Figure 10 | Continued.

Table 1 | Statistical error analysis for converging channel, θ¼ 5°

Parameters

Converging channel, θ¼ 5°

Relative depth, β¼ 0.25 Relative depth, β¼ 0.30

Experimental flow depth, H HEC-RAS flow depth, H Experimental flow depth, H HEC-RAS flow depth, H

Range 0.1379–0.1203 0.1352–0.1178 0.1466–0.1286 0.1431–0.1251

R2 0.946 0.954 0.932 0.932

RMSE 0.183 0.183 0.195 0.195

MSE 0.0335 0.0335 0.038 0.038

MAE 0.131 0.128 0.139 0.136

MAPE 2.10 2.10 2.52 2.52

Table 2 | Statistical error analysis for converging channel, θ¼ 9°

Parameters

Converging channel, θ¼ 9°

Relative depth, β¼ 0.25 Relative depth, β¼ 0.30

Experimental flow depth, H HEC-RAS flow depth, H Experimental flow depth, H HEC-RAS flow depth, H

Range 0.1380–0.1203 0.1355–0.1178 0.1443–0.1262 0.1408–0.1227

R2 0.952 0.952 0.940 0.940

RMSE 0.183 0.183 0.191 0.191

MSE 0.0335 0.0335 0.0365 0.0365

MAE 0.131 0.128 0.137 0.133

MAPE 1.92 1.92 2.56 2.56
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dependable methodology for forecasting the water surface profile in compound channels with converging flood-
plains. These models possess a notable capacity for adaptation and do not display any signs of excessive exertion.

CONCLUSIONS

In the present study, one-dimensional models have been made to simulate the water surface profile of a com-
pound channel with converging floodplains using the HEC-RAS. Two relative depths (β¼ 0.25 and 0.30) and

three converging angles (θ¼ 5°, 9°, and 12.38°) were investigated. Flow depth rises as discharge increases up
to bankfull depth, but beyond bankfull depth, a modest decrease in depth was seen at all converging angles
owing to interaction and momentum transfer between the main channel and floodplains. Due to the convergence

of the channel geometry, the flow depth decreases with the length of the channel, and the same tendency has
been seen for greater relative depths and varied floodplain convergence angles. The velocity and boundary
shear stress followed the same trend of variation and observed a sharp rise in the converging portion of the com-

pound channel. The flow regime is subcritical for both prismatic and non-prismatic reaches of a compound
channel. The HEC-RAS projected water surface profile is slightly lower than the experimental values but follows
the same trend as the observed water surface profile. The MAPE for flow depth computed experimentally, and
HEC-RAS simulated is less than 3% for all three converging channels, showing the model’s high performance

and accuracy. It was observed that the estimated results are affected by bed slope, velocity distribution, flow resist-
ance, secondary currents, and shear stress distribution. Localized variations in channel shape and 2D effects due
to the curvature of a channel may also affect the water surface profile. The models developed in the study can

have a practical application to non-prismatic rivers such as the River Main in Northern Ireland, the Brahmaputra
River in India, and other similar rivers. The findings of the study will be useful in the design of flood control and
diversion structures and thereby reducing economic as well as human losses. The present study was focused on

non-prismatic compound channels with smooth floodplains. In terms of future study, it would be interesting to
investigate the water surface profile under overbank flow circumstances with rough floodplains to improve the
comprehensive flood defence plans.
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Table 3 | Statistical error analysis for converging channel, θ¼ 12.38°

Parameters

Converging channel, θ¼ 12.38°

Relative depth, β¼ 0.25 Relative depth, β¼ 0.30

Experimental flow depth, H HEC-RAS flow depth, H Experimental flow depth, H HEC-RAS flow depth, H

Range 0.1381–0.1204 0.1355–0.1178 0.1444–0.1263 0.1408–0.1227

R2 0.953 0.953 0.940 0.940

RMSE 0.183 0.183 0.191 0.191

MSE 0.0335 0.0335 0.0365 0.0365

MAE 0.131 0.128 0.137 0.133

MAPE 1.99 1.99 2.63 2.63
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Abstract— This paper delves into the examination and 

simulation analysis of a modified HGBC that is intended for use 

in electric vehicles (EVs). The key objective of the converter 

presented is to boost the voltage of electrical energy stored 

within the battery pack, allowing it to power the electric motor 

and auxiliary EV ecosystem. The proposed converter input 

voltage range is 48V, and output voltage is 350V. The converter 

results demonstrate high efficiency at full load, low ripple 

voltage of less than 1%, and steady-state error of less than 1%. 

This paper showcases the efficiency and output voltage 

regulation effectiveness of the proposed topology. The HGBC 

proposed is anticipated to have a substantial impact on the 

development of efficient and reliable electric vehicle systems. 

The MATLAB/Simulink platform is used to validate the efficacy 

of the proposed system. 

Keywords—Electric Vehicle (EV), High Gain DC-DC 

Converter (HGDC), Modifies High Gain NI DC-DC Converter 

(M-HGNIDC), High Gain Boost Converter (HGBC), Steady State 

(SS), Non-Isolated (NI). 

I. INTRODUCTION  

Electric vehicles (EVs) have picked up critical consideration 
in later a long time as an implication to decrease dependence 
on non-renewable vitality and control nursery gas 
emanations. In any case, optimizing power utilization may be 
a key challenge in the EV plan. One basic component in 
numerous EV frameworks is the HGBC, which steps up the 
voltage of electrical vitality put away within the battery to 
control the electric engine and other vehicle systems. HGBC 
could be a sort of DC-DC converter that employments 
electronic components like inductors, capacitors, and 
switches to change over a low-voltage input flag into a 
higher-voltage yield flag. Its key advantage is the capacity to 
attain tall voltage pick-up, making it a successful 
arrangement for applications requiring tall yield voltages. 

In EVs, HGBC is utilized to boost the voltage of electrical 
vitality put away within the battery pack, ordinarily around 
400-800 V, to control electric engines that require thousands 
of volts to function proficiently. By utilizing HGBC, the 
battery pack voltage can be optimized to the level required by 
the electric engine, empowering top performance.  

HGBC offers tall productivity, minimizing misfortunes amid 
vitality exchange from the battery pack to the electric engine. 
This can be vital in maximizing vehicle extension, 
diminishing vitality utilization, and minimizing running 
costs. Additionally, HGBC's flexibility and adaptability 
permit it to be custom fitted to meet the particular needs of an 
EV framework, optimizing execution and efficiency.  

The tall degree of control over the output voltage makes 
HGBC a well-known choice for numerous EV applications. 

Furthermore, it can be utilized in other scenarios where tall 
voltage yield is required, such as making a DC grid to control 
customer hardware, which can be changed over to AC power 
by an inverter. This approach offers a few focal points, 
counting expanded productivity and the capacity to utilize 
renewable vitality sources like sun-powered boards to control 
the DC framework. Generally, HGBC's flexibility and 
adaptability make it a profitable innovation for a extend of 
applications.  

In rundown, HGBC plays a vital part in numerous EV 
frameworks by effectively boosting the voltage of electrical 
vitality stored in the battery pack to meet the voltage 
prerequisites of electric engines. Known for their proficiency, 
versatility, and adaptability, HGBCs have gotten to be a key 
innovation empowering the advancement and arrangement of 
electric vehicles. [1],[2] describe different non-inverting 
HGDC topologies aimed for solar PV systems, featuring 
advancements in efficiency, duty cycle range, and voltage 
gain. [3],[4] present novel NI DC-DC converter topologies for 
microgrid applications, which offer high voltage gain and 
reduced stress on switches and diodes. Additionally, [5],[6] 
discuss a boost converter topology based on the switched-
inductor and single switch for high step-up DC-DC 
conversion in PV systems, which achieves improved 
efficiency. [7] conducts a comparison of various DC-DC 
converters. Finally, [8] provides specific details on the design 
of an onboard battery charger utilizing an interleaved Luo 
converter topology cascaded with a fly-back converter.  

This paper presents an analytical assessment of a M-HGNIDC 
designed for use in electric vehicles. The system schematic is 
outlined in section II, while section III elaborates on the 
converter's topology, mode of operation, duty cycle 
calculation, and component sizing. To gain insight into the 
converter's behavior under different operating conditions, a 
small signal analysis is conducted in section IV. Section V 
presents the results of the complete analysis, while the 
conclusion of the analytical study is outlined in the subsequent 
section. This section provides insights into the potential 
applications and future developments of high gain modified 
boost converters in the field of electric vehicles. 
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Fig. 1: Block diagram of EV ecosystem 
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II. SYSTEM SCHEMATIC 

The system schematic, illustrated in Fig.2, shows the 
configuration of the proposed converter. The voltage output 
of the converter is greater than the voltage input and varies 
according to the switching frequency. The circuit is 
composed of two switches, three diodes, three capacitors, and 

two inductors, all of which are illustrated in Fig. 2. 

III. ANALYSIS & CONTROL OF M-HGNIDC CONVERTER  

The presented system in Fig.2 is modelled and analyzed for a 
fixed duty ratio. The control of the presented system is also 
presented with dual loop control. 

A. Modes of Operation 

The proposed converter is analyzed two modes (Mode-I and 
Mode-II) depending on the switching of the switches, which 
is controlled form the dual loop control logic. 

i) MODE-I Operation: S1 ON, S2 ON 

 The proposed converter has been analyzed for the duration 
of 0 < t < DT while switches S1 and S2 are closed, resulting 
in an equivalent circuit as depicted in Fig.3.  

During this time, inductors L1 and L2 are charging, with L1 
charged by the input DC source and L2 charged by capacitors 
C1 and C2. The equations for this circuit are obtained using 
Kirchhoff's Voltage Law (KVL). 

1
11

L
L in

di
V L V

dt
= =                                                             [1] 

2
22 1 2

L
L C C

di
V L V V

dt
= = +                                                [2] 

ii) MODE-II Operation: S1 OFF, S2 OFF 

When the time interval DT < t < T, the switches S1 and S2 are 
open, and the circuit enters into a discharging state as 
presented in Fig.4.. At this stage, the inductors L1 and L2 
release energy, with L1 transferring its energy to capacitor C2 

and L2 releasing energy to the output voltage side. The voltage 
equations for this circuit are expressed by applying 
Kirchhoff's Voltage Law (KVL). 

1
11 1 2

L
L in C in C

di
V L V V V V

dt
= = − = −                                   [3] 

2
22 1 2

L
L out C out C

di
V L V V V V

dt
= = − + = − +                       [4] 

Voltage across capacitor voltages �� & �� are expressed as, 

1 2 1

in
C C

V
V V

D
= +

−
                                                                [5] 

 

The output voltage ����  of the presented converter is 
estimated as,  

2

1
*

(1 )
out in

D
V V

D

+
=

−
                                                             [6] 

The presented converter system waveforms are presented in 
Fig.5.The turn ON period of the presented converter ids 
marked by DT and the turn OFF period is marked by (1-D) T. 

B. Control of the M-HGNIDC Converter  

The control of the presented system is outlined in Fig.7. The 
output voltage of the presented system is sensed and fed to the 
outer loop of the control block to generate the current 
reference of the battery and then the inner loop is used to 
generate the switching pulses to the two switches. 
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Fig.2 Modified High Gain NI DC-DC Converter (M-HGNIDC)
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Fig. 3 Mode I operation of M-HGNIDC 
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Fig.5. System parameters waveforms of M-HGNIDC Converter 
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Fig. 4 Mode II operation of M-HGNIDC 
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C. Derivation of the Duty cycle (D)  

The converter presented in this study defines the duty cycle 
as a function of the input and output voltages, as shown by 
the following equation; 

2 8* *1
2*

2

in in out
out in

out

V V V
D V V

V

 
+ = + −

  
 

                   [7] 

The ripple current in inductors L1 and L2 is as follows: 

1
1

*
*

L in
s

D
i V

L f
∆ =                                                             [8] 

2
2

2*
*

* *(1 )
L in

s

D
i V

L f D
∆ =

−
                                             [9] 

D. Semiconductor Device Rating  

The proposed converter has specific voltage and current 
ratings for its semiconductor devices, which are listed as 
follows: 

1 1 2

1
*

1
S out D D

D
V V V V

D

−
= = =

+
                                         [10]                

2S outV V=                                                                          [11] 

3

2
*

1
D outV V

D
=

+
        [12] 

1 2

1
2 *

(1 )
S outI I

D
=

−
        [13] 

2 3

1
*

(1 )
S out DI I I

D
= =

−
       [14] 

1 2

1
*

(1 )
D outI I

D
=

−
                     [15] 

2 2
*

(1 )
D out

D
I I

D
=

−
                     [16] 

E. Component Selection  

Below are the values of inductors and capacitors used in the 
design of the converter: 

1
1

2≥ =
∆

in

L s

DV
L mH

i f
        [17] 

2
2

2
2

(1 )
≥ =

∆ −

in

L s

DV
L mH

i f D
       [18] 

1 2
1,2

(1 )
100

(1 )

−
= ≥ =

∆ +

in

C s

D D I
C C F

V f D
µ       [19]

2(1 )
220

(1 )

−
≥ =

∆ +

in
out

C sout

D D V
C F

V f D
µ       [20] 

IV. SMALL SIGNAL ANALYSIS OF THE CONVERTER 

This paper presents an examination of the state signal for a 
modified HGBC. The modified boost converter, which could 
be a variety of the commonly utilized DC-DC power 
conversion procedure, offers improved effectiveness and 
stability compared to the conventional boost converter. Due 
to its high gain property, the modified boost converter is well-
suited for applications that require high output voltage. The 
state signal investigation is performed to way better get the 
dynamic behavior of the converter and to help in planning 
control methodologies to upgrade its execution. The 
investigation discoveries give a premise for future inquiries 
about optimizing modified HGBCs. 

The state space averaging method is utilized to obtain the 
small signal analysis. In this method, the input variable is 
denoted as vin(t), the control variable as d, and the output 
variable as vout(t). The state variables consist of iL1(t), iL2(t), 
vC1(t), vC2(t), and vCout(t).  

In the state where the switch is ON, the state space average 
model is expressed as, 

L1

LL 12 12 2

L2
C1 C1 1

C2C2
2

Cout

Cout
out

di (t)
0 0 0 0 0

dt
21 1

0 0 0 i (t)di (t)
LL L

dt i (t)1
0 0 0 0dv (t)

v (t)C= +
dt

1 v (t)
0 0 0 0dv (t)

C
v (t)

dt
-1

0 0 0 0dv (t)
C *R

dt

 
  
  
    
    
    
    
    
    
    
    
    
  
    

 

[ ]2 in

-1

L v (t)

0

0

0

 
 
 
 
 
 
 
 
 
  

 

                                                                                          [21] 
The output voltage where the switch is ON in terms of the 
state space variables is expressed as, 

[ ] [ ]

L1

L2
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i (t)

v (t)( ) 0 0 0 0 1
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     [22] 

In the state where the switch is OFF, the state space average 
model is expressed as, 

L1

1

LL 12

2 2 L2
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1 1 1
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C2 out
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                                                                                      [23] 

The output voltage where the switch is OFF in terms of the 
state space variables is expressed as, 
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Fig.6. Control Logic of the system. 
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                           [24] 

The average model of the Boost Converter can be obtained 
by combining equations (21) and (23), as well as equations 
(22) and (24), which leads to the representation of the model 
as equation (25) and (26). 
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                                                                        [25] 
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The introduction of small-signal disturbance variables 
allows for the description of the state variables, input variable, 
output variable, and control variable as follows: 

1 1 1
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Where 	
�
,  	



,  ���
,  ��


, �����
,  ��� ,  ����  &  �  represent 

the S S components. The small-signal disturbance variables 
are represented as  
�
̂�

���, �
̂

���, ����

���, ���

���, ������

���, �������, �������� & ����� 

By combining equations (25), (26), and (27), the converter's 
small-signal demonstration can be determined, as appeared in 
equations (28) and (29). This demonstration offers profitable 
data on the converter's energetic reaction, helping with the 
advancement of successful control methodologies to upgrade 
its general performance. 
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Within the system examined in this paper, the closed-loop 
control depends on two parameters, to be specific, the duty 
ratio and input voltage. These parameters are utilized to decide 
the transfer function of the system. Specifically, the transfer 
function within the s-domain is communicated as takes after 
when the duty ratio is considered as the input variable:
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Moreover, the transfer function of the system with input 
voltage as the variable is expressed as, 
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                                                                                           [33] 
The dual close loop system of the presented converter has the 
following derived proportional and integral gain,  

Current controller gains: KP = 1.88, KI = 0.45 
Voltage controller gains:  KP = 2.5, KI=1.25 
 

V. RESULTS AND DISCUSSION 

The MATLAB/SIMULINK platform was used to simulate 
the discussed system at a switching frequency of 10 kHz. The 
simulation was conducted by applying an input voltage range 
of 48V and obtaining an output voltage of 350V. For the 
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purpose of emulating an electric vehicle battery, a battery with 
a rating of 48V and 100Ah was used as the input. The 
presented system of M-HGNIDC converter SS analysis is 
presented in Fig.7.The performance of the presented system 
from the input end (battery) is presented in Fig. 6(a) with input 
voltage, input current, State of charge (SOC) and power as 
variables. The negative slope is an indicator of battery 
discharging for the time t=0.1s to 01001s as shown. The 
converter SS results in terms of inductor voltages and currents 
are presented in Fig. 7(b). The current ripples in the inductor 
currents are less than 1%, which is very low as per the power 
rating of the presented system. The voltage stress on the 
inductor L1 and L2 are also under operating limits.Fig.7(c) 
presents the switch voltage and current performance during 
the different modes of operation. As per the modes of 
operation presented in the paper, the switch voltages and 
currents are under the operating limits. The switch (S1) is 
marked for high current stress and low voltage stress as 
compared to the switch (S2) accordingly as per the functioning 
of the presented converter. The SS performance of the 
converter diodes with the output voltage and in terms of 
voltages and current is presented in Fig. 7(d) and Fig. 7(e) 
respectively. The diodes performance is also as per the 
required performance of the presented system. The ripples in 
the output voltage and output current are also minimal (less 
than 0.5%) with negligible SS error. The capacitor voltages 
and currents of the presented system with minimal ripples are 
presented in Fig. 7(f). The presented performance of the 
converter is shown for small time interval for better efficacy. 
Fig. 8 outlines the yield voltage execution of the converter 
displayed. For best performance of the M-HGNIC, the duty 
ratio range is from 0.5-0.8. The comparison of the presented 
system based on the component level with the other topologies 
are presented in Fig.9. The presented system is with less 
number of power electronic components for a substantial high 
performance and gain of the converter.  

VI. CONCLUSION 

The HGBC is an effective solution for enhancing the 
efficiency and power density of electric vehicle (EV) systems. 
Its innovative design deviates from the traditional boost 
converter and is anticipated to gain significant traction in the 
EV industry. The converter topology outlined in this paper 
integrates a boost converter and a buck-boost converter to 
achieve high gain and optimize overall system performance. 
The reenactment comes about to have affirmed the viability of 
the proposed topology in different viewpoints such as 
productivity, control thickness, yield voltage control, and 
exchanging voltage. Besides, the utilization of two-loop 
control has driven superior execution and solidness of the 
framework, which is basic for accomplishing precise control 
of the converter. This paper's displayed adjusted M-HGNIDC 
could be a profitable commitment to electric vehicle control 
hardware, and it is anticipated to essentially affect the 
advancement of productive and solid electric vehicle systems. 
The transformer has effectively accomplished the specified 
execution in terms of voltage pick-up and framework 
productivity, making it a promising arrangement for electric 
vehicles. 
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Fig 7 (c) SS results of Switch Voltages, VS1 and VS2 in V, Switch 
Currents, IS1 and IS2 in A. 
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Fig 8. Output voltage variation with respect to duty ratio. 

 

 
Fig 9. Comparison of the presented M-HGNIDC converter with other 
topologies. 
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Fig 7 (d) SS results of Diode Voltages, VD1, VD2 and VD3 in V and the 
output voltage Vout in V. 

 

 
Fig 7 (e) SS results of Diode Currents, ID1 , ID2, ID3 in A and the output 
current Iout in A. 
 

 
Fig 7 (f) SS results of Capacitor Voltages, VC1and VC2 in V, Capacitor 
Currents, IC1 and IC2 in A. 
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Abstract
We report the photoluminescence (PL) properties of Eu3+ doped HfO2 nanoparticles prepared using co-precipitation method 
and annealed at 600 °C. X-ray diffraction results revealed the monoclinic phase in undoped HfO2 and show mixed phase 
formation at lower concentration and a dominant cubic phase achieved at 5 mol% doping of Eu in HfO2. The phase transi-
tion anticipated by the density functional theory is in excellent agreement with experimental findings. The oxygen K-edge 
XANES spectra clearly depicts the diverse hybridization of O 2p orbitals in M–O7 (for monoclinic) and M–O8 (for cubic) 
polyhedra of HfO2. Hf L-edge XANES confirms Hf4+ ions in cubic and monoclinic structured HfO2. The Eu3+ ions are 
dominantly present in the Eu-doped HfO2 nanoparticles. PL study demonstrates the emission in red region with high color 
purity under different excitation wavelengths from near UV to blue light. PL emission spectra show four emission bands at 
594 nm, 609 nm, 650 nm, and 716 nm corresponding to 4f–4f transitions of Eu3+ under excitation wavelengths of 361 nm, 
383 nm, 394 nm and 465 nm. The reddish PL emission with high color purity under different excitation wavelengths from 
near-UV to blue region may be exploited in solid state lighting-based applications.

Keywords  HfO2 · Phase transition · XANES · PL · DFT

1  Introduction

The technological areas of the phosphor-based materials 
have  gathered great attention due to numerous enthralling 
potential applications which includes solid state lighting, 
light emitting diodes, and scintillation [1, 2]. The contem-
porary light emitting diodes (LEDs) have received much 
attention over the conventional light sources due to their 
exclusive properties, such as low operating voltage, longer 
lifetime, compactness, high efficiency, and diverse applica-
bility, makes it next generation illumination sources [3, 4]. 
Researchers also particularly drawn to RE-doped luminous 
materials because of their notable qualities including, high 
color rendering index (CRI), good color purity, great chemi-
cal stability and high luminescence efficiency [5, 6]. The RE 
doping has the ability to improve electron transport between 
4f levels and their wavelength ranges from ultraviolet (UV) 
to infrared (IR) [5]. Numerous oxide-based materials such 
as TiO2, ZrO2, HfO2, SnO2 have been exploited with the RE 
doping to enrich the field of luminescence [6–9].

Among these oxide-based compounds, HfO2 is practically 
important due to its wide bandgap (~ 5.7 eV), high dielectric 
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constant, dynamical stability, high thermal stability and 
melting point [10–13]. The high refractive index (1.8–2.1) 
and low absorption to the UV to mid-IR light photon makes 
it suitable for anti-reflective multi-layer coatings [14]. The 
high effective atomic number (Zeff ~ 67.2) and high atomic 
density (~ 9.7 g/cm3) of HfO2 are suitable for modern scin-
tillators [15]. Along with the development of high-perfor-
mance devices of this material, the HfO2 also drawn much 
research attention for its structural re-adjustments. The HfO2 
obey three crystallographic phases; cubic (c) (space group; 
Fm 3 m), tetragonal (t) (space group; P42/nmc) and mono-
clinic (m) (space group; P21/c). The monoclinic phase is 
stable at temperature (~ 1100 °C) and undergoes a phase 
transformation at high temperatures (~ 1720 °C) and con-
verted into a tetragonal phase [16]. At a higher temperature 
(~ 2600 °C), the tetragonal phase can also be transformed 
into cubic phase [17]. Instead of high temperature annealing-
based phase transformation studies, the monoclinic to cubic 
phase transformation of HfO2 has been achieved through 
yttrium doping at moderate temperatures [18]. Likewise, 
doping of other aliovalent ions such as Dy3+ and Sm3+ and 
isovalent ions such as Ti4+ and Zr4+ have been reported for 
stabilizing the cubic or tetragonal phases at lower annealing 
temperatures (500–800 °C) [8, 19, 20]. Dopant incorpora-
tion into HfO2 results in defects and oxygen vacancies due 
to charge and ionic radius variations between the dopants 
and Hf4+. Increase in the doping concentration of RE3+ ions 
lead to rise the concentration of oxygen vacancy for charge 
compensation. These vacancies are randomly arranged in 
the local surroundings of Hf4+, creating several slightly 
different sites with diverse coordination [21]. The oxygen 
vacancies are responsible for reducing the repulsive force 
between neighbouring sites, creating a modification in the 
lattice parameters, and causing the ions to be arranged in 
a new crystal structure [22–24]. It has been observed that 
formation of oxygen ion vacancies and their coordination 
with Hf4+ cations helped to stabilize the tetragonal and 
cubic phases when the oversized aliovalent rare earth cati-
ons were incorporated in HfO2 [25]. Eu3+ doping effect on 
the structure modification of HfO2 have been observed under 
the temperature variation and a tetragonal phase appears at 
high temperature [26]. Density functional theory calcula-
tions have shown that oversized trivalent ions preferentially 
stabilize the cubic phase and not the tetragonal phase [27]. 
Experimental studies have shown mixed results on the for-
mation of tetragonal and cubic phases with the doping of 
lanthanides in HfO2. For example, based on X-ray diffraction 
(XRD) results, 20% Tb could stabilize the tetragonal phase 
in HfO2 thin films [28]. A few studies have been reported on 
the local bonding arrangement and modification in the crys-
tal system [29, 30]. X-ray absorption spectroscopy (XAS) is 
commonly used to identify the defect type and formal val-
ance states and local symmetry of dopant ions using X-ray 

absorption near edge structure (XANES). Intrinsic lumines-
cence has been reported in undoped HfO2 which ascribed to 
the oxygen vacancy which acts as luminescence centres in 
the crystal lattice [10]. The wide bandgap and low phonon 
frequency makes it promising host for doping of RE activa-
tor ions [11, 31]. Efforts have been intensified for the PL 
properties of HfO2 via doping of RE activator ions such as 
Sm3+, Dy3+, Gd3+, Pr3+, and Er3+ which leads to energy 
transfer between different energy levels of host and activator 
[8, 25, 32, 33]. The RE-doped HfO2 nanocrystals have been 
found to alter in size and exhibit phase-dependent luminous 
characteristics at varying temperatures and pH levels [34]. 
Under the suitable doping condition Eu3+-doped amorphous 
HfO2 leads to PL due to defects which reside in the crys-
tal sites with inversion centres [30]. It is demonstrated that 
doping of Sm3+ ions in HfO2 leads to phase transformation 
and shows the emission in near green and red region [35], 
whereas Dy3+ and Sm3+ binary-doped HfO2 nanophosphors 
shows PL emission in blue, yellow and red region and used 
as latent finger print imaging application [8].

With the above impulse, in the present study, we have 
demonstrated structure, morphological, XANES, PL 
response of HfO2 with varying Eu3+ concentration. The 
phase transformation of HfO2 powder at lower temperature 
obtained by chemical co-precipitation method. The effect 
of phase transition on electronic and optical properties have 
investigated by XANES and PL.

2 � Experimental and theoretical details

2.1 � Synthesis method

The chemical co-precipitation method was employed to 
synthesize the HfO2 doped with varying Eu3+ ion concen-
trations [10, 30]. To synthesize the powder sample, Eu3+ 
doping ratio was defined as molar ratio of HfO2. The sto-
chiometric proportion of HfCl4.5H2O and Eu(CH3COO)3.
H2O were weighted and separately dissolved into de-ionized 
(DI) water with the help of magnetic stirring for 2 h. Ammo-
nium hydroxide solution (0.1 M) was added to the mixture 
of HfCl4.5H2O and Eu(CH3COO)3.H2O solutions. The pH 
of the solution was kept constant at ~ 7 ± 0.4 during the syn-
thesis of all samples, resulting in precipitates. The sample 
was dried overnight at 50 °C and the resulting principates 
were washed multiple times with DI water. The yellow color 
precipitates were finely crushed and for further annealing 
sample was placed in muffle furnace at 600 °C for 2 h.

2.2 � Theoretical methodology

The structural optimization of Hf1–xEuxO2 (x = 0, 0.03, 
0.06, 0.07) in monoclinic and cubic phases were obtained 
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using first-principles method as implemented in VASP 
[36]. The relaxation was carried out within the parametri-
zation of generalised gradient approximation (GGA) 
of Perdew–Burke–Ernzerhof (PBE) [37]. The conver-
gence criteria for self-consistent field energy were set to 
10–7 eV and the atomic force relaxation was carried out 
till 0.01 eV/Å. The plane wave cutoff energy of 550 eV 
and a gamma centered k-mesh of 9 × 9 × 7 was used for the 
calculations. A 2 × 2 × 2 and 1 × 1 × 7 supercell with 96 and 
84 atoms, respectively, was constructed to obtain the Eu 
doping concentrations, i.e., 0.03, 0.06, 0.07.

2.3 � Characterization techniques

The X-ray diffraction (XRD) profile of the synthesized 
sample were registered using the high resolution Rigaku 
ultima IV X-ray diffractometer (Cu–Kα, λ = 1.5417Å). 
XANES spectra for the synthesized samples were col-
lected at the soft X-ray beam line of Pohang Accelerator 
laboratory (PLS-II). Hf L1-edge XANES were collected 
at 1 D XRS KIST-PAL beamline, and O K-edge and Eu 
M5,4-edge XANES spectra were collected at the soft X-ray 
beam line (10D). Detailed procedure of XANES data col-
lection, used gasses, chamber vacuum, monochroma-
tor details, and data normalization/background removal 
details are provided elsewhere [38]. PLE and PL spectra 
for Eu-doped HfO2 samples were measured via employing 
Horiba spectrophotometer.

3 � Results and discussion

3.1 � X‑ray diffraction and transmission electron 
microscopy (TEM)

Figure 1 shows the XRD data of different HfO2 samples. 
Figure 1a shows the XRD patterns from reference/bulk 
HfO2 powders (Aldrich, 99.99% pure). Figure 1b, c, d and e 
shows the XRD patterns of undoped HfO2, HfO2:3.0 mol% 
Eu, HfO2:5.0 mol% Eu, and HfO2:7.0 mol% Eu samples, 
respectively. It is noticeable that the XRD patterns of HfO2 
at 600 °C matches with the standard profile of HfO2 (JCPDS 
card no. 78–0049) with a monoclinic structured unit cell 
(space group P21/c) with lattice parameters; a = 5.12 Å, 
b = 5.17 Å, c = 5.29 Å, α = γ = 90° and β = 99.19° [8, 10]. 
This strengthened the formation of monoclinic phase 
of HfO2 at 600  °C. Noticeable changes are seen in the 
XRD patterns of Eu-doped samples. There is evolution 
of a few new peaks at ~ 30.2°, 35.1°, 50.3° and 60° in the 
HfO2:3.0 mol% Eu along with the peaks of monoclinic struc-
tured HfO2. The intensity of newly evolved XRD peaks is 
improved in the HfO2:5.0 mol% Eu sample and the intensity 
of XRD peaks of monoclinic structured HfO2 is significantly 
diminished. Eventually, the XRD peaks of monoclinic struc-
tured HfO2 are eradicated and the intensity of XRD peaks 
at ~ 30.2°, 35.1°, 50.3° and 60° is dominated the XRD pat-
terns of HfO2:7.0 mol% Eu sample. The peak position of 
newly evolved XRD peaks (~ 30.2°, 35.1°, 50.3° and 60°) is 
fairly matched with the previously reported XRD patterns 

Fig. 1   XRD patterns of pure 
and Eu-doped HfO2 (at 3.0, 5.0 
and 7.0 mol%)
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of cubic phase of HfO2 nanoparticles. Likewise, the JCDPF 
card no. 53–0560 also match with the XRD findings of 
HfO2:7.0 mol% Eu sample and convey cubic phase of HfO2 
(space group Fm 3 m a = b = c = 5.105 Å, α = β = γ = 90°).

For the analysis of the content of phases and more infor-
mation regarding the XRD pattern of HfO2 samples. We 
have performed the rietveld refinement using the Fullprof 
suite with pseudo-Voigt shape function [39]. The rietveld 
refinement peaks fitted well with the XRD pattern, as shown 
in Fig. 2. With increase in the Eu concentration the peaks 
become more dominant and intense. The rietveld refinement 
paraments are summarised in Table 1. Average crystallite 
size is calculated using the Scherrer relation [8]:

where λ is the wavelength of the X-rays, D is the crystal-
lite size, β is the full width at half maximum of the dif-
fraction peak). The calculated crystallite size from HfO2, 
HfO2:3.0 mol% Eu, HfO2:5.0 mol% Eu, and HfO2:7.0 mol% 
Eu samples were observed 32.99 nm, 11.32 nm, 12.69 nm 
and 13.60 nm, respectively. The slope of W–H plot (supple-
mentary information Fig. S1) was used to measure the strain 
of the all studied samples. The strain for the synthesized 
HfO2, 3.0, 5.0 and 7.0 mol% Eu-doped HfO2 samples were 
found to be 2.76, 8.34, 7.39, 4.52, respectively. The strain is 
reduced in the samples are having single phase (or nearly the 

(1)D =
0.9�

� cos �

Fig. 2   Rietveld refinement of 
pure and Eu-doped HfO2 (at 5.0 
and 7.0 mol%)

Table 1   Refined parameters, 
convergence indicator (chi 
square) and phase for pure and 
doped HfO2

Sample Rp Rwp Rexp χ2 GOF Phase (in %) Normal-
ized occu-
pancy

HfO2 16.0 17.5 16.2 1.26 1.08 m − 100 Hf—1.04
O1—1.22
O2—0.98

HfO2:5.0 Eu 24.6 28.7 26.60 1.17 1.07 c − 96.58
m − 3.42

Hf—0.95
O1—0.97
O2—1.12
Eu—0.05

HfO2:7.0 Eu 20.1 20.9 18.33 1.29 1.14 c—100 Hf—0.93
O1—0.92
O2—1.07
Eu—0.07
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single-phase nature) and leads higher XRD peak intensity. 
The dislocation density was correlated with the crystallite 
size as follows:

where δ is dislocation density and D is the crystallite size. 
The measured values of δ for HfO2, 3.0, 5.0 and 7.0 mol% 
Eu-doped HfO2 samples are 0.0009, 0.007, 0.006, and 
0.005, respectively. The structural transformation, mono-
clinic to cubic phase, may arise due to the substitution of 
Hf4+ (ionic radii = 0.078 nm) by the larger sized Eu3+ ions 
(ionic radii = 0.106 nm), which promotes the formation of 
oxygen vacancies. The strain produced in the lattice, due 
to larger sized Eu3+ ions, may push O2− ions towards the 
Hf ions leading to Hf–O8 kind of polyhedron formation in 
the HfO2:Eu3+ compound and leading to alteration in the 
lattice parameters of the resultant unit cell, which cause the 
arrangement of ions in the cubic structure [7].

Figure 3a, b shows the TEM image and elemental map-
ping, respectively, from HfO2 sample. Figures S2 and S3 
(supplementary information) show the elemental mapping 
pure and HfO2:7.0 mol% Eu, respectively. It is noticeable 
from Fig. 3a, b that both of the samples have exhibited the 
unusual morphology of agglomerated spherical particles. 
The elemental mapping profiles convey the even distribution 
of elements and are nullifying the formation of segregated 
phase of a particular element. XRD results have also ruled 
out the formation of other phases and strengthened the for-
mation of single-phase compound with high crystallinity.

(2)� =
1

D2

3.2 � First‑principles study of structural phase 
transition

The first-principles calculations have been used to ana-
lyse the effect of doping on the structural phase transi-
tion in HfO2. The calculated atomic positions and cell 
parameters of monoclinic as well as cubic phases are in 
good agreement with the experimental findings (Table 2). 
The variation of the total energy vs doping concentration 
is shown in Fig. 4. The crossover point in the energy vs 
doping concentration is called as transition point (TP). 
It clearly shows that Eu doping concentrations up to TP, 
i.e., 5.11% (close to experimental result of 5%) acquire 
minimum amount of energy for the m-HfO2 resulting in a 
stable structure. After TP, the cubic structure is more sta-
ble than monoclinic one. The difference in the energies of 
monoclinic and cubic phases increases with higher doping 
concertation. Hence, we theoretically validate the phase 
transition and stability of cubic phase after TP which is in 
excellent agreement with our experimental results.

Fig. 3   a, b TEM image pure 
and HfO2:7.0 mol% Eu, respec-
tively

Table 2   Theoretical and experimental lattice parameters of HfO2

HfO2 phases Space group Lattice parameters (in Å)

Theoretical Experimental

Monoclinic P21/c a = 5.14, 
b = 5.19, 
c = 5.33

a = 5.12, 
b = 5.17, 
c = 5.29

Cubic Fm 3 m a = 5.09 a = 5.104
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3.3 � X‑ray absorption spectroscopy

Figure  5a shows the O K-edge spectra of HfO2 and 
HfO2:7.0 mol% Eu samples. In previous reports, it has been 
reported that the cubic phasic CeO2 and pseudo-cubic HfO2 
and ZrO2 compounds experience vivid crystal field effects 
[40, 41]. The dx2–y2 and dz2 orbitals (i.e., eg orbitals) of 
metal elements align between the O ligand fields and expe-
rience weak interaction on the other hand metal’s dxy, dxz, 
and dyz orbitals (i.e., t2g orbitals) directed towards the oxy-
gen ligands, and experience strong interaction. The ligand 
field interaction impulses the t2g orbitals at higher energy 
and the eg orbitals are placed at lower energy [42]. It is 
noticeable from the Fig. 5a that both of the samples have 
exhibited two sharp features at 533. 8 eV and 538.2 eV for 
eg and t2g orbitals, respectively. O K edge spectra of HfO2 
is quite similar to the spectra of bulk HfO2 with monoclinic 

crystal structure [41, 43]. In case of monoclinic unit cell of 
HfO2, there is no the centre of symmetry in M–O7 (M is 
metal and O is Oxygen atoms) polyhedra and the different 
d orbitals interact, uncommonly, with the crystal field of O 
ligands. In case of monoclinic structured ZrO2, the orbital 
degeneracy was uninvolved and resulted complex splitting 
of d orbitals [41]. The monoclinic phase of HfO2 has been 
reported with fragmented eg and sharp t2g spectral features in 
the O K-edge XANES spectra. On the other hand, the tetrag-
onal phase of HfO2 has reported with sharp eg and splitted 
t2g features in the O K-edge XANES spectra [43]. The M–O8 
polyhedra also exists in cubic phasic HfO2 and the crystal 
field splitting values (i.e., energy separation between eg and 
t2g spectral features) remains the same for both cubic and 
tetragonal phase of HfO2 [43, 44]. In the present case the O 
K-edge of HfO2:7.0 mol% Eu sample exhibited the splitting/
broadening in the eg peak (marked by *) and better sym-
metric t2g spectral feature (within the spectral resolution of 
used beam line). On the other hand, the HfO2:7.0 mol% Eu 
sample shows the sharp or less splitted eg spectral feature 
and broadened t2g feature. This strengthened the mono-
clinic phase in HfO2:7.0 mol% Eu sample and cubic phase 
in HfO2:7.0 mol% Eu sample. XRD results have confirmed 
the formation of monoclinic phase in HfO2:7.0 mol% Eu 
sample and stabilization of cubic phase in HfO2:7.0 mol% 
Eu sample. Therefore, a difference has been observed in the 
O K-edge XANES of both of the samples which arises due 
to the distinct hybridization of frontier orbitals of Hf and O 
atoms in metal–oxygen polyhedra.

Figure 5b shows the Hf L-edge XANES spectra of HfO2, 
HfO2:3.0 mol% Eu, HfO2:5.0 mol% Eu, HfO2:7.0 mol% Eu 
samples. The Hf L1-edge XANES spectrum arises due to 
the 2 s core level transitions to the p-type unoccupied states. 
In Fig. 6, there is no measurable change in the pre-edge, 
main edge and post edge features of Eu-doped samples. This 

Fig. 4   Total energy vs doping concentration of Hf1–xEuxO2 (at 0, 3%, 
6% and 7%)

Fig. 5   a O K-edge 
XANES spectra of HfO2 
and HfO2:7.0 mol% Eu b Hf 
L-edge XANES spectra of HfO2 
and HfO2:3.0, 5.0 and 7.0 mol% 
Eu



Monoclinic to cubic structural transformation, local electronic structure, and luminescence…

1 3

Page 7 of 11    712 

indicates oxidation state of Hf4+ ions and local coordination 
of Hf and O atoms is not affected under the Eu doping condi-
tions in HfO2 lattice.

To understand the valence state of Eu ions in HfO2, the 
Eu M5,4 edge XANES measurements are performed and are 
shown in Fig. 6. Reference Eu2O3 sample was also scanned 
under the same conditions for collecting the Eu M5,4 edge 
XANES spectrum. It is noticeable that main spectral fea-
tures of reference Eu2O3 and Eu-doped HfO2 samples are 
quite similar and showing two intense peaks at ~ 1136 eV 
and ~ 1164 eV, which are corresponding to the M5 and M4 
edges, respectively. The M5 and M4 edges originate from 
the Eu 3d5/2 and 3d3/2 electronic transitions to the 4f states, 
respectively, and their intensities are proportional to the 
density of unoccupied 4f states [38]. The energy difference 
between M5 and M4 edges is ~ 28 eV and is consistence 
with previous reports of Eu3+ ions containing sample [38]. 
A closer view of Fig. 6 conveys that the lower Eu concen-
tration-doped HfO2 samples are showing M5,4 edge features 
at lower energy. This indicates that, at lower Eu doping con-
centrations, the Eu ions may coordinate with oxygen atom 
with EuO kind of geometry with + 2 valence state. However, 
we have not seen distinct EuO crystalline phases in the XRD 
data. Therefore, it is anticipated that EuO kind of clusters, 
if formed, are very diluted in HfO2 lattice or present in the 
amorphous form. The M5,4 peaks of higher concentration 
Eu-doped HfO2 sample are fairly matched with the spectral 
features of reference Eu2O3 sample and confirm the domi-
nant Eu3+ ions in HfO2:7 mol% Eu sample.

3.4 � Photoluminescence properties of Eu3+‑doped 
HfO2

The photoluminescence excitation (PLE) spectra for HfO2 
doped with varying Eu3+ ion concentrations were measured 

at room temperature in the spectral wavelength range from 
325 to 550 nm by monitoring 611 nm emission wavelength, 
as demonstrated in Fig. 7. The PLE spectra consists of sev-
eral excitation peaks related to f–f electronic transitions 
located at 331, 361, 383, 394, 414, 465 and 532 nm ini-
tiating from ground energy level (7F0) to various excited 
energy levels, such as 5H3, 5D4, 5G2, 5L6, 5D3, 5D2 and 5D1 
of Eu3+ ions, respectively. Among all these excitation peaks, 
the sharp intense excitation peak was observed at 394 nm 
corresponds to 7F0 → 5L6 transition, which well matches the 
emission profile of the n-UV LED chip. The various excita-
tion peaks, including 361, 383, 394 and 465 nm were opted 
to record the emission spectral profiles of Eu3+-doped HfO2 
samples.

The emission spectra of HfO2 with varying Eu3+ ion 
concentrations were observed in the 375–750 nm spectral 
range by monitoring the excitation wavelength of 275 nm 
presented in Fig. 8. In addition, the emission spectra for 
HfO2 doped with differing Eu3+ ion concentrations were 
measured in the wavelength region from 550 to 750 nm at 
room temperature under various excitation wavelengths, 
including 361, 383, 394 and 465 nm, respectively, as shown 
in Fig. 9a–d. Using above-mentioned different excitations, 
the emission spectra of Eu3+-doped HfO2 samples reveal that 
several emission peaks starting from higher energy excited 
level (5D0) to various lower energy levels, such as 7FJ (where 
J = 0, 1, 2, 3 and 4), which represents the emission peak 
observed at 578, 587, 611, 654 and 710 nm, respectively. A 
minute variation in the emission peak intensity with varying 
the different excitation wavelengths was noticed. The emis-
sion peak observed at 611 nm corresponds to the 5D0 → 7F2 
transition and was highly intense as compared to other 

Fig. 6   Eu M5,4-edge XANES spectra of 3.0  mol%, 5.0  mol% and 
7.0 mol% Eu-doped HfO2

Fig. 7   Photoluminesce excitation spectra for HfO2 doped with vary-
ing Eu3+ ion concentrations under 611 nm emission wavelength



	 R. Kumar et al.

1 3

  712   Page 8 of 11

emission peaks, which ascribed to forced electric dipole 
(ED) transition. The forced ED transition is hypersensitive 
in behaviour and obeys the following selection rule, such as 
∆J = 2 [43, 44]. Furthermore, the emission intensity of the 
5D0 → 7F2 transition remains dominant through the crystal 
field strength of the local environment [45, 46]. The emis-
sion peak located at 587 nm corresponds to the 5D0 → 7F1 
transition was a magnetic dipole (MD) transition in behav-
iour and following the Laporte selection rule, such as 
∆J = 1, which ascribed to the insensitive to the crystal field 
environment of the Eu3+ ions in the synthesized samples 
[46]. The emission intensity ratio of ED (5D0 → 7F2) to MD 
(5D0 → 7F1) is referred to as the asymmetric fraction, which 
explains the degree of distortion concerning the inversion 
symmetry of the Eu3+ ions. In the present work, the emis-
sion intensity of ED transition was greater than the emission 
intensity of MD transition, which indicates the presence of 
Eu3+ ions at sites without inversion symmetry. The emission 
intensity varies with Eu3+ ion concentrations in the synthe-
sized samples, as shown in inset of Fig. 9a–d. As increasing 
the Eu3+ concentration in the synthesized samples from 3.0 
to 5.0 mol%, the emission intensity increases and beyond 
that the emission intensity decreases with an increase in the 
concentration of Eu3+ ions up to 7.0 mol%. This behaviour 
occurs because of concentration quenching phenomena. 
The quenching phenomena can be taken place owing to a 
decrease in the distance between the dopant (Eu3+) ions, 
which increases the non-radiative energy transfer (NRET) 
and multipolar interaction or resonant energy transfer (RET). 
The optimal dopant ion concentration in Eu3+-doped HfO2 
samples was discovered to be 5.0 mol%.

Furthermore, the partial energy level diagram that 
includes excitation and emission as well as possible some 

other type of non-radiative transition (NRT) of Eu3+-doped 
HfO2 sample are presented in Fig. 10. By absorbing the spe-
cific photon energy, the Eu3+ ions at ground energy level 
(7F0) were excited to the higher energy level (5L6) of Eu3+ 
ions. The excited Eu3+ ions have been de-excited by emit-
ting the phonon or photon via NRT before carrying out the 
downward radiative transitions, including 5D0 → 7FJ (J = 0, 
1, 2, 3 and 4) of Eu3+ ions.

3.4.1 � Estimation of CIE coordinates, correlated color 
temperature (CCT) and color purity

The Commission International de I’ Eclairage (CIE) 1931 
parameters, such as (x, y) color coordinates, CCT values 
may be calculated via employing the emission data to under-
stand the colorimetric features of the prepared samples. To 
reveal the color tone of the emission, the calculated color 
coordinates were represented on the CIE 1931 graph. The 
calculated color coordinates shown in the CIE chromaticity 
graph for 5.0 mol% Eu3+-doped HfO2 sample (i.e., optimized 
5.0 mol% doped) excited along with different wavelengths, 
including 361 nm, 383 nm, 393 nm and 465 nm situated in 
the reddish region (shown in Fig. 11).

The estimated color coordinates for optimized 
HfO2:5.0  mol% Eu3+ were found close to the standard 
National television Standard Committee (NTSC) and the 
red-emitting commercial phosphors. Furthermore, the CCT 
is a crucial parameter that reveals the distinct color of the 
light emitted by the luminous components and estimated in 
kelvin (K). The McCamy empirical relation has been used 
to compute the CCT values for HfO2:xEu3+ samples [47];

in above relation n =
X−Xe

Y−Ye
 ; Xe = 0.332 and Ye = 0.186 is the 

epicentre, respectively. The estimated CCT for optimized 
5.0 mol% Eu3+-doped HfO2 sample was found to be 1221 K, 
1225 K, 1232 K and 1224 K under different excitation wave-
lengths. The estimated CCT values for the optimized 
HfO2:xEu3+ (x = 5.0 mol%) samples are below 4000 K sig-
nifying the aptness of HfO2:5.0 mol% Eu3+ sample for warm 
lighting applications. The CP of the as-synthesized 
HfO2:xEu3+ samples have been evaluated from the given 
relation below [47]:

in the above relation, (x, y) (xee, yee) and (xd, yd) shows the 
chromaticity coordinates, equal energy point and dominant 
wavelength of as-synthesized samples, respectively. The CP 
for the optimized 5.0 mol% Eu3+-doped HfO2 sample was 

(3)CCT = −449n3 + 3525n2 − 6823n + 5520.3

(4)CP =

√

(x − xee)
2
+ (y − yee)

2

√

(xd−xee)
2
+ (yd − yee)

2

Fig. 8   Emission spectra of Eu3+-doped HfO2 samples pumping under 
excitation wavelength of 275 nm



Monoclinic to cubic structural transformation, local electronic structure, and luminescence…

1 3

Page 9 of 11    712 

found to 97.2%, 97.8%, 98.5% and 98.1% under different 
excitation wavelengths. Hence, the aforementioned results 
show that the direct utility of Eu3+-doped HfO2 samples may 
be a suitable candidate for the red emitting element for pho-
tonic device applications.

4 � Conclusion

In the present study, Eu-doped HfO2 nanoparticles have 
synthesised using chemical co-precipitation method and 
annealed at 600 °C. X-ray diffraction results have revealed 
the structure evolution of HfO2 from the monoclinic phase 
to cubic phase. A mixed phase formation has occurred 

at lower concentration and a dominant cubic phase 
achieved at 5.0 mol% and a perfect cubic phase achieved 
at 7.0 mol% doping of Eu in HfO2. The theoretical calcu-
lations have validated the phase transition and stability of 
cubic phase at ~ 5% which is in excellent agreement with 
our experimental results. XANES spectra of Hf L-edge 
and Eu M-edge clearly depicted the Hf4+ and Eu3+ ions 
environment of doped HfO2 nanoparticles. Oxygen K-edge 
has shown the diverse hybridization of O 2p orbitals in 
M–O7 (for monoclinic) and M–O8 (for cubic) polyhedra 
of HfO2. The PL emission in Eu3+-doped HfO2 nanocrys-
tals have observed in red region under different excitations 
with a high color purity, which may be exploited in solid 
state lighting-based applications.

Fig. 9   Emission spectra of Eu3+-doped HfO2 samples pumping under various excitation wavelengths, including 361 nm, 383 nm, 394 nm and 
465 nm
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 Abstract  —  This  report  presents  an  optimized,  decentralized  way  of 
 searching  for  targets  using  swarms  of  rotary  based  unmanned  aerial 
 vehicles  with  information  available  from  onboard  EO/IR  sensors.  The 
 are  three  main  objectives  of  the  proposed  algorithm:  time-optimized 
 multi-target  search,  maximum  and  optimized  payload  drop,  and 
 maximum  area  coverage.  The  real-time  application  of  these  UAVs  is  in 
 Human  Aid  and  Disaster  Relief  scenarios  mostly  where  the  survivors 
 have  to  be  identified  and  given  relief  material.  The  proposed  controller 
 is  inspired  by  the  multi-target  particle  swarm  optimized 
 method(MTPSO)  and  its  limitations  of  convergence  towards  Pbest  and 
 Gbest  which  may  not  be  the  best  option  in  HADR  scenarios.  The 
 algorithm  involves  the  target  probability  distribution  of  the  cells 
 present  in  the  target  area  which  keeps  on  updating  dynamically  as  the 
 UAVs  dive  deeper  into  the  target  area.  The  deep  learning-based  model 
 for  target  detection  is  deployed  on  each  UAV  using  a  dual  camera  with 
 a  limited  field  of  view  and  its  target  discriminability  varies  as  a 
 function  of  the  Class  of  the  target,  environmental  conditions,  etc.  These 
 parameters  are  given  input  to  the  probability  distribution  method  for 
 generating  a  probability  map  using  which  the  UAVs  optimize  their 
 path.  The  algorithm  is  evaluated  on  Ardupilot's  SITL  platform  for 
 parameter  tuning  and  simulation  in  various  scenarios  which  are  later 
 compared with existing search methods. 

 Keywords—  Swarm,  Unmanned  Aerial  Vehicles, 
 Multi-target  Search,  Multi-agent  systems,  Particle  Swarm 
 Optimization  , Probability map, k-means, Hungarian  algorithm. 

 I.  I  NTRODUCTION 

 The  demand  for  Unmanned  Aerial  vehicles  has  increased  in  the 
 past  years,  as  they  are  capable  of  rapidly  covering  areas,  and 
 providing  better  surveillance  and  efficient  monitoring  areas  which 
 gives  them  an  edge  over  other  alternatives.  Because  of  these 
 characteristics,  the  role  of  UAVs  in  civilian  and  military 
 applications  has  become  popular.  The  ground  target  search 
 problem  is  one  of  the  most  important  and  popular  applications  of 
 UAVs.  Over  time,  the  problem  has  become  more  complex  as  the 
 number  of  targets  and  the  search  area  has  grown;  to  solve  these 
 huge  UAV  swarms  are  used.  In  this  type  of  mission,  it  is  essential 
 to  provide  aid  quickly  and  find  multiple  targets  as  quickly  as 
 possible. 
 There  have  been  multiple  solutions[1]  put  forward  by  various 
 researchers  for  the  problem  of  multi-target  acquisition.  The  most 
 common  is  a  simple  exhaustive  search,  i.e.  scanning  the  complete 
 area  using  pre-defined  trajectories.  Although  used  successfully, 
 this  method  has  certain  limitations.  First,  as  the  trajectories  are 
 pre-fed,  they  fail  to  adapt  according  to  the  dynamic  situations, 
 resulting  in  more  time  taken.  Second,  as  the  decisions  are  not  being 
 made  autonomously,  there  is  a  need  for  the  operations  team  to  look 
 after the mission which is both expensive and time-consuming. 

 There  are  also  unique  approaches  based  on  heuristic  methods  like 
 multiple  target  search  area  optimization  [2]  which  have  proven  to 
 give  good  results  during  operations.  The  algorithm  begins  with  an 
 exhaustive  search,  identifies  the  global  best  and  personal  best 
 during  the  search,  and  changes  their  behavior  according  to  them. 
 This  algorithm  satisfies  all  three  main  objectives  but  has  its 
 limitations  like  the  guidance  of  UAVs  away  from  multiple  targets 
 if  the  global  best  is  identified  somewhere  else.  Also,  the  percentage 
 of  the  area  covered  can  be  improved  if  additional  lines  of  UAVs 
 are added. 
 There  are  also  other  centralized  approaches  similar  to  our 
 algorithm  which  involves  dividing  the  target  area  into  small  n-cells 
 [3],[4]  and  assigning  a  probability  to  each  cell.  As  the  UAVs  move 
 further  into  the  search  area  the  probability  of  the  cells  keeps  on 
 updating  depending  on  the  targets  found  by  them.  This  creates  a 
 dynamic  updating  probability  map  of  the  search  area.  This  method 
 adapts  according  to  the  situation  but  has  its  limitations.  First,  the 
 centralized  controller  stores  data  from  all  agents  and  this  requires  a 
 robust communication architecture. 
 In  this  report,  we  propose  a  decentralized  swarm  controller  which 
 is  based  on  the  probability  method  which  has  been  proven  to  give 
 good  results  but  its  application  in  multi-target  searches  has  been 
 limited  due  to  a  lack  of  adequate  structure,  multi-UAV  collisions, 
 and  poor  navigation  in  unfamiliar  search  locations.  The  proposed 
 controller  has  a  defined  structure  to  optimize  search  and  payload 
 drops  and  incorporate  inter-UAV  collision  avoidance.  The 
 algorithm  is  scalable,  and  fault-tolerant  but  is  computationally 
 expensive  and  hence  requires  a  strong  OnBoard  Computer.  In  our 
 case,  we  chose  the  NVIDIA  Jetson  Nano  as  the  OBC  as  the 
 requirement  was  to  deploy  a  CPU-intensive  algorithm  for  search 
 and  GPU  intensive  deep  learning-based  model  for  object  detection. 
 Also,  for  the  communication  architecture  requirement,  we 
 integrated  a  software-defined  Radio  with  mesh  topology  to  test  the 
 controller in a real-world environment. 
 The  limitation  of  the  probability-based  method  was  the  need  for  a 
 centralized  controller  so  the  probability  map  is  the  same  for  all  the 
 UAVs,  but  the  current  controller  estimates  velocity  based  on  the 
 weight  assigned  to  the  cells  making  the  process  dynamic  and 
 real-time  hence  eliminating  the  issue  of  uniformity.  There  are  two 
 main  terms  in  the  velocity  vector  term,  first  the  inertial  term  which 
 controls  the  factor  exploration  vs  exploitation,  and  the  second  the 
 derivative  of  the  probability  distribution  curve.  The  weights  of 
 these  were  tuned  visually  such  that  there  was  no  saturation  in  the 
 local  minima  of  the  probability  distribution  curve.  The  exploration 
 and  exploitation  characteristics  are  also  analyzed  over  different 
 functions  which  have  given  different  performances  and  can  be  used 
 for different missions. [5]-[11]. 

 XXX-X-XXXX-XXXX-X/XX/$XX.00 ©20XX IEEE 
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 II.  P  RELIMINARIES 

 2.1       Problem Formulation 

 We  envision  a  swarm  of  quadcopter  UAVs  moving  across  a  search 
 region  specified  by  a  starting  waypoint  W  start  ,  an  ending  waypoint 
 W  end  ,  and  a  breadth  B,  seeking  numerous  targets  strewn  throughout 
 the  landscape.  Because  all  of  the  UAVs  are  at  the  same  altitude, 
 they  all  travel  in  the  same  direction.  The  position  vector  p  i  t  = 
 [x  i  ,y  i  ]  T  and  the  velocity  vector  v  i  t  =  [x  i  ,y  i  ]  T  where  N  is  the  number 
 of UAVs, may be employed for the UAV i (i = 1, 2,..., N) at time t. 

 Using  an  onboard  software  stack.  Each  UAV  has  an  onboard 
 camera  that  can  identify  and  locate  objects  inside  its  field  of  vision 
 (FOV).  Each  UAV  is  also  equipped  with  a  single  payload  that  may 
 be  dropped  at  one  of  many  different  target  locations.  The  ultimate 
 purpose  of  UAVs  is  to  scan  the  surveillance  area,  find  as  many 
 targets  as  possible,  drop  as  many  payloads  as  possible,  and  reach 
 the end of the search area while avoiding inter-UAV collisions. 

 A  partially  connected  ad-hoc  network  [12]  is  used  to  mimic  the 
 network  architecture  of  all  the  agents.  The  model  can  be 
 represented  mathematically  by  an  undirected  graph  G  =  (V,  E), 
 where  V  =  1,2,...,  N  is  the  set  of  nodes  and  𝐸  =  {(𝑖,  𝑗):  𝑖,  𝑗  ∈  𝑉,  ||𝑝𝑖 
 −  𝑝𝑗  ||  ≤  𝐷𝐶}  is  the  edge  set.  A  single  UAV  directly  connects  only 
 to its neighboring agents denoted by 𝑁𝐺 = {𝑗 ∈ 𝑉, (𝑖,𝑗) ∈ 𝐸} 

 Fig.1: Pictorial representation of D  safe  , D  wap,  and  D  C 

 Agents  only  share  the  bare  minimum  of  data,  such  as  their  location 
 data  for  inter  UAV-collision  avoidance,  the  GPS  location  and 
 probability  of  detected  targets  for  cooperative  convergence  on 
 target  clusters,  and  their  payload  status  for  smart  and  cooperative 
 payload  delivery  a  pictorial  representation  of  the  radii  are  given  in 
 fig.1.. 
 The  following  bounding  requirements  (in  order  of  priority)  confine 
 the algorithm: 

 ●  Avoid colliding with other UAVs. 
 ●  Identify every target in the search area 
 ●  Drop as many cargoes as feasible as fast as possible. 

 2.2        Probability Map Formulation 

 Initially  the  search  area  is  divided  into  N-cells,  where  the 
 dimension  of  each  cell  is  chosen  on  the  basis  of  the  computational 
 capability  of  the  Onboard  Computer  of  the  UAV.  In  our  case,  the 
 NVIDIA  Jetson  nano  can  support  up  to  30,000-40,000  grid  cells, 
 hence according to this limitation the cell dimension is decided. 

 An  object  detection  algorithm  has  been  used  to  execute  aerial 
 detection  of  the  objects  using  the  images  from  the  EO/IR  camera  . 
 After  deploying  and  testing  the  leading  models  for  object 
 detection,  YOLOV5  was  chosen  for  its  high  accuracy  while  also 
 maintaining  decent  FPS  when  deployed  on  the  Jetson  Nano.  You 
 Only  Look  Once(YOLO),  takes  in  the  images  from  the  EO/IR 

 sensor  and  predicts  the  classes  and  the  bounding  boxes  along  with 
 each  detection’s  confidence  value.  The  object  is  subsequently 
 geotagged using the field of view of the EO/IR sensor. 

 The  probability  and  area  of  influence  are  the  two  inputs  that  are 
 estimated  for  the  construction  of  a  probability  map.  The  probability 
 of  a  target  being  at  the  specific  cell  can  be  specified  by  the 
 confidence  level  that  the  YOLOv5  model  returns  and  has  a  range 
 of  (0.7,1).  The  area  of  influence  on  the  other  hand  has  various 
 factors  which  need  to  be  accounted  for  and  have  been  discussed 
 below briefly. 
 ●  Class  of  the  Object:  -  There  are  multiple  types  of  targets  that 

 we  took  in  our  test  case  e.g.  humans,  fuel  dumps,  type-A 
 vehicles,  and  type-B  vehicles.  Certain  classes  such  as  Type  A 
 vehicles  are  physically  larger  than  other  objects  such  as 
 Humans  and  easily  detected.  Moreover,  they  should  have  a 
 much  higher  area  of  influence  than  humans  as  the  presence  of 
 vehicles implies a greater concentration of possible targets. 

 ●  Altitude  and  Size  of  the  object  :-  For  a  given  class  the 
 relationship  between  the  altitude  of  the  UAV  and  the  size  of 
 the  object  in  the  image  plane  (  in  pixels  )  is  directly 
 proportional  and  can  be  calculated  using  the  field  of  view  of 
 the  camera  system  and  the  resolution  of  the  camera  using 
 basic trigonometry. 

 ●  Cluster of targets  :-  In real-world environments targets  tend 
 to stick together and travel in clusters, hence the probability 
 of a specific grid cell needs to be determined increased if the 
 other targets are also dedicated in its vicinity. This can be 
 represented mathematically just by adding the probability 
 over the cells again. 

 III.  A  LGORITHM  D  ESIGN 

 3.1  Initialization of UAVs 

 We  begin  the  target-search  method  in  a  thorough  manner,  with 
 UAVs  placed  in  a  line  at  the  start  of  the  search  region,  to  optimize 
 the  initial  exploration.  The  overlap  between  each  UAV's  FOV  is 
 limited  to  a  bare  minimum  and  remains  consistent  (Omin).  For 
 repeated  runs,  if  the  search  region  is  large  enough,  it  can  be 
 divided into many portions. 

 3.2  Inertial Term 

 The  inertial  velocity  term,  as  its  name  implies,  aids  in  maintaining 
 the  swarm  unit's  original  course  and  prevents  abrupt  changes  in 
 each  UAV's  trajectory.  It's  the  result  of  multiplying  the  current 
 velocity  by  the  inertial  function.  The  algorithm's  exploration  vs. 
 exploitation  features  is  controlled  by  the  inertial  function,  which  is 
 generally  calibrated  to  give  better  exploration  at  first  and 
 exploitation  as  the  swarm  reaches  deeper  into  the  area  and  has 
 already collected sufficient information about the area. 

 3.3  Probability Calculation 

 The  concept  is  based  on  the  fact  that  targets  stick  together  and 
 travel  in  clusters,  hence  a  probability  distribution  is  proposed.  The 
 mathematical  model  used  to  estimate  the  probability  distribution  is 
 the  Gaussian  /  Normal  distribution  curve  which  is  represented 
 below:- 

 𝑓 ( 𝑥 )   =     𝑒 
− 1 
 2 (  𝑥 −µ

σ ) 2 

÷ σ  2 π

 where, 
 σ = Standard Deviation 
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 μ = Mean 

 Fig.2:   Graphical representation of gaussian curve 

 σ  represents  the  area  of  influence  which  as  specified  in  the 
 previous  section  has  to  be  selected  according  to  the  class  of  targets 
 identified  during  the  search.  The  below  table  represents  the  area  of 
 influence for each class:- 

 S.No  Type of target  Range of Influence 

 1  Human  20-40 meters 

 2  Fuel Dumps  40-60 meters 

 3  Type-B vehicles  60-100 meters 

 4  Type-A vehicle  100-140 meters 

 Table 1:  Limits of σ for the type of class 

 The  reason  for  taking  the  limits  was  the  second  factor  which 
 corresponds  to  increase  in  probability  if  the  number  of  pixels 
 occupied  by  that  class  of  target  is  more.  For  YOLOV5  there  is  a 
 relationship  between  the  number  of  pixels  occupied  by  the  target 
 and the accuracy of the detection given as: 

 𝑚 ( 𝑥 )   =     1 

 1 + 𝑒  𝑠 ( 𝑥 − 𝑚 )

 Where:- 
 f(x) = Accuracy of the detection 
 x    = Size of the object 
 s    = Steepness 
 m   = Shift 

 Fig.3:     The S-shaped curve of m(x) 

 The graph for the above function m9x0 is shown in fig.3. 
 The  YOLOV5  model  was  tested  and  the  value  of  the 
 hyperparameters came out be: 
 S = -0.1 
 M = 16 

 These  parameters  represent  that  the  YOLOV5  model  can  only 
 detect  targets  with  good  accuracy  if  they  occupy  more  than  16 
 pixels  in  the  input  image.  Now,  this  behavior  of  the  graph  is 
 imposed  between  the  limits  to  increase  the  σ  if  the  number  of 
 pixels  of  the  same  target  class  increases,  hence  making  the 
 algorithm more operationally robust. 

    σ    =     𝑚 ( 𝑥 ) * ( 𝑈𝑝𝑝𝑒𝑟     𝐿𝑖𝑚𝑖𝑡    −     𝐿𝑜𝑤𝑒𝑟     𝐿𝑖𝑚𝑖𝑡 )   +     𝐿𝑜𝑤𝑒𝑟     𝐿𝑖𝑚𝑖𝑡 

 This  process  is  repeated  for  each  detected  object  to  generate  an 
 independent  probability  map  for  each  target  and  the  corresponding 
 probability  maps  are  added  up  to  find  the  final  probability  map 

 countering  the  third  point  that  probability  needs  to  be  𝑃 ( 𝑥 )   
 increased  further  if  more  targets  keep  on  detecting  in  high  probable 
 areas.  This  map  can  be  visualized  as  a  surface  plot  where  the  x  and 
 y-axis  represent  the  search  grid  and  the  z-axis  represents  the 
 probability  value  at  that  specific  grid  point.The  map  gives  a 
 representation like shown in fig.4. 

 𝑃 ( 𝑥 ) =
 𝑖 = 0 

 𝑛 

∑  𝑓 
 𝑖 
( 𝑥 )

 Fig.4: Gaussian-based probability distribution curve of the target area 

 3.4  Probability-Based Velocity 

 The  probability-based  velocity  term  aims  to  guide  the  UAVs 
 towards  the  high  probability  areas  using  the  probability  map 
 generated  earlier.  The  partial  derivative/gradient  of  the  probability 
 map  is  taken  to  get  the  following  surface  plots  representing  the 
 partial derivative in the x and y-axis respectively as shown in fig.5. 

 Fig.5: Partial derivative of P(x) in the x and y-axis respectively 
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 ,  𝐷 ( 𝑥 )   =    
 𝑑𝑃 (

 𝑖 = 0 

 𝑛 

∑  𝑓 
 𝑖 
( 𝑥 ))   

 𝑑𝑥  𝐷 ( 𝑦 )   =    
 𝑑𝑃 (

 𝑖 = 0 

 𝑛 

∑  𝑓 
 𝑖 
( 𝑦 ))   

 𝑑𝑦 

 The  probability-based  velocity  term  uses  this  gradient  to  guide  it 
 towards the high probability areas using the formula:- 

 𝑉 
( 𝑥 , 𝑦 )

=  𝑤 *  𝐷 ( 𝑥 ,  𝑦 )
 where, 

 w = Tunable constant 

 3.5  Payload Optimization 

 The  most  crucial  duty  in  the  quick  reaction  approach  is  the  payload 
 drop.  For  job  assignment  and  optimal  delivery,  we  begin  by 
 assigning  the  UAVs  to  one  of  three  states,  which  aids  in 
 determining  which  UAVs  should  continue  to  search  and  which 
 should proceed for payload drop: 

 State  Meaning 

 State ‘1’  Payload available 

 State ‘0’  Going to deliver the payload 

 State ‘-1’  Payload has been dropped 

 Table 2: Payload drop states 

 As  long  as  the  target  is  within  the  maximum  displacement  range, 
 the  locations  of  the  identified  targets  are  continuously  relayed 
 between  the  UAVs,  and  the  payload  delivery  job  is  assigned  to  the 
 UAV nearest to the target. 

 𝑣 
 𝑑𝑟𝑜𝑝 
 𝑡 + 1 =  𝐶 

 3 
* ( 𝑝 

 𝑑𝑟𝑜𝑝 
−  𝑝  𝑡 )   

 Furthermore,  if  the  UAV  detects  a  target  B  that  is  closer  to  target  A 
 while  dropping  a  payload  on  target  A,  it  moves  its  drop  location  to 
 target  B,  re-qualifying  target  B  for  payload  drop.  While  delivering 
 the  payload,  the  UAV  continues  to  seek  targets  and  communicate 
 with  other  UAVs.  It  does  not  return  its  steps  after  delivering  the 
 goods, instead of continuing the hunt from the drop spot. 

 3.6  Inter-UAV Collision Avoidance 

 To  maintain  the  safety  of  any  swarm  system,  inter-UAV  collision 
 avoidance  is  essential.  As  a  result,  we  use  the  consensus  equation 
 to  generate  an  extra  velocity  term  that  may  be  vectorially  added  to 
 each  agent's  final  velocity  [13].  If  the  distance  between  any  nodes 
 gets  lower  than  Dsafe,  avoidance  is  initiated.  This  method  is 
 simple to include in our framework and is represented as follows: 

 This  method  is  suited  for  our  application  since  it  just  considers  the 
 agents  coming  for  collision.  The  D  safe  parameter  is  usually  set  to 
 match  the  maximum  swarm  velocity,  although  it  can  be  manually 
 adjusted if necessary. 

 3.7  Net Equivalent Velocity 

 The  UAVs  communicate  with  each  other  to  share  information 
 about  the  targets  and  allow  for  the  decentralized  construction  of 
 probability  maps,  such  that  the  final  velocity  vector  can  be 
 calculated  onboard  each  UAV  independently.  Hence  the  final 
 velocity vector is as follows: 
 𝑉    =     𝑣 

 𝐼𝑛𝑒𝑟𝑡𝑖𝑎𝑙    
+  𝑣 

 𝑃𝑟𝑜𝑏𝑎𝑏𝑖𝑙𝑖𝑡𝑦 
   +  𝑣 

 𝑂𝑏𝑠𝑡𝑎𝑐𝑙𝑒     𝐴𝑣𝑜𝑖𝑑𝑎𝑛𝑐𝑒 
   +  𝑣 

 𝑃𝑎𝑦𝑙𝑜𝑎𝑑     𝐷𝑟𝑜𝑝 

 3.8        Return Mission 

 As  the  mission  in  MTSO  progressed  a  lot  of  empty  unsearched 
 gaps  in  the  search  area  were  left  behind  to  optimize  the  time  of  the 
 mission.  Thus  when  the  MTSO  mission  is  over  another  grid  search 
 mission  is  plotted  on  the  unsearched  regions  so  as  to  be  sure  that 
 no other targets are left behind. 

 3.8.1   K-Means Clustering Algorithm 
 In  the  return  mission  the  first  task  is  to  calculate  the  total 
 unsearched  area  left  behind  during  the  search  as  shown  in  fig.6. 
 Once  this  is  calculated  all  the  points  in  the  area  are  segregated  in 
 clusters  using  the  K-means  clustering  algorithm.  The  K-Means 
 Clustering  technique  divides  the  input  dataset  into  multiple  clusters 
 based  on  their  distances  from  the  centroids.  It's  a  clustering-based 
 approach  in  which  each  cluster  has  its  own  centroid,  which  is  used 
 to  characterize  the  clusters.  The  input  given  to  the  Kmeans  is  the 
 coordinates  of  the  unsearched  area  which  are  represented  as 
 d-dimensional  real  vectors  as  (x1,  x2,...,  xn).v  K  means  to  organize 
 the  n  groups  to  k  groups  where  k<=n.  The  main  equation  of  k 
 means is 

 where  μ  i  is  the  mean  of  points  in  S  i  .  This  is  equivalent  to 
 minimizing  the  pairwise  squared  deviations  of  points  in  the  same 
 cluster 

 Which can be reduced to 

 Fig.6:     Image showing the division of clusters and centroids using the 
 K-means algorithm 
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 Because  the  total  variance  is  constant,  this  is  identical  to  iteratively 
 maximizing  the  sum  of  squared  deviations  across  points  in  distinct 
 clusters. 
 The  number  of  clusters  in  which  the  unsearched  area  is  to  be 
 divided  is  decided  by  the  elbow  function.  The  elbow  method  runs 
 k-means  clustering  on  the  dataset  for  a  range  of  values  for  k  and 
 then  for  each  value  of  k  computes  an  average  score  for  all  clusters. 
 Using  these  scores  a  graph  is  plotted  as  shown  in  fig.7  and  the  line 
 with  the  highest  changes  in  slope  indicates  the  optimal  number  of 
 clusters that need to be made. 

 Fig.7:      Elbow method showing the max slope change at 6 clusters 

 3.8.2 Health Function 

 Once  the  clusters  are  divided,  UAVs  are  also  segregated  based  on 
 the priority order given below -: 
 ●  Payload  dropped  or  not-:  As  the  number  of  targets  and  the 

 number  of  UAVs  are  not  always  equal,  so  in  a  case  if  the 
 number  of  targets  is  less  than  the  number  of  UAVs  the  UAVs 
 that  haven’t  dropped  their  payload  yet  are  listed  first  for  the 
 return mission. 

 ●  Health  function  -:  The  rest  of  the  UAVs  with  the  highest 
 battery  percentage  and  proximity  to  targets  are  chosen  first 
 for the return mission. 

 3.8.3 Hungarian Algorithm 

 The  clusters  have  been  constructed,  and  the  UAVs  that  are 
 qualified  for  the  mission  have  been  separated;  now  each  cluster 
 must  be  assigned  to  a  UAV  that  will  conduct  the  search.  The 
 nearest  possible  cluster  should  be  assigned  to  each  UAV  for 
 mission  robustness  and  time  optimization,  and  the  Hungarian 
 method  was  utilized  for  this.  The  Hungarian  Method  is  a  technique 
 based  on  the  idea  that  if  the  same  value  is  added  or  subtracted  from 
 every  member  of  a  matrix's  row  or  column,  the  new  assignment 
 issue's optimal solution should be the same as the original problem. 

 3.8.4 Polygon Grid Search 

 The  Hungarian  algorithm  provided  each  UAV  its  cluster.  Now 
 each  UAV  is  to  be  assigned  waypoints  to  search  in  its  area.  To 
 assign  the  waypoints  a  self-implemented  polygon  grid  search  was 
 invented  that  can  work  on  any  polygon.  Our  algorithm  takes  in 
 the  coordinate  points  of  the  boundary  of  the  polygon  and  forms  a 
 perfect  rectangle  around  the  polygon  completely  enclosing  the 
 polygon  inside  it.  Now  the  Grid  search  method  is  applied  on  the 
 rectangle  providing  initial  and  final  waypoints  to  the  UAV  as  it 

 continues  the  mission.  To  overcome  the  extra  space  provided  by 
 the  rectangle  that  is  not  in  the  polygon  a  line  intersect  function  is 
 implemented to keep the UAV inside the polygon. 

 IV.  S  IMULATION  AND  TESTING 

 This  section  firstly  describes  the  methods  of  simulations  used  to 
 test  our  code.  Then,  a  comparative  study  of  the  tuning  of  different 
 inertial  functions  according  to  different  FOVs  is  given.  Lastly,  the 
 effectiveness  of  MTSO  is  compared  with  other  methods  in  various 
 simulated scenarios. 

 A.  Simulation Environment 
 To  simulate  the  algorithm  in  various  scenarios  and  later  on 
 compare  it  to  other  algorithms,  Ardupilot  SITL  was  utilized.  To 
 visualize  the  targets,  a  self-created  mavproxy  module  is  used, 
 which  selects  the  targets  at  random  and  visualizes  them  in  the 
 SITL  map  as  shown  in  fig.  8-11.  If  the  target  is  detected,  the 
 probability  map  is  updated  and  presented  continuously  using 
 OpenCV  and  matplotlib  libraries.  Because  the  SITL  only  accepts 
 GPS data, conversion to UTM coordinates were conducted. 

 Fig.8: Simulation Environment and Initialization of UAVs 

 Fig.9: Convergence of UAVs on targets in search area 

 Fig.10: UAVs halting and performing clustering 
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 Fig.11: UAVs searching their assigned cluster according to the 
 Hungarian algorithm 

 B.  Path Map of the Swarm 

 In  order  to  evaluate  the  mission  later,  a  real-time  map  of  each 
 UAVs  travel  trajectory  is  created  at  the  start  of  the  flight.  This  map 
 also  shows  the  target  that  was  discovered.  The  map  is  created  using 
 a  straightforward  openCV  function  and  is  shown  with  a  real-time 
 mission updates shown in fig.12. 

 Fig.12: (a)Path map of the swarm and (b) Probability Map for the test 
 case of FOV 140x80 

 C.  Quantitative Comparison with Different FOVs 

 The  algorithm  of  MTSO  with  probability  map  was  rigorously 
 tested  against  different  parameters  for  FOV  of  the  camera  to  find 
 its  performance  and  discrepancies  if  any.  These  tests  were  carried 
 out  while  the  camera  module's  FOV  was  changed.  The  FOV 
 settings  used  in  the  experiment  were  chosen  with  the  least  amount 
 of overlap in mind (O min). 
 Table  III  summarizes  the  outcomes  of  the  tests.  The  data  clearly 
 illustrates  that  expanding  the  FOV  enhances  exploration  since  the 
 majority  of  the  search  region  is  searched,  resulting  in  an  improved 
 overall  number  of  discovered  targets  but  also  increasing  the  total 
 time  needed  to  scan  the  environment.  So  it  is  essential  to  find  an 
 optimum  balance  of  efficiency,  time  optimization  and  total  area 
 scanned to get the best results for the mission. 

 Metrices 
 FOV (in meters) 

 55X32  70 X40  140X80 

 Target 
 Detected 

 15  17  20 

 Payload 
 Dropped 

 14  17  19 

 Time For 
 Mission(s) 

 188.14  182.24  176.89 

 Total 
 Area 

 Scanned 
 92.46  96.23  98.91 

 Table 3: Comparison between different FOVs 

 D.  Quantitative Comparison with other approaches 
 This  part  shows  the  comparison  between  MTPSO,  Exhaustive 
 Search  and  our  approach.  Below  in  table.4  is  a  summary  of  the 
 results  of  different  qualities  of  the  search  algorithm  by  changing 
 fov in different scenarios by all three algorithms. 

 Metrices  Method 
 FOV 

 55X32  70X40  140X80 

 Targets 
 Detected 

 Exhaustive Search 
 MTPSO 
 New Approach 

 19 
 15 
 15 

 20 
 16 
 17 

 20 
 19 
 20 

 Payload 
 Dropped 

 Exhaustive Search 
 MTPSO 
 New Approach 

 18 
 15 
 14 

 18 
 15 
 17 

 19 
 17 
 19 

 Time 
 For 

 Mission 

 Exhaustive Search 
 MTPSO 
 New Approach 

 402.63 
 207.86 
 188.14 

 422.75 
 200.01 
 182.24 

 454.56 
 193.45 
 176.89 

 Total 
 Area 

 Scanned 

 Exhaustive Search 
 MTPSO 
 New Approach 

 99.99 
 92.61 
 92.46 

 99.99 
 96.38 
 96.23 

 99.99 
 98.32 
 98.91 

 Table 4: Performance metrics evaluated for different approaches with 
 different FOVs 

 In  each  of  the  scenarios  outlined  above,  MTSO  with  probability 
 map  outperformed  exhaustive  search  and  MTPSO.  The  time  used 
 by  MTSO  was  roughly  half  that  of  the  exhaustive  search  in  terms 
 of  time  optimization.  Because  the  probability  map  aids  in  swarm 
 convergence  rather  than  selecting  a  Pbest  and  Gbest,  the 
 convergence  towards  the  goal  is  finer,  resulting  in  a  smaller 
 scanned  region.  The  processing  power  required  by  MTSO  utilizing 
 a  probability  map  is  significantly  lower  than  that  required  by  any 
 other  probability  graph  approach,  and  it  is  easily  implemented  in  a 
 decentralized  version  on  very  light  hardware  platforms  with 
 minimum connectivity. 

 Hyper 
 parameter 

 Value  Hyper 
 parameter 

 Value 

 D  wap  20m  v  min  0m/s 

 D  c  500m  N  20 

 D  max  2.5*FOV  D  safe  15m 

 N  s  5  w  30 

 α  105  o  μ  0 

 v  max  15m/s  m  16 
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 Table 5: Hyperparameters used for simulations 

 V.  C  ONCLUSION 

 The  new  algorithm,  unlike  the  earlier  MTPSO  algorithm,  does  not 
 limit  the  movement  of  UAVs  on  the  basis  of  only  PBEST  and 
 GBEST,  which  often  led  to  UAVs  getting  stuck  in  local  minima 
 and  being  unable  to  contribute  for  the  rest  of  the  mission.  The  new 
 approach  allows  the  movement  of  the  UAVs  on  the  basis  of  all  the 
 detected  objects  using  a  probability  map,  hence  areas  with  a  much 
 higher  concentration  of  objects  take  precedence.  Moreover,  the 
 impact  of  each  object  is  not  constant  unlike  the  previous 
 approaches  and  various  factors  like  Altitude,  Class  and  Model 
 Confidence  which  actually  affect  the  ideal  behavior  in  real-world 
 environments  are  taken  into  account  for  assigning  the  probability 
 which  leads  to  better  convergence  of  the  swarm.  This  also  allows 
 for  considerably  more  payloads  to  be  dropped  quickly,  when 
 compared  to  exhaustive  search  and  MTPSO  increasing  the 
 effectiveness  of  the  UAV  swarms  in  real-world  disaster  relief 
 scenarios.  To  overcome  the  limitation  of  the  new  algorithm  of 
 limited  coverage  of  the  search  area  a  return  mission  is  proposed 
 which  can  be  used  when  the  endurance  of  the  UAVs  allows,  to 
 exhaustively  search  the  left  out  areas  and  confirm  any  objects 
 missed by the initial pass of the algorithm. 
 The  various  hyperparameters  used  in  the  new  algorithm  have  been 
 tuned  manually  but  instead,  they  can  be  tuned  using  advanced 
 techniques  like  evolutionary  hyperparameter  tuning  which  can 
 further improve the performance of the algorithm. 
 In future work, the research aims to improve-: 

 ➢  Refining the revert mission to do an iterative MTSO. 
 ➢  Further  improving  MTSO  to  decrease  time  and  increase 

 efficiency. 
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Abstract— Multimodal sarcasm recognition uses a 
combination of acoustic, video, and text-based cues to detect 
sarcasm. Though multimodal approaches have outperformed 
unimodal detection by providing a more comprehensive 
description of the speaker’s sentiment, they are particularly 
challenging as cues may not be consistent across the multiple 
modalities. In our research study, we propose a system that 
first extracts multimodal features from the input provided and 
then applies a bimodal multi-head attention mechanism to
them. Subsequently, the features are concatenated and passed 
through a softmax layer for detection. The proposed model is
evaluated on the MUStARD dataset for multimodal sarcasm 
recognition. For the speaker-dependent configuration, the 
proposed model beats cutting-edge methods in terms of 
accuracy, precision, recall, and F1-score by 0.75%, 2.9, 2.82, 
and 3.1, respectively.

Keywords—Sarcasm, Multimodal, MUStARD dataset, Multi-
headed attention, Multimodal Sarcasm Recognition 

I. INTRODUCTION 

Sarcasm is a specific kind of irony that is used to ridicule 
or convey contemptuous remarks towards a person or
situation. The literal interpretation of a sarcastic remark does 
not convey its intended meaning; rather, it is quite often the
opposite. This makes sarcasm detection a somewhat arduous 
task. For example, “I really appreciate how you always show 
up to meetings unprepared. It really adds to the overall 
productivity of the group.”, is a remark wherein a word 
indicative of a positive sentiment, i.e., ‘appreciate’ has been 
used to mock the listener for ‘showing up to meetings 
unprepared’. A combination of verbal and nonverbal cues, 
including spoken words, tone of voice, facial expressions,
and body language, can be used to convey sarcasm. 

For a long time, researchers have studied sarcasm 
recognition on unimodal data (textual inputs), such as news 
headlines, tweets [1]–[3], or Reddit comments. However,
textual input alone may not suffice in situations where
additional contextual knowledge is required to identify
sarcasm. Consequently, the emergence of multimodal
datasets for sarcasm recognition ensued, encompassing a
fusion of textual, acoustic, and video data. Multimodal inputs
for sarcasm recognition in the form of videos and associated
captions provide a more holistic representation of the
emotion of the speaker in the conversational context as
compared to just text or audio and thus aid more accurate
sarcasm recognition. Figure 1 clearly demonstrates how non-
verbal cues supplement the textual data and help us
understand that a particular utterance is sarcastic.

Initially, statistical or rule-based techniques were adopted 
for text-based sarcasm recognition, like the method proposed 
in [3] for a set of manually annotated tweets. This was 
followed by the use of feature-dependent ML classifiers such 
as SVM, KNN, decision trees, random forests, and 
regression. Newer research suggests using deep learning 
techniques to automatically extract sarcasm-specific traits. 
The integration of attention mechanisms with deep-learning 
approaches has further augmented the accuracy of sarcasm 
recognition methods [4].

Fig. 1. Multimodal sarcasm recognition

The significant contributions of our research study are as
follows: 

We present a unique framework for the recognition 
of sarcasm using multiple modalities of video 
utterances by applying a multi-head bimodal 
attention mechanism to pairs of text, video; text, 
acoustic, and acoustic, video characteristics. This 
allows us to recognise sarcasm in video utterances 
using multiple modalities. 

To test the robustness of our proposed architecture, 
an experimental analysis has been conducted on one
of the benchmark datasets, MUStARD [5]. 

In the following sections, we elaborate on our objective 
and methodology and provide additional information. The 
remaining sections of this paper are organised as follows: 
Section 2 focuses on the existing research conducted in the 
field of sarcasm recognition, with subsections discussing the 
various data modalities and data employed for the task. 
Section 3 delineates the proposed framework. Section 4 
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presents the results derived from the application of the 
proposed framework. Section 5 concludes our study and 
makes recommendations for future studies. 

II. RELATED WORK

A. Unimodal Sarcasm Recognition 
1) Using text 

In [1], Davidov et al. proposed a semi-supervised 
sarcasm identification algorithm for sarcasm recognition on
two textual datasets, the first comprising 5.9 million tweets 
collected from Twitter and the second, 66,000 product 
reviews from Amazon. González-Ibáñez et al. [2] analyzed 
the effect of employing lexical and pragmatic features on the 
efficiency of machine learning methods for automatic 
sarcasm recognition on a dataset comprising 900 tweets.  

2)  Using acoustic data 
In [6], Tepperman et al. experimented with sarcasm 

recognition on 131 uninterrupted occurrences of the phrase 
‘yeah right’ collected from the Switchboard and Fisher 
corpora using prosodic, spectral, and contextual cues.  

B. Multimodal Sarcasm Recognition 
1) Using image-text pairs 

Multimodal datasets comprising image-text pairs have 
been used for sentiment analysis, such as by Pandey et al. in
[7], [8], using attention mechanisms integrated with 
convolutional neural networks. Similar approaches are also 
being studied for sarcasm detection, which have been 
discussed further in this section. 

Schifanella et al. [9] performed sarcasm recognition on
image-text data collected from posts on three social media 
websites – Twitter, Tumblr, and Instagram, and 
demonstrated how images in a post help a user understand 
the situational context and decipher a sarcastic tone. The 
authors suggested two novel multimodal fusion frameworks 
to integrate text and visual features and concluded that the 
combination of the two modalities helped achieve better 
results for sarcasm recognition. 

In [10], Sangwan et al. compiled two multimodal sarcasm 
detection datasets: the Silver-Standard dataset, comprising 
10K sarcastic and non-sarcastic posts each, classified on the
basis of hashtags, and the Gold-Standard dataset, comprising 
1600 randomly selected sarcastic posts from the first dataset 
and annotated first using only the text modality and then 
reannotated using both modalities. The authors came up with 
an RNN-based deep learning system to take advantage of the
fact that text and images are interdependent in order to
recognize sarcasm. 

Pan et al. [11] propose a BERT architecture-based model 
for sarcasm recognition on the image-text Twitter dataset 
introduced in [12]. The authors engaged inter-modal and 
intra-modal attention between images and text and within the 
text, respectively. In [13], Liang et al. proposed a novel 
cross-modal graph convolutional network (CMGCN) 
architecture for multimodal sarcasm recognition on the same 
dataset. Instead of considering the image as a whole, the
authors suggested employing object recognition methods to
recognize the important regions in the image and then 

correlating the textual tokens with these regions for sarcasm 
recognition.  

2)  Using videos 
Chauhan et al. [14] presented a multi-task framework for

multimodal sarcasm, emotion, and sentiment recognition. 
After extending the MUStARD dataset to include 
appropriate emotion and sentiment labels, they utilized both 
emotion and sentiment for sarcasm recognition. Two novel 
attention mechanisms, Ie and Ia attention, provided a better 
combination of data across different modalities.  

In [15], Pramanick et al. proposed the MuLOT system 
that combines the use of self and cross-attention modules for
multimodal sarcasm recognition on the MUStARD dataset 
[5]. While the purpose of self-attention was to study intra-
modal relationships and highlight the most important features 
from each of the unimodal feature sequences, the pairwise 
mapping of unimodal features using cross attention provided 
the ability to study inter-modal relationships.  

Bavkar et al. [16] suggested a model for multimodal 
sarcasm recognition, wherein after preprocessing the 
unimodal data, and extracting features from textual data 
using improved bag of words, TF-IDF, emojis, and n-grams
from video data using CLM & SLBT and from acoustic data
using MFCC, chroma, spectral features, and jitter, an
improved feature fusion technique was used to concatenate
the features. The final classification was carried out using a
hybrid classifier of LSTM and Bi-GRU. The authors
concluded that the combination of a hybrid classifier with the
newly proposed OLAO algorithm used for tuning the
weights of LSTM produced better detection results as
compared to cutting edge methods.

Wu et al. [17] proposed the IWAN model, which uses 
word and utterance-level multimodal features for sarcasm 
recognition. Textual features were extracted using BERT and 
visual features using a pretrained ResNet-50 model after 
recognition of the speaker’s face from all the faces detected. 
Low-level speech features were extracted using OpenSmile. 
The authors used a scoring mechanism to measure the 
inconsistency between the sentiments of the words and non-
verbal cues and assigned higher weights to words with 
contradicting modalities for sarcasm recognition.  

In [18], Ray et al. extended the variant of the MUStARD 
dataset with sentiment annotations provided by Chauhan et
al. [14] to twice its size by adding new utterances from
similar sources while maintaining the class balance. They 
incorporated labels indicating arousal, valence, and the type
of sarcasm corresponding to each utterance. The authors 
released this newly formulated dataset as the MUStARD++ 
dataset. Various configurations of pretrained feature 
extractors and multimodal fusion algorithms were used to
benchmark the dataset. 

Chauhan et al. [19] proposed another variant of the 
MUStARD dataset, SEEmoji MUStARD, wherein each
utterance was annotated with a relevant emoji and the 
emoji’s emotion and sentiment. The authors suggested a 
deep learning-based emoji-aware multitask learning 
framework with sarcasm recognition as the primary task and 
emotion and sentiment analysis as the secondary.  
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Fig. 2. Proposed Framework 

III. PROPOSED FRAMEWORK

This section outlines the method proposed for multimodal 
sarcasm detection on the MUStARD dataset, as depicted in
Figure 2. 

A. Multimodal Feature Extraction 
Text Features: The pre-trained RoBERTa [20] model 

with 12 hidden layers and a hidden size of 768 is used to
obtain a unique representation corresponding to each 
utterance. The RoBERTa transformer model has been trained 
on 160 GB of long sequences as compared to just 16 GB for 
BERT. If each sample comprises n words,  , 
then , where = 768.  

Acoustic or Speech Features: The low-level acoustic 
features corresponding to the acoustic data stream for each 
utterance are extracted using OpenSmile [21]. These features 
describe the pitch and tone of the speaker. The features, 
including zero crossing rate and mel frequency cepstrum 
coefficients, are obtained corresponding to each acoustic 
segment, and their mean is taken to yield the final acoustic 
feature set. The acoustic feature set for each utterance is
represented by  , where  and = 1000. 

Video Features: We used the output of the pool 5 layer 
of the ResNext-101 [22] model pretrained on the ImageNet 
dataset for image classification to extract the video features 
for all frames present in each utterance. By incorporating an
extra cardinality dimension in addition to the depth and 
width present in the conventional ResNet models, ResNext 
has diminished the number of hyperparameters required for
training. The features are extracted after initial preprocessing 
of video frames, including resizing and normalizing frames. 
Corresponding to each sample utterance, the final visual 

feature representation is obtained by taking the average of
the 2048-dimensional feature vector.  

IV. EXPERIMENTAL OUTCOMES

Table 1 and Table 2 illustrate the experiment outcomes 
of our proposed approach. Our approach outperforms the
current cutting-edge methods, indicating improved accuracy 
and robustness. The graphical representations in Figure 3
and Figure 4 illustrate how our technique compares to past 
methods in speaker-dependent and speaker-independent 
settings. 

TABLE I. EXPERIMENT ANALYSIS OF THE MUSTARD DATASET FOR 
SPEAKER-DEPENDENT SETTING

Modalities
(text +

visual +
acoustic)

Methods Speaker-Dependent

IWAN [17] - 75.2 74.6 74.5
[23] - 73.8 73.62 73.58

MuLOT [15] 78.57 - - -
[5] - 71.9 71.4 71.5

Proposed
(Ours) 79.32 78.1 77.42 77.6

TABLE II. EXPERIMENTAL ANALYSIS OF THE MUSTARD DATASET 
FOR SPEAKER-INDEPENDENT SETTING

Modalities
(text +

visual +
acoustic)

Methods Speaker-Independent

IWAN [17] - 71.9 71.3 70.0
[23] - 63.85 63.09 62.45

MuLOT [15] - - - -
[5] - 64.3 62.6 62.8

Proposed
(Ours) 77.32 74.21 73.7 73.94

1) Dataset 
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The proposed model was tested on the MUStARD 
dataset [5]. This multimodal sarcasm recognition dataset 
comprises 690 samples (50% each of sarcastic and non-
sarcastic utterances), collected from four famous TV shows: 
Sarcasmoholics (2.03%), The Golden Girls (5.8%), The Big
Bang Theory (40.58%), and Friends (51.6%). Each utterance 
(or video) and its context comprise data corresponding to
three modalities: textual transcription, audio and video. The 
context has been provided to deal with cases where the 
sarcastic tone of an utterance cannot be judged without 
knowledge of the conversational context. The proposed 
model is tested in two different experimental 
configurations—speaker-dependent and speaker-
independent. All utterances belonging to the Friends series 
are used for testing and all others for training in the speaker-
independent setting.  

Fig. 3. Comparison of our proposed method with the existing cutting-edge 
approaches for speaker-dependent scenario 

Fig. 4. Comparison of our proposed method with the existing cutting-edge 
approaches for speaker-independent scenario 

2) Implementation Details 
The model was constructed and trained using the Python 

programming language with Keras libraries. The model was 
trained for 100 epochs using the Adam optimizer with cross-

entropy categorical loss calculations. The learning rate was 
set to 0.0001. 

B. Evaluation parameters 
Accuracy: Accuracy is the measure of how often the

classifier is correct. It represents the proportion of accurate
predictions to the total number of predictions.

Precision: Precision, also known as positive predictive
value, quantifies the percentage of correct positive
predictions. It represents the proportion of correct predictions
made relative to the total.

Recall: The proportion of true positives that the model 
accurately predicted is known as the recall, hit rate, or true 
positive rate. It is the ratio of true positives to all the 
positives in the ground truth. 

F-Score: The F-score combines the two-performance 
metrics, R & P. The F1 score is the harmonic mean of the R 
& P scores. If the F1 score is high, then both R & P are also 
high. 

V. CONCLUSION & FURTHER PROSPECTS

In this paper, we first demonstrate a comprehensive 
overview of the sarcasm recognition problem and the main 
methods that have been used to tackle it. Thereafter, we also 
classify the related work on the basis of the modalities of
data used for sarcasm recognition, including unimodal data 
in the form of text and audio alone and multimodal samples 
in the form of visual-caption pairs and videos. We propose a 
novel model for multimodal sarcasm recognition on the 
MUStARD dataset that employs bimodal multi-head 
attention as the mechanism for feature fusion. The empirical 
results indicate the efficacy of the introduced framework for 
sarcasm recognition. For future studies, we can consider 
experimenting with more complex feature fusion methods to
obtain better results. In place of simply studying visual 
features for the entire frame in general, a specific focus on
facial expressions and poses can enhance the accuracy of
recognition. The MUStARD dataset is still too small to
employ complex architectures. More samples must be
incorporated into the dataset to better learn a complex 
phenomenon like sarcasm.  
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A B S T R A C T   

Eco-friendly surface treatment of natural fibers using sodium acetate (CH3COONa) affects the mechanical 
properties of the developed composites in many ways. In present study, geometrically different kenaf fiber mats 
(bidirectional (BC), unidirectional (UD) and randomly oriented (RO) were treated at different concentration (10, 
15 and 20 percentage w/w) of sodium acetate aqueous solution for varying time (24, 48 and 72 hr.) at room 
temperature. PLA (Poly-Lactic Acid) was used for the fabrication of treated fiber reinforced bio-degradable 
composites. The influence of above parameters on mechanical properties were studied. Response surface 
methodology (RSM) module face centered central composite design was employed for the development of 
regression models. The relationship between chemical treatment parameters and mechanical responses were 
predicted by quadratic model. In this study, predicted model was developed for two numerical factors (chemical 
concentration (CC) and treatment time (TT)) and one categorical factor (type of mat (TOM)). Tensile strength 
(TS), flexural strength (FS) and impact strength (IS) are considered as response variables. The statistical analysis 
showed that chemical concentration, treatment time and kenaf mat type have individually and interactively 
influenced the response of experiments. Chemical concentration was found to be the most influencing factor 
among all for the changes in mechanical properties. Optimization of input variables was done based on predicted 
model within bounded reason of responses.   

1. Introduction 

From the last decade, natural fiber has been accepted as a reinforced 
material for thermoset and thermoplastic polymer because of their 
comparable properties such as low-density, high specific strength to 
weight ratio, availability, low cost etc. over synthetic fibers and it is 
available abundantly in nature. Using biopolymer and natural fibers, 
green composite materials are developed. As both the constituents of 
green composites are biodegradable in nature, it is being used to over
come the environmental problem that is being faced by the conventional 
polymer composites [1]. 

Natural fibers for green composites are obtained from various parts 
of plants and tress such as leaves, seeds and bast [2]. Fibers obtained 

from different parts of the plants exhibits distinct properties. Some most 
popular natural fiber that are being used as reinforcement material with 
thermoset and thermoplastic based composites are Jute, hemp, flax, 
bamboo, pineapple, kenaf etc. Among all these natural fibers, kenaf is an 
important bast fiber extracted from plant via mechanical retting 
method. It has excellent acoustic properties and higher thermal stability 
compared to other natural fibers. Number of automotive companies are 
using kenaf fibers as reinforcement material for the development of 
automotive parts to enhance the acoustic behavior capabilities [3]. 

Cellulosic kenaf fiber has some drawbacks in extension to their ad
vantages such as its hydrophilic nature and presence of unwanted con
stituents which influences the mechanical properties of developed 
composites. Furthermore, the properties of natural fibers depend upon 
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the climate condition where it grow, environment or weather condition, 
soil characteristic etc. [2]. The foremost drawback with natural fibers is 
its lower compatibility with matrix materials. Lower compatibility re
sults in lower interfacial adhesion between matrix and reinforcement 
which further affects stress transfer between the constituents negatively. 
Lower interfacial adhesion is due to presence of excess amount of 
non-cellulosic content lignin, hemicellulose, pectin and waxes. These 
constitutes are bonded with fiber fibrils with hydrogen bonding [4]. All 
unwanted contents are bounded with fiber by hemicellulose matrix. But 
hemicellulose is hydrophilic in nature and can be easily hydrolysis by 
aqueous solution of acids and bases [5]. 

In order to achieve a good interfacial adhesion between the matrix 
and fiber, the surface of natural fibers is altered by chemical treatments 
(Silane, alkaline, mercerization and benzoylation etc.). In some recent 
past studies, various authors have done the chemical treatment of nat
ural fibers for enhancement of the various properties of developed 
composites. Oushabi et al. [6] studied the effect of alkaline treatment on 
mechanical properties of date palm fiber-polyurethane composites. The 
fibers were treated with 2 wt%, 5 wt% and 10 wt% NaOH (Sodium 
Hydroxide). From given result, authors concluded that at 5 % NaOH 
concentration, the TS of fiber increases 76 % as compares to untreated 
fiber. Moreover, the pull-out test show that at 5 % concentration the 
interface of fiber and matrix is higher. Moreover, the interface properties 
drastically decrease if further increase in chemical concentration for 
treatment. 

Accordingly, it is required to find a chemical which do not have 
acidic nature, economical and must be ecofriendly for the treatment of 
fiber. In previous findings, various authors used sodium bicarbonate for 
ecofriendly treatment of natural fibers. Sodium bicarbonate called as 
baking soda used in cooking, baking, toothpastes and in various bio- 
pesticide [7, 8]. Recently, Chaitanya et al. [9] used sodium bicarbon
ate for the treatment of short aloe vera fiber and incorporated it with 
polylactic acid (PLA) with the help of injection molding process. Authors 
reported that at 10 percentage concentration of sodium bicarbonate, 
among the treatment time of 24, 48, 72, 120 and 168 hr., 72 hr. is the 
best treatment time and exhibited better mechanical properties 
compared to other treatment time. Fiore et al. [10] also used sodium 
bicarbonate for the treatment of sisal fibers. Authors reported that 
among different treatment time periods (24,120 and 240 hr.) of sisal 
fiber, the optimized time is 120 hr. At this treated time, fiber reinforced 
composites showed higher flexural properties of developed composites. 

Considering all the reasoning related to chemical treatment of nat
ural fibers, the current research intent to analyze a new greener way for 
the development of fully degradable biopolymer composites. In present 
study, different kenaf mats (UD, BD, and RO) treated with sodium ace
tate (CH3COONa) and incorporated with PLA by compression molding 
process. Sodium acetate is a type of salt used as a pickling agent, 
cleaning agent and as a food additive. The pH level of sodium acetate 
aqueous solution maintained between 7-8 that implies its non-acidic 
nature. Maintained pH level of aqueous solution give environmentally 
friendly treatment of natural fibers. 

In present study, use two numeric factors: chemical concentration 
(CC) and treatment time (TT) and type of mat (TOM). Both numeric and 
categorical factor influenced the properties of developed composites. 
Whereas, from given experimental input factors, the optimized were 
existed between them that cannot be easily find from experiment or may 
be required a greater number of experiments. So, for minimizing the 
number of experiments and from economic point of view, introduce an 
optimizing software technique called design of experiment (DOE). In 
DOE central composite design module of response surface methodology 
(RSM) are employed for optimizing the factor. This technique develops 
regression model or governing equation for predicting the response for 
every range of input factor. The after effect of input variable (Chemical 
concentration, treatment time and type of kenaf mats) on mechanical 
properties (TS, FS and IS) of developed composites were studies based 
on contour and surface plots in DOE. Additionally, DOE optimized the 

independent variables to get maximum output response for developed 
composites were also describe in this research. 

2. Experimental description 

2.1. Fiber and matrix 

Raw mats (Untreated; UD and BD) form of kenaf fiber in 220 GSM 
were procured from Go Green products, Alwarthirunagar, Chennai, 
India. RO mat was prepared from raw kenaf fibers by using hand 
compression molding machine. Polylactic acid (Indego 3052D) were 
supplied from Nature Tech. India Pvt. Ltd, Nagalkeni, Chennai, and 
Tamilnadu, India in pellet form. As per supplier specification the density 
of PLA is 1.46 cm3 with glass transition and melting point temperature of 
55-60 ◦C and 200 ◦C respectively. Sodium acetate (CH3COONa) was 
procured form Krishna chemicals New Delhi, India. 

2.2. Sodium acetate treatment 

Kenaf fibers were treated with sodium acetate (CH3COONa), with 
three different concentrations of 10%, 15% and 20%. The treatment was 
conducted at room temperature with three different treatment time 
periods of 24 hr., 48 hr. and 72 hr. As sodium acetate is not acidic, it 
requires more time and concentration for removal of unwanted content 
from the fiber surface. The reaction during treatment of natural fiber 
shown in Fig. 1. 

After treatment, fiber mats were subsequently washed with running 
water to get relieve the sodium ions and dry in oven at 70 ◦C for 8 hr. 
Aqueous solution of sodium acetate is mildly alkaline due to the for
mation of acetate and OH− . The disintegration of CH3COONa into ace
tate and hydroxyl ions as shown in Fig. 1. Therefor CH3COONa aqueous 
solution react as in same manner as NaOH react with natural fiber as 
illustrate in Fig. 1. Mildly alkaline nature of CH3COONa conventionally 
required more concentration and treatment time for treatment to get 
desired result. Hence, in present studies, chemical concentration and 
time for treatment are being investigated to get optimized results. 

2.3. Composites fabrication 

Composite samples were developed by hot compression molding 
process by using film stacking method. For every developed composite, 
kenaf fiber mats fraction was maintained of 30 %. Three different geo
metric oriented kenaf fiber mats (BD, UD, and RO) are used in this study. 
Four layers of kenaf mats were incorporated with polymer for every type 
of composites. To remove the moisture content from fiber, it can be 
preheated in oven at 70 ◦C for 5 hr. before fabrication of composite. 
Polylactic acid (PLA) granules were converted in thin sheet of thickness 
1 mm by compression molding machine at a temperature of 150 ◦C 
initially and at low pressure for 2 min. Consequently, pressure was in
crease at constant temperature for next 3 min. Finally, the thin film of 
PLA allowed to cool inside a mold under pressure until the mold tem
perature is not equal to room temperature. Thereafter, every type of 
treated fiber reinforced composite (bidirectional fiber reinforced poly
mer composite (BDFRPC), unidirectional fiber reinforced polymer 
composite (BDFRPC) and randomly fiber reinforced polymer composite 
(ROFRPC)) kenaf fiber mats and polymer sheets are stacked alterna
tively inside a mold. All stacked layers are put inside the mold between 

Fig. 1. Chemical reaction during treatment of fiber.  
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the Teflon sheets. Teflon sheets are introduced to overcome or avoid the 
sticking of polymer during fabrication of composites laminates. 

During composite fabrication whole assembly or mold initially 
maintained at a temperature of 170 ◦C for 6 min. at low pressure. 
Thereafter, at a same temperature of 170 ◦C, pressure further increased 
and maintained the mold for given parameters for next 3 min. After that, 
composites sheets were removed from the mold when the temperature of 
mold reached 70 ◦C. The average samples thickness was 3 mm. The 
compaction pressure range during fabrication of composites laminates 
were 3-5 MPa After fabrication, all composite laminates were put in a 
desiccator to prevent it for moisture until further use. 

2.4. Tensile and flexural testing 

Tensile and flexural testing of untreated and treated fiber reinforced 
polymer composites were carried out on INSTRO 5952 with constant 
cross head speed of 2 mm/min. All specimen for tensile and flexural 
testing were prepared according to ASTM D3039 and ASTM D790 
respectively [11]. Every value reported represents average value of five 
specimen. The effect of different geometries of treated kenaf fiber mat 
reinforced composites on tensile and flexural mechanical properties of 
the developed composites has been studied and published [12]. This 
work is novel extension of the author’s previous work as this work 
mainly focuses on the application of RSM in order to find the optimized 
results without spending much on the experimental work in future. 

2.5. Impact test 

Notched Charpy test was conducted on the impact tester (Tinius 
Olsen model IT-503) at IIT Delhi. The impact tester has maximum free 
impact energy of 50 J and has a striking velocity of 3 m/sec. All spec
imen for impact testing were prepared as per the standard. The effect of 
different geometries of treated kenaf fiber mat reinforced composites on 
impact properties of the developed composites was previously studied 
by the same authors and has been published [13]. 

2.6. Optimization process using RSM 

Central composite module of RSM with full factorial were employed 
for optimization of two numerical factor (Chemical concentration and 
treatment time) and one categorical factor (type of kenaf mat). Addition 
of categorical factor in optimization, the existing runs is multiplied by 
categorical factor making the analysis have thirty runs. 

Both numeric and categorical factor have three levels. Chemical 
concentration has three levels as 10, 15 and 20 percentage whereas, for 
treatment time it was 24, 48 and 72 hr. The three level of categorical 
factor are BD, UD, and RO mat types. Numerical and categorical factors 
have factorial, axial and center points. The developed experiments are in 
randomized form to overcome the unknown noise or error distorted the 
result of experiment. There is certain repetition in some experiment to 
overcome the formation of noise or error affecting during experiment. 
Based on the CCD, analysis was performed to develop regression models 
for TS, FS and IS in term of three input factors: CC, TT and TOM. Every 
input factor has three levels: ± 1 and 0. Table 2 shows the link between 
the input parameters with their corresponding selected levels. The 
experimental design matrix used to perform the experiment by combi
nation of varying input variables. Experimental matrix with combina
tion of different input variables is shown in Table 1. All experiments 
were strictly performed according to design Table 1. 

Table 1 
RSM randomized experimental table with experimental values.  

Std Run Chemical concentration 
% 

Treatment time 
(hr.) 

Fiber mat 
(Type) 

Response 1 Tensile strength 
(MPa) 

Response 2 Flexural strength 
(MPa) 

Response 3 Impact strength 
(J/m) 

18 1 15 72 UD 83.57 73.56 67.8 
24 2 20 72 RO 26.87 42.313 43.01 
17 3 15 24 UD 77.29 68.46 93.8 
9 4 15 48 BD 39.08 105.56 43.26 
22 5 20 24 RO 45.56 74.36 62.5 
23 6 10 72 RO 34.06 64.16 98.54 
4 7 20 72 BD 45.9 88.4 28.75 
11 8 10 24 UD 65.341 60.08 85.9 
1 9 10 24 BD 32.15 89.94 54.54 
3 10 10 72 BD 37.63 101.01 62.15 
25 11 10 48 RO 32.46 63.16 103.9 
15 12 10 48 UD 70.16 66.99 90.1 
16 13 20 48 UD 90.46 81.24 40.9 
30 14 15 48 RO 38.42 69.35 82.5 
6 15 20 48 BD 55.37 112.45 30.65 
20 16 15 48 UD 79.86 69.56 75 
13 17 10 72 UD 75.56 67.5 92 
29 18 15 48 RO 37.1 69.88 81.1 
8 19 15 72 BD 45.02 106.06 38.95 
21 20 10 24 RO 31.62 55.08 96.64 
26 21 20 48 RO 52.4 76.78 52.96 
2 22 20 24 BD 50.18 108.79 37.57 
12 23 20 24 UD 85.709 76.832 48.4 
10 24 15 48 BD 38.041 104.32 42.19 
28 25 15 72 RO 40.16 70.13 75.2 
5 26 10 48 BD 35.03 95.56 61.73 
14 27 20 72 UD 74.326 46.53 35.5 
7 28 15 24 BD 38.56 103.96 52.2 
27 29 15 24 RO 35.56 66.76 97.5 
19 30 15 48 UD 78.5 68 74.32  

Table 2 
Input factors and their corresponding varying level.  

Symbols Input parameters Units Levels 
-1 0 +1 

1. Chemical concentration. (CC) % 10 15 20 
2. Treatment time (TT) hr. 24 48 72 
3. Kenaf mats type BD UD RO  
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3. Result and discussion 

3.1. Development of regression model 

CCD methodology developed thirty experiments including few rep
etitions to minimize the noise arising during actual experiments. All 
experiments sequence is in randomized form, experimental conditions 
and their outcomes are shown in Table 1. Results are infused by ‘‘Design 
Expert (DX)’’ software (student version, Stat-Ease Inc., USA). Quadratic 
model was perfect to fit the results, whereas cubic model is aliased for 
developing the regression model. In built ANOVA in DOE generated a 
coded and actual equation (regression model) for prediction of the 
response at ever bounded inputs values are given by following equation 
in Table 3 and Table 4. 

In above coded regression, all coded values A, B and C represent 
chemical concentration, treatment time and type of mat respectively. 
The outcomes obtained from analysis of variance by ANOVA for devel
oped models are shown in Tables 5, 6 and 7. 

Table 5 shows the ANOVA variance analysis of proposed model for 
TS. This table include sum of squares (SS), degree of freedom (df), mean 
square (MS), F and P- values. Table 5 implies that fitted model are sig
nificant (p<0.05) and have 95 % confidence level. The P-values of input 
variable, lower than.05 indicates its maximum significance in output 
response. For TS ANOVA regression model factors, A, C and interaction 
of AC are more significantly affect the response output for this model. 
Although the P-value of variable higher than 0.1 are not significantly 
influenced the response. So, for TS chemical concentration and mat type 
are more influencing input factors. For FS the variance analysis by 
ANOVA shown in Table 6, same as TS the fitted model for FS is signif
icance as its P- value is less than 0.05. The input variable which are most 
significance in regression model of FS is C, AC and B2, this implies that 
almost all input variables influence the FS obtained by regression model. 
The proposed model by the variance analysis done by ANOVA for IS 
shown in Table 7. Model P-values indicates the proposed model is sig
nificant and most significant variable that highly influenced the 
response are A, B, C, AB, AC and A2 but from the following A, B and C are 
highly influence the response. Predicted Vs actual values for TS, FS and 
IS shown in Fig. 2a, b and c respectively. Fig. 3a, b and c exhibit residual 
Vs predicted values for response. Actual values are the observed value 
during experiments, whereas predicted value are the values that 
generated by the regression model. Predicted values are based on semi- 
empirical model (Correlation) that was not equal but near by the actual 
value that observed during experiments. Although, Residual value is the 
difference between predicted and actual values. The minimum residual 
value shows the higher significance of model. R-squared values for the 
model developed for TS, FS and IS are 0.96, 0.94 and 0.97 respectively. 
The more the value of R2 approaches near to unity, there are more 
chances to better fit of model in experimental value. R2 value is statis
tical measure and explained how much independent variables influence 
dependent variables. 

3.2. The effect of input parameters on response 

All three inputs parameters were influenced the output response. The 

contribution of input parameters according to p-value for generated 
regression model may vary for output response. Some response influ
enced by two variable or interaction of two and some of them were 
influenced by all input variables. Effect of input variable on response are 
shown in Figs. 4, 5 and 6. These plots of individual input variable were 
drawn at mean value of others. 

3.2.1. Effect of CC, TT and fiber mats on response 
CC is a numeric factor, and it were enhanced the tensile and flexural 

response. The significance of CC was also shown in ANOVA Table 5 and 
6. The variation of response respective to CC and mat type are linearly or 
curved. TS response increase with increase in CC for both BDFRPC and 
UDFRPC. But for ROFRPC after mean value of CC the tensile strength 
were almost constant. All values were examined according to the statics 
data at 48 hr. treatment time. Increment in tensile response after 
treatment is due to improve in interfacial adhesion between reinforced 
and matrix material. Treatment of kenaf fiber mats with sodium acetate 
remove the non-cellulosic content from the surface of fiber, which give 
higher interlocking of reinforced fiber with polymer. Mats type is a 
categorical factor, ANOVA table also show the significance of this cat
egorical factor on all response. Orientation of fiber also a governing 
factor to handle the mechanical properties of developed composites. 
Manral et al. [13] study the effect of fiber orientation on mechanical 
properties of developed composites, tensile strength is maximum in 
longitudinal reinforced mats kenaf/PLA composites. In FS response the 
CC individually not significantly influencing the flexural response as 
shown in Fig 3b, it almost linear with small curvature at different 
chemical concentration. But the combine effect or interaction of CC and 
TT significant influenced the flexural response as per the ANOVA 
Table 6. The most dominating independent variable that boost up the 
flexural strength is type of fiber mat reinforced. Fig. 3b shows that 
BDFRPC achieved higher FS as compared to other oriented treated mat 
reinforced composites. Compared to CC and TT fiber mat show more 
significant effect for maximizing the output responses. All input vari
ables and its interaction are significant for IS response according to the 
ANOVA Table 7. At mean treatment time the IS of developed composites 
were decrease with increase chemical concentration. ROFRPC achieved 
higher impact strength as shown in Fig. 4c. TT and mats type are also 
significant for IS response, with increase treatment time the response 

Table 3 
Coded equation.  

Tensile 
strength 

53.86 + 6.26 x A + 0.0626 x B - 10.70 x C [1] + 25.68 x C [2] - 
4.37 x AB + 1.51 x AC [1] + .3077 x AC [2] + 1.21 x BC [1] +
0.7901 x BC [2] + .0907 x A2- 2.53 x B2 

Flexural 
strength 

84.01 + 2.46 x A -2.48 x B + 23.38 x C [1]- 10.35 x C [2]- 9.19 x 
AB + 1.40 x AC [1]- .7844 x AC [2] + 1.27 x BC [1]- .4859 x BC  
[2]- 4.22 x A2- 5.43 x B2 

Impact 
strength 

67.56 - 19.60 x A - 4.85 x B- 19.49 x C [1] + 4.66 x C [2] - 3.52 x 
AB+ 7.00 x AC [1] - 3.45 x AC [2] + 1.48 x BC [1] + 0.4806 x BC  
[2] - 5.58A2 - 0.1914 x B2.  

Table 4 
Actual equation.  

Tensile 
strength 

For Bidirectional 
mat 

-18.26109 + 3.19557 x CC + 1.021548 x TT 
- 0.036453 x CC x TT + 0.003628 x CC2 - 
0.004391 x TT2 

For Unidirectional 
mat 

22.57141 + 2.95537 x CC+1.00387 x TT - 
0.036453 x CC x TT + 0.003628 x CC2- 
0.004391 x TT2. 

For Randomly 
oriented mat 

-6.12452 + 2.53057 x CC + 0.887440 x TT- 
0.036453 x CC x TT+ 0.003628 x CC2 - 
0.004391 x TT2 

Flexural 
strength 

For Bidirectional 
mat 

-16.60093 + 9.51082 x CC+ 2.00348 x TT - 
0.076603 x CC x TT - 0.168762 x CC2 - 
0.009423 x TT2 

For Unidirectional 
mat 

-40.26106 + 9.07422 x CC + 1.93013 x TT - 
0.076603 x CC x TT - 0.168762 x CC2 - 
0.009423 x TT2 

For Randomly 
oriented mat 

-42.8446 + 9.10826 x CC + 1.91753 x TT - 
0.076603 x CC x TT - 0.168762 x CC2- 
0.009423 x TT2. 

Impact 
Strength 

For Bidirectional 
mat 

20.53314 + 5.58205 x CC + 0.331176 x TT- 
0.029313 x CC x TT - 0.223190 x CC2 - 
0.000332 x TT2. 

For Unidirectional 
mat 

78.02981 + 3.49205 x CC + 0.289578 x TT- 
0.029313 x CC x TT- 0.223190 x CC2 - 
0.000332 x TT2. 

For Randomly 
oriented mat 

93.36681 + 3.47238 x CC+ 0.187912 x TT- 
0.029313 x CC x TT- 0.223190 x CC2 - 
0.000332 x TT2  

A. Manral et al.                                                                                                                                                                                                                                 



Composites Part C: Open Access 10 (2023) 100337

5

decreases linearly for all type of mats. Two factors’ interactions of CC 
and TT or CC and mat types were also show have some significant effect 
on IS. Significance contribution of every input factor on response can be 
understood by R2 values. If R2 values of any factor is greater than .1 
indicates that model term (input variables) is not significant. 

Incorporation of different type of kenaf mat with polymer also 
influenced the response. Fig. 6 show the effect of mat type in composites 
on response generated by regression model. Geometric of mat influenced 
the output response, bidirectional mat enhanced the flexural properties, 
unidirectional mat influenced the tensile strength and for impact 
strength randomly oriented contribute more. 

3.2.2. Effect of factor interaction on response 
The individual and interacted effect of independent variable on 

response depicted in Figs. 7, 8 and 9. The interaction curved show how 
the responses changes with independent variables. Based on response 
curves tensile and flexural properties were increase with increased in CC 

and with TT response were slightly increase and almost constant after 48 
hr. of TT. Although, impact response was slightly increased with CC and 
then after response start to decrease, TT does not affect efficiently on 
impact response. For tensile response unidirectional mat is predom
inating for higher tensile strength, bi-directional mat composites show 
high flexural properties and for impact response randomly oriented mat 
contributing more compared to other kenaf mat reinforced composites. 
Response curves clearly indicate the importance of mat type in com
posites for enhancing its performance. 

3.2.2.1. Tensile strength. 3D Response and contour surface plots for 
tensile strength at varying mat type are shown in Fig. 7 which show the 
effect of chemical concentration and treatment time on response. The 
curvilinear profile of response curve is because of quadratic model 
fitted. From response tensile response is first increase up to a certain 
limit then decrease. At every CC with varying TT the tensile response 
was increased significantly. Chemical treatment conditions improve the 

Table 5 
ANOVA analysis using input variable for TS.  

Source Sum of squares df Mean Square F- values P-values  

Model 11035.23 11 1003.20 46.07 < 0.0001 significant 
A-Chemical concentration 706.43 1 706.43 32.44 < 0.0001  
B-Treatment time 0.0704 1 0.0704 0.0032 0.9553  
C-Fiber Mat 9982.83 2 4991.42 229.20 < 0.0001  
AB 229.62 1 229.62 10.54 0.0045  
AC 34.02 2 17.01 0.7810 0.4728  
BC 36.69 2 18.35 0.8424 0.4470  
A2 0.0576 1 0.0576 0.0026 0.9596  
B2 44.78 1 44.78 2.06 0.1687  
Residual 392.00 18 21.78    
Lack of Fit 389.67 15 25.98 33.37 0.0073 significant 
Pure Error 2.34 3 0.7786    
Cor Total 11427.23 29      

Table 6 
ANOVA analysis using input variable for FS.  

Source Sum of squares df Mean Square F- values P-values  

Model 9895.54 11 899.59 25.66 < 0.0001 significant 
A-Chemical concentration 108.61 1 108.61 3.10 0.0954  
B-Treatment time 110.50 1 110.50 3.15 0.0928  
C-Fiber Mat 8234.64 2 4117.32 117.44 < 0.0001  
AB 1014.01 1 1014.01 28.92 < 0.0001  
AC 17.69 2 8.85 0.2523 0.7797  
BC 14.89 2 7.45 0.2124 0.8107  
A2 124.60 1 124.60 3.55 0.0757  
B2 206.20 1 206.20 5.88 0.0260  
Residual 631.08 18 35.06    
Lack of Fit 628.95 15 41.93 59.17 0.0031 significant 
Pure Error 2.13 3 0.7087    
Cor Total 10526.62 29      

Table 7 
ANOVA analysis using input variable for IS.  

Source Sum of squares df Mean Square F- values P-values  
Model 14406.69 11 1309.70 73.88 < 0.0001 significant 
A-Chemical concentration 6916.84 1 6916.84 390.19 < 0.0001  
B-Treatment time 423.21 1 423.21 23.87 0.0001  
C-Fiber Mat 6212.67 2 3106.34 175.23 < 0.0001  
AB 148.47 1 148.47 8.38 0.0097  
AC 440.96 2 220.48 12.44 0.0004  
BC 37.54 2 18.77 1.06 0.3674  
A2 217.94 1 217.94 12.29 0.0025  
B2 .2565 1 0.2565 0.0145 0.9056  
Residual 319.08 18 17.73    
Lack of Fit 317.12 15 21.14 32.40 0.0076 significant 
Pure Error 1.96 3 0.6525    
Cor Total 14725.77 29      
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interfacial adhesion between reinforced and matrix that enhanced the 
response. In this study the chemical used for treatment of fiber is alka
line in nature, so it is required more time to remove the non-cellulosic 
constituent from the surface of fiber. Increment in response value in
crease subsequently with escalation in CC and TT. From the experi
mental observed value, the optimized condition for higher tensile 
response is at 20 % chemical concentration with 48hr. of treatment time. 
If TT is further increasing the tensile properties start to deteriorate, this 
is due to the damage of fiber surface. This trend of decreasing tensile 
response were seen in all type of kenaf mat reinforced composites. But it 
is interesting to note that tensile response is simply proportional to the 
CC and some for extent on TT if the individual effects of input variable 

were studies. 
Apart from two numerical factor, tensile response is also dependent 

on third input factor (mat type) that is categorical factor. For all three 
different level of mat type tensile response were vary according to it. 
Unidirectional kenaf mat reinforced composites achieved higher tensile 
response than other kenaf mat reinforced composites. Response clearly 
shows the importance of kenaf mats geometry on tensile strength. In 
unidirectional mat, fiber reinforced along the direction of load which 
makes them cable to convey higher tensile load. But these alignments of 
fibers are absent in other kenaf fiber mat reinforced composites, little bit 
alignment of fiber along the load were seen in BDFRPC but as compared 
to UDFRPC the fiber in warp direction practically just half. Additionally, 

Fig. 2. Predicted vs. actual values of (a) Tensile strength, (b) Flexural strength and (c) Impact strength.  
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treatment of fiber with sodium acetate boosts up the tensile response. In 
Fig. 7 the individual effects of input variables on response can also be 
predict. For all type of kenaf mat reinforced composites TT show the 
same effect on response. Response first increases with increase in TT up 
to 48 hr. then further increment in TT value response remains constant 
and this nature behavior of tensile response were almost same for all 
type of kenaf mat composites. This variation of response with respected 
to TT is non-linearly. Although, the effect of CC on response are pre
dominating, CC is the highly influencing factor for tensile response. The 
tensile response is directly proportional on CC, it was increased with CC 
ranges from lower to higher. This incremental variation of tensile 
response with respect to CC were same for all type of kenaf mat rein
forced composites. 

The interaction effect of CC and TT on tensile strength is shown in 
response contours in Fig. 7. The response curves ascertain that the in
crease in magnitude of CC and TT the tensile response was also increase. 
Increase CC with TT remove the non-cellulosic content from fiber sur
face sub sequentially. This interaction nature of numeric independent 
variables was almost same for all type of kenaf mat composites. But due 
to alignment of fiber in UDFRPC it has achieved higher tensile strength. 
At maximum CC if TT were further increased beyond approx. 48 hr. the 
tensile strength of developed composites was started to decrease due to 

damage of fiber surface. At maximum CC if fibers were further treated 
from optimized value fiber surface start to damage, this damage fiber 
surface directly influenced the interfacial adhesion between fiber and 
matrix material. Lower interfacial interaction reduces the tensile 
strength of developed composites. Response curves in Fig. 7 show the 
importance of all three-input factor on tensile response. 

3.2.2.2. Flexural strength. Flexural strength is the bending ability of any 
material to resist bending load. The response plots exhibiting the flex
ural strength of different kenaf fiber mat reinforced PLA composites at 
varying CC ranging from 10 % to 20 % and TT ranging from 24 hr. to 72 
hr. are shown in Fig. 8. Response curve and contour plots indicated that 
CC, TT, and geometry of fiber mat influenced the flexural strength of 
developed composites. Based on response surface curve, it is feasible 
that the flexural strength increases with increase the concentration of 
sodium acetate and treatment time. The flexural strength value is 
differed for every kenaf mat composites. This is the evident that the 
geometric of kenaf mat is also contributed to enhancing the flexural 
properties of developed composites. According to the response value 
generated from regression model, the increment in response value is up 
to the 20 % CC and approx. 48 hr. of TT. Further if TT were increased the 
flexural properties start to deteriorate that are clearly envision in 

Fig. 3. Residual vs. predicted values of (a) Tensile strength, (b) Flexural strength and (c) Impact strength.  
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response curves. The apprehension behind is further increment in TT 
damage the surface of fiber which reduces the interfacial interaction 
between fiber and matrix material. 

Bidirectional treated kenaf fiber mat composites show maximum 
flexural properties compared to other developed composites. In 

bidirectional mat fiber are aligned in warp and weft direction which 
develop a mat of inter-linking cross points. This inter-linking cross point 
mat developed composite resist the higher bending load. Whereas in 
other kenaf mats reinforced composites these inter-linking cross points 

Fig. 4. Effect of chemical concentration on response (a) TS, (b) FS and (c) IS.  

Fig. 5. Effect of treatment time on response (a) TS, (b) FS and (c) IS.  

A. Manral et al.                                                                                                                                                                                                                                 



Composites Part C: Open Access 10 (2023) 100337

9

are absent which result drop in flexural properties. Effect of input nu
merical factors (CC and TT) on flexural response curve were almost the 
same. But the flexural response was highly affected by type of kenaf fiber 
mat used in reinforcement of composites. The parabolic profile of 
response curve is because of quadratic model fitted. As same tensile 
response if further TT increases the flexural properties of all developed 
composites start to deteriorate due to damage of fiber surface. 

3.2.2.3. Impact strength. Impact response curves shown in Fig. 9, impact 
strength of any material tells about the energy absorbing capability of 
material during impact loading. Fig. 9 clearly understand that impact 
strength decreases with increase in CC and TT. In previous study various 
authors reported that, impact strength decreases with increase in CC or 
TT. Chaitanya et al. 2016 [9] done the experimental study on chemical 
treatment of Aloe Vera fiber at 10 % w/w of sodium bicarbonate with 
different treatment time of (24, 48, 72, 120, and 168 hr.). Authors 
concluded that impact strength of Aloe Vera /PLA composites is 
maximum up to 48 hr. TT after further increased in TT impact strength 
of developed composites starts to deteriorate. Fiber pullout, fiber frac
ture and crack propagation during impact loading are the main causes of 
composites failure [13, 14]. Improved bonding strength between fiber 
and matrix exhibited more fiber fracture instead of fiber pullout during 
impact loading. Fiber fracture instead of fiber pull out absorb lower 
energy during impact load [15]. Similar findings were observed in this 
study, after increase in CC with TT the impact strength of developed 
composites start to decrease. Response curves of impact strength with 
respect to input factors shown in Fig. 9. For Every impact response CC is 
highly influenced the impact strength, whereas effect of TT on impact 
strength is almost constant. But the interaction of these two factors CC 
and TT may influenced the impact strength of developed composites. 
Response contour curves indicates that ROFRPC achieved higher impact 
strength, the coordination of numeric input factor highly responsible for 
decreasing impact strength of developed composites. In ROFRPC, the 
arrangement of fiber in randomly form, that help to lock or arrested the 
crack formation arise during impact loading. Crack arresting capability 
of material improved its energy absorbing capability. Arresting of crack 
during impact load enhanced the material energy absorbing capability 
of material during sudden load. But this arrestment of cracks was absent 
or minimum in UDFRPC and BDFRPC, reason for lower impact strength 
compared to ROFRPC. 

4. Optimization of the conditions for tensile, flexural and impact 
response 

Regression model equation together solve to find the optimum input 
chemical treatment parameters. Design of experiment was used for 
maximization of tensile, flexural and impact response. Optimization of 
input parameters done based on response for individual mat and based 
on all comparable properties for individual mat type. The optimized 
output response is obtained by modeled equation by iterating several 

runs whenever the optimal solution was not obtained. Optimization help 
to reduce the number of trails to get a better result that exist between the 
ranging values of input parameters. Additionally, optimization helps to 
minimize the magnitude of input factor that is very important for 
economical point of view and it reduce the unnecessary used of entity for 
optimization during experimental study. 

Fig. 10 shows the ramp response for tensile strength after optimizing 
the treatment parameters for all type kenaf mat reinforced composites. 
The obtained response value according to the regression model that may 
be different from experimental value due to error and noise. For 
BDFRPC, the optimized chemical treatment condition for tensile 
response are TT of 32.53 hr. and CC of 18.99 %. These optimized values 
give a tensile response of value 61.89 MPa, this value is according to the 
regression model it was less than experimental value with desirability of 
0.685. Similarly, the optimization of input factors by iterating its value 
in regression model to get maximum output response for other kenaf mat 
reinforced composites. UDFRPC achieved higher tensile response of 
value 87.43 MPa after optimizing the input parameters, CC of 24 % and 
TT of 31.28 hr. The optimum condition for ROFRPC are CC of 20 hr. and 
TT of 31.998 give tensile response of 46.51 MPa. It is evidence from 
optimized parameters value all value are approximate near to each 
other, for CC value near to 20 % and for TT it is 32 hr. As all optimized 
value are near to each other but after that the tensile response are 
different for each mat. This is the evident not only the numeric factor, 
but categorical factor is also highly influenced the tensile response. 

Similarly, the iteration of model equations was performed by design 
of experiment to find the optimum conditions for flexural response of 
chemical treated kenaf mats composites. Fig. 11 show the ramp response 
for flexural response after optimizing input numeric factor for individual 
kenaf mat type composites. BDFRPC achieved higher flexural strength of 
112.45 MPa was experimentally observed at CC of 20 % and TT of 48 hr. 
But optimization according to design experiment after number of iter
ations of regression model. The optimized outcomes parameters are CC 
of 19.99 % with treatment time of 26.95 hr. give flexural response of 
111.971 MPa. The difference in experimental and modeled value is due 
to noise and unwanted factors that are not considered in regression 
model design. UDFRPC and ROFRPC achieved lower flexural response 
value of 77.39 MPa and 75.60 MPa respectively according to regression 
model than BDFRPC. The optimized condition for UDFRPC is CC of 
19.25 % and TT of 24 hr. whereas for ROFRPC CC of 19.93 % and TT of 
24 hr. As these optimized factor values correlated with experimental 
input factor values the intensity of optimized factors are low. It means 
that optimization reduce the unwanted quantity of input factor that are 
unusable and have no effect on response. As same as tensile response all 
input optimized factor for flexural response are approx. same but have 
distinct flexure response value for developed kenaf mat reinforced 
composites. It implies that not only the input numeric but geometry of 
mat also contribution in enhanced the flexural response of developed 
composites. 

Impact testing were performed to check the energy absorbing 

Fig. 6. Effect of mat types on response.  
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Fig. 7. Tensile Response surface of the effects two independent variables for individual mat type. (a) Bidirectional mat, (b) Unidirectional mat, (c) Randomly 
oriented mat. 
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Fig. 8. Flexural Response surface of the effects two independent variables for individual mat type. (a) Bidirectional mat, (b) Unidirectional mat, (c) Randomly 
oriented mat. 
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Fig. 9. Impact Response surface of the effects two independent variables for individual mat type. (a) Bidirectional mat, (b) Unidirectional mat, (c) Randomly 
oriented mat. 
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capability of material during impact. Fig. 12 shows the effect of opti
mized parameters on impact strength of developed composites. ROFRPC 
composites achieved higher impact strength value of 102.3 J/m at CC of 
20 % with treatment time of 48 hr. as experimentally observed. As per 

design experiments, the highest impact strength value is 101.239 J/m 
under the optimized conditions at 10 % of CC and 27.09 hr. TT. Dif
ference in optimized impact response value compared to experimental 
value due not consideration of unwanted parameters during chemical 

Fig. 10. Ramp function graph for chemical treatment condition and response as tensile strength for all different kenaf mat composites (a) BDFRPC, (b) UDFRPC and 
(c) ROFRPC. 
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treatment, optimization reduced the unnecessary TT during experi
mental study. BDFRPC and UDFRPC achieved lower impact response as 
compared to ROFRPC. As shown in Fig. 12 the optimized parameters are 
approx. near to each other, but the impact response is different for each 
type of kenaf mat reinforced composites. It is the evident not only the 

input parameter, but fiber geometry may influence the impact response. 
Increase in chemical removed non-cellulosic content from surface of 
fiber and improved the interfacial adhesion between fiber and matrix 
material. Higher interfacial adhesion minimized the fiber pullout 
chances during impact loading instead fiber fracture is generally seen in 

Fig. 11. Ramp function graph for chemical treatment condition and response as Flexural strength for all different kenaf mat composites (a) BDFRPC, (b) UDFRPC and 
(c) ROFRPC. 
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that condition. Fiber pullout in composites during impact loading absorb 
higher impact energy instead of fiber fracture. This is the evident that 
composite materials have higher impact strength at lower CC and 
treatment time. Higher CC and TT increase the interfacial adhesion, 
results low energy absorption due to fiber fracture. This trend of 

decreasing impact strength with respect to increasing CC were seen in all 
type of kenaf mats reinforced composites. The fiber geometry is also a 
judging factor to decide its impact response. 

Randomly arrangement of fiber in ROFRPC arrest the crack propa
gation during impact loading that enhanced the energy absorbing 

Fig. 12. Ramp function graph for chemical treatment condition and response as Impact strength for all different kenaf mat composites (a) BDFRPC, (b) UDFRPC and 
(c) ROFRPC. 
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capability of material. But the arrangement of fiber in UDFRPC and 
BDFRPC are different from ROFRPC, and they are not cabled to arrest 
the crack during impact loading. This is the reason for Unidirectional 
and bidirectional mats achieving least impact value than ROFRPC. The 
concentration of fiber in warp direction of UDFRPC is very high that 
helps to arrest the fiber fracture for some extent and absorb high impact 
energy hence UDFRPC exist impact strength between BDFRPC and 

ROFRPC. Generated regression model equation helps to find out the 
response values at every range of response values. 

4.1. Optimization of parameters for individual kenaf mat composite 

Individual composites have distinct mechanical propoperties. 
UDFRPC have higher tensile properties and for flexural and impact 

Fig. 13. Ramp function graph for chemical treatment condition and responses for all different kenaf mat composites (a) BDFRPC, (b) UDFRPC and (c) ROFRPC.  
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strength BDFRPC and ROFRPC are better options respectively. It means 
that every geometrically different kenaf mat composites is better option 
for individual appliaction accoding to the type of load acting on it. 
Practically, materials are considered under varying type of load during 
application. So, it is required for every material that it can bear all type 
of loading condition. Design experimentaion provide an environment to 
give an optimized condition for individaul mat have permissible in all 
loading conditions. Fig. 13-a,b,c shows the optimized condition for 
higher mechanical properties for all kenaf mats composites. Fig. 13a. 
shows that at 18.17 CC with TT of 24 hr. BDFRPC achieved optimum 
mechanical properties (Tensile stregth- 47.09 MPa, Flexural strength- 
109.74 MPa and impact strength- 43.73 J/m). At these optimum pa
rameters the BDFRPC achieved higher mechanical properties. As same 
as BDFRPC other kenaf mats reinforced compoistes optimized condi
tions are shown in Fig. 13b. and 13c. In Fig. 13b the optimized parametrs 
for UDFRPC are CC of 10 % and TT of 65.81 hr. give optimum me
chanical properties (Tensile stregth- 75.5457 MPa, Flexural strength- 
69.40 MPa and impact strength- 91.11 J/m). Similarly, for ROFRPC the 
optimized parameters are shown in Fig. 13c. at CC of 19.87 % with TT of 
24 hr. the composite achieved higher mechanical properties (Tensile 
stregth- 46.98 MPa, Flexural strength- 75.57 MPa and impact strength- 
66.08 J/m). For given optimized input paramters maximum output re
sponses were obtained for individual kenaf mat reinforced composites. 

5. Conclusion 

In order to optimize the chemical treatment conditions for maxi
mized output responses, a set of experiments based on RSM central 
composite module was conducted. The response results recommended 
that this technique for optimization is compelling to minimize chemical 
concentration and treatment time without immolate the output response 
(Tensile, flexural and impact strength). Chemical treatment of kenaf 
fiber with sodium acetate enhanced the properties of developed com
poistes. Experimental results indicated all three independent factor 
chemical concentration, treatment time and type of kenaf mat (categoric 
factor) contributed to enhance the properties of developed composites. 
For tensile, flexural and impact responses, the predominating numerical 
factor to enhanced the response is chemical concentration as compared 
to treatment time. The reponses were successfully concluded from sec
ond order polynomial equation generated by RSM in built ANNOVA. 
This technique was also used to interrogate the effect of interaction of 
factors such as chemical concentration and treatment time for individual 
mat on response. Optimization of input parameters for maximizing the 
output responses were also predicted by RSM. The optimum conditions 
were obtained for individual kenaf mat compoistes as follows. For 
UDFRPC, the optimized condition for maximum tensile response of 
87.43 MPa have chemical concentration of 20 % and treatment time of 
31.27 hr. BDFRPC achieving high flexural response of 111.97 MPa have 
chemical concentration of 19.99 % and treatment time of 26.95 hr. and 
for maximum impact response of 101.239 J/m have chemical concen
tration of 10 % and treatment time of 27.09 hr. All values are obtained 
by number of iteration of regression equation. These values are mathe
matically generated and it have some error/difference in comparision to 
experimental values. For maximizing all properties of individual kenaf 
mat reinforced composites, the optimized condition are as follows: At 

18.17 % of chemical concentration with 24 hr. of treatment time 
BDFRPC achieved maximum tensile, flexural and impact response of 
value 47.09 MPa, 109.75 MPa and 43.73 J/m respectively. Although, 
UDFRPC optimum conditions are at chemical concentration of 10% with 
treatment time of 65.81 hr. has corresponding output response tensile, 
flexural and impact are 75.55 MPa, 69.40 MPa and 91.11 J/m respec
tively. Similarly, for ROFRPC the optimized conditions for maximum 
response are chemical concentration of 19.87 % and treatment time of 
24 hr. give tensile, flexural and impact reponse of 46.98 MPa, 75.57 MPa 
and 66.08 J/m respectively. This approch neccessarily helped to mini
mize the number of experimental trail for optimizing the responses. 
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Abstract— Frequency response of a Microwave (MW) cavity 

filter is changed by rotating the tuning screws installed on the filter 

surface.  Numerous screws are present on the surface of the filter, 

not all of which contribute to the alteration of tuning state as some 

of the screws are just the plate mounting screws. This paper 

presents a vision-based method for distinguishing the tuning 

screws of a cavity filter from the mounting screws. The tuning 

screws used in industry are coated with a conducting material to 

avoid losses. In this work, through hyperspectral imaging, 

characteristic image bands of screws of a commercial cavity filter 

were analyzed. From this analysis, the tuning screws were 

identified using their material properties since every material or 

compound has its own reflectance to Electromagnetic (EM) waves. 

The novel band subtraction technique proposed in this work 

distinguished all the tuning screws from the mounting screws. This 

proposed technique was then validated using a monochrome 

industrial camera attached with suitable optical bandpass filters. 

Achieving the classification accuracy of 100% with a monochrome 

camera proved the effectiveness of the proposed method. The 

results obtained can be used to identify and locate the tuning 

screws especially for the case when the technical drawing of the 

filter is not available. These extracted positional coordinates of 

tuning screws can assist in Fully Automated Tuning (FAT) of the 

cavity filters. 

Keywords— Bandpass filters, Band Subtraction, Cavity Filter, 

Feature Extraction, Filter Tuning, Hyperspectral Imaging, 

Microwave filter, Monochrome camera, Screw Detection. 

I. INTRODUCTION 

Microwave (MW) cavity filters are used in Radio Base 
Stations (RBS) for separating the desired frequencies from 
tensed communication spectrum. To compensate for the 
mistakes like manufacturing defects, design errors, variations in 
material properties, mechanical tolerances etc., the assembled 
filters require tuning. Mechanical tuning, that uses tuning 
screws, is the most common way to tune the cavity filters. The 
frequency response of the filter is determined by the depth at 
which the tuning elements are inserted within the cavity. Now 
since, the filter tuning process is stochastic in nature, it is time 
consuming, laborious and requires skilled technicians to tune the 
filter to the desired frequency range [1]. 

A cavity filter is usually made up of a metallic block with 
screws on its top plate. Fig. 1 shows ta commonly used cavity 
filter. One can observe the presence of several screws on the 
assembled filter. Among these, the ‘mounting screws’ serve the 
purpose of holding the top metallic plate over the whole 
structure. The remaining screws are the ‘tuning screws’ which 
are used to alter the performance of the filter. The present 
research focuses on the filter type shown in Fig. 1 

Fig. 1. A commercial MW filter 

Fig. 2 presents the magnified portion of a small region of 
the cavity filter presented in Fig. 1. Noticeably the screws 
shown in Fig. 2 have different shapes (a mounting screw on 
bottom left corner and a tuning screw on the top right corner). 

Fig. 2. Different types of screws of a cavity filter 

The screws shown in Fig. 2 have different shapes and hence 
image processing techniques like shape detection/pattern 
matching/contour matching etc. could be used to differentiate 
them. However, the difference between the shapes of tuning 
screws and mounting screws is not guaranteed. Rather, 
commercial filters sometimes have same screw head for all the 
screws (tuning screws as well as mounting screws). Hence, a 
robust technique is needed to identify and classify the screws 
present on the filter structure. 

This research work presents a novel band-subtraction 
technique for distinguishing the tuning screws and mounting 
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screws of a MW cavity filter.  The information about relevant 
bands was extracted using the datacube of a hyperspectral 
camera. The suggested methodology can assist in 
discriminating the screws on the basis of their material 
composition. The methodology plays crucial role for the case 
when no technical information about the filter and its screws is 
available. An in-depth analysis of the existing research reveals 
that no such methodology has been used or presented in the 
literature yet.  

The remainder of the paper is structured in five sections. 
Section II presents the literature review of various screw 
detection techniques; Section III presents hyperspectral 
imaging (HSI) along with its application in metal detection. In 
section IV authors discuss the novel band-subtraction 
methodology for differentiating the screws. Experimentation 
results and their analysis is discussed in Section V. Section VI 
concludes the paper and provides future recommendations. 

II. LITERATURE REVIEW: SCREW DETECTION 

In [2], authors used Canny operator-based edge detection 
technique to extract the contours and then template matching 
step was used to classify the screws. [3] presents a multi-
template matching algorithm for the detection of screws and 
their semi-autonomous removal from the ceiling panel. The 
technique didn’t hold firm grounds because of the following 
reasons – any change in color or illumination yielded inaccurate 
results; there was always a reliance on a fixed template and; 
every application would require a new template which is both 
tedious and time consuming. Hence, the major drawback of this 
technique was its lack of generalizability.  

A combination of grayscale, color depth and HSV 
characteristics were used to achieve high accuracy in screw 
detection [4]. The algorithm was invariant to scale, translation 
and rotation but relied on Harris corner detection and HSV 
analysis, both getting influenced by the lighting conditions. 
Also, RGB depth sensor (Kinect) was needed to remove holes 
which demanded extra computations. 

In 2018, a screw detection technique utilizing Hough circle 
detection was introduced [5]. However, its effectiveness was 
limited when dealing with multiple circular components. The 
commercial application of this method was further constrained 
due to the requirement of adjusting multiple parameters such as 
the camera’s brightness settings. In [6], a fusion technique 
which combined the features extracted from Hough transform, 
and from Deep Learning (DL)-based classifier was presented. 
The work in [6] was then extended where the algorithm could 
additionally do the classification of 12 different types of 
screwheads [7]. While this work successfully eliminated the 
need for a depth sensor, the detection setup requirements were 
unsuitable for the production lines.  

Some researchers used CNN-based techniques for screw 
detection applications. A combination of Faster R-CNN and 
RES (Rotation Edge Similarity) was used for classifying the 
screws [8] but the technique’s commercialization was hindered 
by its paltry computational speed. Another Faster-RCNN-based 
model used general screw features for detecting the screws [9] 
using a DSLR camera. The authors combined image pre-
processing and object detection steps with visual reasoning to 

achieve accurate results. The model’s performance was 
enhanced by retraining it with true-negative results. 
Nevertheless, the image processing steps executed in this study 
had a substantial impact on the proposed model’s performance. 

The work presented in [10] is closely related to the one 
discussed in the current research. The authors of [10] used basic 
image processing techniques for detecting the tuning screws on 
the basis of its geometry. However, their work was reliant on a 
particular type of screw. 

The dependencies of various screw detection techniques 
discussed above are listed in Table I. Each technique is 
constrained by one or more of these specific issues. 

TABLE I. DEPENDENCIES OF SCREW DETECTION TECHNIQUES 

AVAILABLE IN LITERATURE 

Specification Related Example 

Device Specific Electric motor screws, battery screws, etc. 

Screw Specific Shape and/or size of its head 

Environment Specific Illumination state, shadows, shiny objects 

Methodology Specific Stickers or other round objects detected as 
screws, damaged screws are not detected etc. 

From Table I, it can be inferred that all the aforementioned 
methods of detecting the screws lack generalizability. 
Therefore, a more robust screw detection technique is needed 
to differentiate between the tuning and mounting screws. 

Since the tuning screws are plated with silver and mounting 
screws are made of steel alloy, analyzing their reflectance 
characteristics by HSI can help in differentiating them. To date, 
this approach of tuning screw detection has not been reported 
in scholarly research. In the next section authors discuss 
research in the field of HSI and its application in detecting the 
coatings, metals and compounds.  

III. HYPERSPECTRAL IMAGING-BASED DETECTION

Fig. 3. Different image methods and their characteristics [11] 

Fig. 3 displays various imaging techniques and their 
features. A monochrome camera considers the whole visible 
spectrum and only measures its integral intensity. Only the 
visible portion of EM spectrum (400-700 nm) is covered by 
RGB, which primarily contains spatial information. The RGB 
band is not appropriate for all applications, hence multispectral 
or hyperspectral cameras are employed instead. Multispectral 
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images are a collection of images captured in a continuous 
spectrum at several wavelength bands that form a datacube. 
Datacube is a 3D representation of spatial data (x and y 
coordinates) and spectral data (in the z-axis). A hyperspectral 
image is a multispectral image with hundreds of bands [12] that 
contains the entire wavelength spectrum for each pixel. 
Additionally, the wavelength range of hyperspectral images 
encompasses the ultraviolet to mid-infrared spectrum in 
addition to visible range. HSI combines spectroscopy and 
digital imaging. With this imaging technique, the scene is 
captured in narrow bandwidths, and necessary image bands can 
be selected from the datacube for further processing [13]. 

The reflectance characteristics of different materials 
produce a unique signature at different wavelength bands. 
Considering the scope of the current research work, the 
reflectance behavior of Silver (Ag) and Carbon Steel from 0.2 
µm (200 nm) to 20 µm (20000 nm) wavelength can be seen in 
Fig. 4. Significant variations between the reflectance curves for 
two metals are visible. On the basis of this spectral signature, 
similar materials can be identified. 

Fig. 4. Reflectance curve for different metals [14] 

Since HSI contains hundreds of narrow bandwidth spectral 
bands, the majority of them are correlated and provide 
redundant information. Processing a large amount of data 
decreases the computational efficiency [15] due to the Hughes 
phenomenon [16]. Hence, it makes sense to choose the spectral 
bands that provide distinct characteristic information [17]. The 
main advantages of utilizing a band selection technique are the 
increase in classification accuracy [18] while preserving the 
intrinsic information of the original pixel [19], in addition to 
increase in computation efficiency. 

In related literature, band selection technique has been used 
in determining the aluminium oxide thickness [20]. Several 
research groups have employed the HSI technique for detection 
of corrosion.  Using HSI, corrosion on carbon steel samples 
[21][22], mild steel used in the aeronautical industry [23], 
copper [24] etc. has been detected. Researchers have also 
provided an SVM classifier-based Metal Object Detection 
(MOD) approach for identifying ferromagnetic, non-
ferromagnetic, and non-metallic items [25].  

A hypothesis that the tuning and mounting screws of a 
cavity filter can be differentiated using HSI was developed after 
reviewing the research into HSI-based methods for detecting 
the metals, metal coatings, and alloys. Since mounting screws 

are typically made of an alloy of steel and tuning screws used 
in industry are usually coated with a 3 μm silver layer (to 
increase the conductivity), their reflectance signature can be 
utilized to differentiate them from each other.  

IV. METHODOLOGY

A. Imaging Setup 

The initial attempts to detect the tuning screws were made 
using a Specim IQ Mobile Hyperspectral Camera [26]. In total, 
this hyperspectral camera has 204 image bands (for each pixel), 
a spectral resolution of 7 nm, and operates in the 400–1000 nm 
wavelength range. The reflectance values for all the bands can 
be displayed in the spectral distribution of each pixel. Using a 
calibrated tile with 99% reflectance, this camera is calibrated 
for white reference. After initial calibration, no further image 
processing steps are performed on HSI images. However, 
unlike RGB, HSI is unable to detect the geometry of the objects. 
Instead, the required bands are selected and forwarded to be 
processed further.  

The overall configuration utilized to capture the image from 
the hyperspectral camera is shown in Fig. 5. A reference plate 
used for calibrating the Specim IQ camera can also be seen in 
Fig. 5. Two 400W halogen projectors were used for lighting, 
along with a light diffusing sheet. The halogen projectors were 
chosen as the light source since they cover a wider spectrum of 
wavelengths. The wavelength covered by halogen light spans 
from the UV region to the IR region in the EM spectrum. To 
ensure homogeneous lighting, the diffusing sheet was used.  

Fig. 5. Image acquisition setup 

Even though a built-in RBG camera exists in the Specim IQ 
hyperspectral camera, the RGB image it produces has a 
different spatial resolution. Additionally, there can be 
misalignments between the RGB image and hyperspectral 
image in the vertical and/or horizontal direction. The RGB 
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Fig. 7. Sampled 05 screws from each screw category and their reflectance response  

scene of an image taken with a hyperspectral camera is 
displayed in Fig. 6, but only the marked area was used for HSI 
processing, as is the case with all only the marked area was used 
as shown in all other images in the following sections of this 
paper.  

Fig. 6. RGB scene captured by a hyperspectral camera 

B. Reflectance Trends 

Tuning screws and mounting screws of a MW filter have 
different material composition. Since each material has its 
unique spectral characteristics, different band alternatives have 
to be tested in order to identify the effective spectral image 
bands to distinguish between the two types of screw.  

 Five screws from each category (05 tuning screws and 05 
mounting screws) were chosen in order to retrieve the 
reflectance data from the screws that were installed on the filter 
under consideration. The purpose of considering many screws 
from each category was to precisely choose the appropriate 
bands using the mean reflectance value. Fig. 7a shows the 
locations of selected screws in one of the bands. The 
corresponding reflectance plots for all these screws are 
presented in Fig. 7b for the wavelength range of 400 nm to 1000 
nm. The choice of bands was then made using the average 
reflectance value, as is covered in the next subsection. 

C. Selection of Bands 

After averaging the reflectance values of the chosen tuning 
and mounting screws were averaged, band 25 and band 190 were 
selected from the datacube. Band 25 has been chosen because it 
has the most distinguishing features for both types of screws (see 
a significant variation in reflectance between the two categories 
of screws in Fig. 7b). Band 25 has an approximate wavelength 
of 467 nm. Band 190, having wavelength of roughly 930 nm, 
was chosen from the opposite end of the datacube because it 
exhibits some similarities in features between the two screws 
(see Fig. 7b for a modest variation in reflectance characteristics 
in this band). It is significant to note that the authors chose band 
number 190 even though the difference between the two curves 
was minimal around band 197. This band was chosen in order to 
get rid of any spectral noise that might have been present in the 
last few bands near the end of the image. Images of bands 25 
and 190 are shown in Figs. 8a and 8b, respectively. 

D. Band Subtraction 

Empirically, it was found that subtracting one band from the 
blue region (band number 25) and another band from the 
infrared (IR) region (band number 190) of the datacube could 
clearly differentiate tuning screws and mounting screws. As 
presented by (1), Iresult image was obtained when a 467 nm 
image (I467) was subtracted from a 930 nm image (I930). 

Ιresult = Ι930 − Ι467 (1) 

Figure 8c, which shows the image produced adhering to 
band subtraction, makes it evident that the mounting screws 
looked noticeably darker when compared to the silver-plated 
tuning screws. With the aid of this knowledge, one can 
determine the coordinates for each tuning screw's location and 
tune a filter autonomously. 

+ 

7 (a): Screw Locations on a Band Image 7 (b): Reflectance-Wavelength Plots 
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8 (b). Band 190 Image 

V. EXPERIMENTATION RESULTS AND ANALYSIS 

A. Specim Hyperspectral Camera 

Fig. 9 displays the outcome of the band subtraction method 
applied to the image captured with the Specim hyperspectral 
camera. Both the RGB and the processed image, which is the 
result of band subtraction, are displayed next to each other for 
convenience.

Fig. 9. Classification of screws using Specim hyperspectral camera 

Fig. 9 demonstrates that using the suggested methods led to 
encouraging findings. The mounting screws stand out from the 
tuning screws owing to their darker appearance. As detailed in 
the following subsection, the efficiency of the postulated band 
subtraction methodology was then assessed on an industrial 
monochrome camera.  

B. Besler Monochrome Camera 

The analysis done on the hyperspectral images showed that 
the most effective spectral bands for the application considered 
in this work are band 25 and band 190, and they must be 
subtracted. This methodology was tested on the images 
acquired by an industrial monochrome camera. 

To apply the suggested band subtraction process, the Basler 
camera with a progressive scan CCD-sensor for capturing 
VGA-640 x 480 images was used. The camera’s connection 
with a compatible PC was made via an IEEE 1394 firewire 
interface. Two optical bandpass filters i.e., blue bandpass filter 
(associated to band 25) and IR bandpass filter (corresponding 
to band 190), were attached to the camera. Fig. 10 shows a 
Basler monochrome camera used in this work on which the 
light (optical) filters were mounted. 

Fig. 10.  Basler monochrome camera mounted with optical bandpass filters 

It is evident from the findings displayed in Fig. 11 that the 
classification accuracy of 100% was reached by using the light 
bandpass filters (decided by our suggested methods) with a 
monochrome camera. As shown in Fig. 11, the mounting 
screws appear to be darker than the tuning screws.  

Fig 11. The results screws classified by the Besler monochrome camera 

A monochrome camera, which is significantly less 
expensive and computationally efficient than a hyperspectral 
camera, can attain the same classification accuracy as a 
hyperspectral camera, as shown in Figures 10 and 11. The 
technique of automating cavity filter tuning can benefit from 
this study's conclusions. Once the tuning screws have been 
differentiated, a robotic manipulator can be instructed to tune a 
filter based on their spatial coordinates. 

 8 (a). Band 25 Image 8 (c).  Resultant Image after Band Subtraction  

Fig. 8. Band selection and band subtraction results 
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VI. CONCLUSION 

In this research, the tuning screws, that are used to tune a 

MW cavity filter, were distinguished using a novel band 

selection method. The analysis made on the images acquired 

from a hyperspectral camera helped in selecting the most 

efficient spectral bands from the hyperspectral datacube. 

Empirically, it was found that the suggested band subtraction 

methodology could distinguish between the screws according 

to their material composition. The process was subsequently 

tested on an industrial monochrome camera fitted with the 

appropriate optical bandpass filters. The conclusions were 

validated by the results, which showed that a monochrome 

camera—which is less expensive and computationally more 

effective than a hyperspectral camera—was able to detect and 

classify screws with 100% accuracy. Based on a comprehensive 

analysis, it can be concluded that the methodology utilized in 

this study is highly effective in distinguishing and categorizing 

various types of screws. The proposed methodology plays a 

pivotal role for the case when the technical drawings of the filter 

is not available. The camera can be set in perspective view or 

can be mounted overhead. The position coordinates of tuning 

screws thus determined can be utilized in a FAT system for 

MW filters.  
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 Abstract – A new control method for PV integrated single-
phase grid-connected 5-level distribution static compensator 
(DSTATCOM) system is presented and investigated in this paper. 
It uses a warped digital filter control technique to estimate the 
fundamental component of load current from the non-linear load. 
DSTATCOM has been developed using a cascaded multilevel 
inverter and is used to improve power quality. The proposed 
system is single-stage, single-phase grid-tied and can operate in 
two modes viz. During the night, acting as a DSTATCOM unit 
and performing the necessary shunt compensation while 
providing additional power to the grid during the day. A 
conventional Proportional and Integral (PI) controller has been 
used to regulate the DC link voltages of both capacitors during 
the sudden variation in solar irradiance and load. Phase shifted 
PWM scheme has been implemented to generate firing pulses of 
DSTATCOM. The system is tested under normal and distorted 
grid conditions. Simulation and experimental results are 
presented and obtained within stipulated IEEE-519 and IEEE-
1547 standards. 
 Index Terms – SAPF, MLI, Non-Linear Load, PWM 
 

I. INTRODUCTION 

Power quality has always been a major concern in the 
operation of the distribution system, and numerous initiatives 
have been put in place to address this problem [1]. Many 
advantages come with better power quality, such as increased 
loading capacity, optimal use of various electrical devices, 
zero voltage regulation, etc. The distribution system, including 
its subsystems, and the consumer loads are the two main broad 
categories on which the sources of poor power quality. The 
main culprit is the extensive use of nonlinear loads [2]. The 
problems with the power quality of the electrical distribution 
system are gradually getting worse nowadays as a result of the 
steadily growing use of these nonlinear loads in distribution 
systems, such as rectifiers, computers, and switched mode 
power supplies (SMPS). Furthermore, inadequate grid 
conditions found in the electric distribution system in 
underdeveloped countries exacerbate the power quality issues 
[3]. These power quality issues are mostly caused by voltage 
and current harmonics that are generated within the system. 
Voltage distortion, nonlinear loads, unbalanced loads, voltage 
sag/swell circumstances, adding or removing loads, and 
nonlinear loads, cause power quality issues of concern. 

For assessing and adhering to the appropriate degree of power 
quality, international standards have also been developed, such 
as the IEEE-519 and IEEE-1547 standards [3-4].  

Power electronics-based shunt custom power devices are 
mostly used to strengthen the reliability of the distribution 
networks by reducing the injected harmonics and enhancing 
power quality. Conventional 2-level multilevel inverters suffer 
from higher switching losses especially in medium and high 
voltage systems and have high PIV rating of switches and the 
switches also suffer from high dv/dt stress. Therefore, 
nowadays MLI has gained keen interest though it was 
introduced lately. These converters are widely used for 
medium and high power distribution system [5] because of 
several advantages viz. the capability to handle more power 
with reduced PIV rating of switches and low stress; reduced 
the size of filter; reduced THD in output voltage and current. 
Due to numerous advantage of MLI over conventional 2-level 
inverter, a 5-level cascaded multilevel inverter (CHB-MLI) 
has been implemented as DSTATCOM in the proposed system 
and controlled using digital warped filter technique. The 
proposed system is capable of balancing reactive power 
burden, controlling the voltage at PCC, and enhancing power 
quality.  

Many control strategies, including d-q based Reference Frame 
Theory, Instantaneous Reactive Power Theory (IRPT), Power 
Balance Theory, and currently controllers employing  
advanced neural networks and adaptive filters have been 
utilised for shunt power compensation [6-7]. The neural 
network still faces difficulties with imbalanced datasets and 
saturation issues and the large amount of training data it needs 
to operate well. Numerous adaptive filter control algorithms 
have been implemented [8-9] to control DSTATCOM for 
single phase single stage PV integrated grid connected system 
but these algorithms are suffer from weak convergence and 
high computational burden to be implemented properly  using 
digital signal processor. In this research work, reference grid 
currents and CHB-MLI gating pulses are generated using 
warped filter which is further used to produce switching pulses 
for 5-level MLI. Thus with the help of this filter, DSTATCOM 
is operated efficiently, enhancing the system's power quality. 
Warped filters are frequently employed in a wide range of 
audio applications, including linear prediction, echo 
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audio applications, including linear prediction, echo 
cancellation, and the identification of band pass signals in 
broad band transmissions, and others. [10]. Warped filters can 
be configured using changeable low-pass, high-pass, band 
pass, or band stop responses according to the required 
application.  

The major contribution of work is as follows: 

1. Developed 5-level closed-loop control operation of 
DSTATCOM designed using a cascaded multilevel 
inverter. 

2. Estimation of fundamental component of current 
using designed warped digital filter 

3. Testing of proposed  system in simulation and also 
testing experimentally using scaled down  prototype 
model developed in the laboratory 

II. SYSTEM CONFIGURATION 

The schematic diagram of the single phase 5-level CHB-MLI 
SAPF coupled to the non-linear loads and single-phase grid 
AC mains is shown in Fig. 1. Voltage at the point of common 
coupling (PCC), load current (iL), source current (is), and dc 
bus voltages VDC1, VDC2 are the sensing input variables used to 
regulate the SAPF. To reduce ac output ripples, a connecting 
or interface inductor (Lf) is used in the CHB-MLI. In order to 
reduce the harmonics produced by the load current, the SAPF 
unit is current-controlled using the warped filter to inject 
suitable compensation current in phase opposition. Both of the 
dc-link voltages must be kept constant and well regulated for 
the CHB-MLI to function properly, and the standard PI 
controller performs this duty. Using MATLAB/SIMULINK, 
the system is simulated and prototype model is developed in 
the laboratory. In the proposed single phase single stage PV 
array grid tied system, 1kW each capacity of PV array is 

connected to DC link side of 5-level CHB-MLI used as 
DSTATCOM unit. To suppress the current harmonics 
generated by the PV arrays connected on DC side of CHB-
MLI an interfacing inductor is used. The system operates in 
two modes viz day (mode-1) and night (mode-2). During day 
the PV arrays supplied active power to the grid and during 
night the system acting as SAPF unit and do harmonic 
compensation. A single phase grid source supplies power to 
non-linear load and to fulfil power required to charge the DC 
link capacitors during mode-2.The control block diagram of 
proposed system is shown in Fig. 2. The system design and 
related calculations are discussed. 

 
A. Designing of  DC link voltages 

 
A single phase, 110V (AC rms) supply is connected at PCC. 
The reference DC link voltage required is calculated by using 
given relation [14] 


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                      (1) 
where mi is the modulation index, grid voltage is Vg, for jth H-
bridges are connected in cascaded fashion. The calculated DC 
link reference voltage is 172.82V and in the simulation, it is 
approximated as 200V.  
 
B. Design of Interfacing Inductor 

 
The value of interfacing inductor is calculated as 
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Fig. 1  Schematic diagram of the proposed system 
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where, Eo,rms is the rms output voltage of DSTATCOM, g is 
the overloading factor, fr is the switching frequency and the 
ripple is current is considered to be 10%.The grid current is 
calculated as follows 

A
V

P
I

g

PV
g 18.18

110

2000(max) 
                    (3) 

C. Design of  DC link Capacitors 
 
In the proposed system, there are two DC link capacitors 
whose voltages are regulated to 100V each so as to equally 
share the total DC link voltage of 200V. The DC link 
capacitance value can be calculated as 
 

rippleDCr

DCjDCj
jDC E
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C
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/
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                          (4)

 

where for jth PV array the DC power is PDCj and DC link 
voltage is EDCj, r is the angular frequency and the DC 

voltage ripple is EDC-ripple and it is considered as 5% of each 
DC link voltage 

D. Control Algorithm 
 
The overall implementation of Warped filter is depicted in Fig. 
2. The fundamental estimated component of load current (If) is 
extradited from this filter as shown in this figure. The overall 
controller design involves various calculations to achieve 
stable closed loop operation. These control functions include 
unit vector generation, DC link voltage control under varying 
load conditions, extraction of real component, determining 
reference current and finally the generation of PWM pulses for 
firing of insulated Gate bipolar junction transistors (IGBT). 
 
The fundamental intermediate signal of the warped filter [5] 
can be represented as  
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where 1 is the warped filter coefficient which controls the 

frequency response of the filter. Likewise, the second 
intermediate signal can be defined in equation (6). 
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Fig. 2 Control Blocks showing the implementation of Warped Filter in dSPACE-1104 
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where, 0 , 1 represent the filter gains as shown in Fig. 2. 

The fundamental load component of current (iLfa) can be 
extracted by implementing the warped filter the output transfer  
function for iLfa and secondary intermediate signal (iL) can be 
represented as  
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The overall control loop implementation of digital warped is 
depicted in Fig. 2. As shown is figure the fundamental 
estimated component of load current (ILfa) is extradited using 
warped filter.  
The overall controller is designed to perform various 
calculations to achieve stable closed loop operations such as 
unit vector generation, DC link voltage control under varying 
load conditions, Extraction of real component, determining 
reference current and then finally generation of PWM pulses 
for firing of insulated Gate bipolar junction transistors (IGBT). 
The proposed system also employs sample & hold 
circuit(S&H) and zero current detector circuit (ZCD). The 
extracted fundamental load current is fed to S&H circuit  and 
it is synchronized with the ZCD, when the unit synchronizing 
template crosses the zero then ZCD generates the triggering 
the signal which is further fed to S&H circuit. The S&H logic 
circuit captures the samples of the sensed load current once the 
signal is received from ZCD circuit; as a result an accurate and 
fast estimation of signal is achieved. 
 
E. Generation of unit vector template 

 
The unit vector template or synchronizing templates are 
generated from grid voltage Vg. The grid voltage is passed 
through a delay of 90o as shown in figure 3. The in-phase 
component is considered as Vgp and the quadrature component 
is Vgq, these voltage vectors are further used to generate Vt. 
Now the synchronizing template )( pu and quadrature 

synchronizing template )( qu  is calculated as  

22;; gqgpt
t

gq
q

t

gp
p VVV

V

V
u

V

V
u 

      (8)

 

 
F. DC Loss calculation and generation of reference current 

 
The proposed structure serves two purposes (i) providing 
active power to the AC grid (ii) compensation of the 
harmonics generated by the non-linear load so as to achieve a 
unity power factor operation on supply side. For effective 
operation of the proposed system under both the control 
modes,  there is a necessity to control the fluctuations in DC 
link voltages obtained across PV arrays. Therefore a 

proportional –integral (PI) controlled is used to control the DC 
link voltages. The DC link error can be estimated as 

DCrefDCDCe EEE                            (9)
 

The error signal is fed to PI controller and Iloss is calculated as 
shown in fig. 2. Mathematically can be represented as  

)1()}()1({)()1(  nEknEnEknInI DCeiDCeDCeplossloss (10)
 

where pk and ik  denote the proportional and integral gains 

respectively and the system dynamic performance of current 
and voltage can be improved by employing the feed forward 
term  estimated using PPV as 

t

PVPV
PV V

PP
I

)(2 21 
                       (11)

 

The reference current is generated by multiplying the unit-
synchronizing template with estimated load current, 
represented as 

estp Iui
gr
*

                                  (12)
 

PVflossest IIII 
                        (13) 

The fundamental estimated load current is Iest, fundamental 
load current is If and PV feed forward current is IPV. The 
generated reference current is subtracted from actual grid 
current and further the signal is compared with phase-shifted 
PWM technique to generate the firing pulses for 5-Level CHB-
MLI. 

III SIMULATION RESULTS AND DISCUSSION 

The simulation results of grid voltage vg(V), grid current ig(A), 
load current iL(A) and the total DC link voltage Vdc(V) has 
been shown in Fig. 3  under varying solar  irradiation and 
dynamic change in load during t=0.3s to 0.5s and t=0.5s to 
0.7s respectively. PV arrays feed power to the grid and since 
the PV power extracted is more as compared to the load 
therefore the grid current is observed to be out of phase with 
respect to grid voltage as shown in figure. Moreover during 
transition in solar radiations from 1000W/m2 to 600W/m2 or 
during load changes, the DC link voltage experiences small 
variation. However, total DC link voltage is well regulated . 

2/1000 mWG 2/1000 mWG  2/600 mWG 

Fig. 3 Simulation of single-phase grid connected system under 
varying solar irradiation and load changes 
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IV EXPERIMENTAL RESULTS AND DISCUSSION 

The proposed model developed in MATLAB is tested 
experimentally in the laboratory. The hardware system uses 
two LEM (LA-55P) current sensors to sense the supply current 
iS(A) and load current iL(A). Three voltage sensors LEM (LA-
25P) are used to sense the PCC voltage Vpcc(V), DC link 
voltage across capacitor-1 VDC1(V) and DC link voltage across 
capacitor-2 VDC2 (V). The sensed signals are sent to ADC pins 
of Digital Signal processor and further processed to Warped 
filter. The reference current is generated and compared with 
actual source current in order to generate PWM pulses to 
trigger the IGBTs. Using DAC pins of DSP these generated 
PWM signals are fed to IGBT driver (SKYPER 32 Pro) and 
finally passed to eight IGBTs of CHB-MLI for triggering. The 
signals are recorded using HIOKI Power analyzer and 
dynamic results are captured using KEYSIGHT digital storage 
oscilloscope. The experimental results have been recorded  
without PV integration and discussed next. 
 

A. Steady State Experimental Results 
 
 

Fig.4 (a-c) shows the steady state waveforms obtained using 
warped filter. The steady waveforms show the source voltage 
Vs(V) w.r.t to source current iS(A), load current iL(A), 
compensating current iC(A). Fig. 4(d) shows the experimental 
results of THD obtained under the distorted source voltage 
found to be 12.47%. The load current shows THD of 32.68% 
as depicted in Fig. 4(f) and the source current THD is 
observed  to be 4.40% after compensation as shown in Fig 4 
(e). The compensator injects current, which significantly 

reduces the THD of supply current as per IEEE-519 stipulated 
standards. 
 
B. Dynamic Experimental Results 

 
The system is tested under dynamic load variations and well as 
in distorted voltage grid conditions. The grid voltage distortion 
of magnitude ttttVs  5sin143sin50.49sin110)(  is 

added at=0.7s till t=0.8s as depicted in Fig. 5(a-b). The second 
order generalized integrator (SOGI) block has been 
implemented to generate the filtered unit template. The 
estimated phase angle ̂ and amplitude of voltage (vt) and unit 
sine template under distorted grid conditions are shown in 
Fig.5a . During distorted grid condition as shown on Fig 5(b), 
when sudden load is increased then the estimated fundamental 
weights from warped filter converge quickly within 1⁓2 cycles 
and SOGI filter correctly estimate the unit templates. 
 
The experimental closed loop performances of proposed 
system under distorted grid conditions are presented in Figure 
6(a-b).  It is seen from the fig .6(a) that the during sudden 
decrease in the load the both the DC link voltages stabilizes to 
steady state value within few cycles with minimum variations 
that means the PI controller quickly response to the proposed 
system. Likewise, from fig. 6(b) the load current is varied 
under distorted grid condition.  

 
The system is tested under dynamic load conditions. It is 
observed from the figures that during sudden load dynamics 
the DC link voltage quickly stabilizes to steady state value 
within 1⁓2 cycles and source current in phase with the load 
current. The obtained results are satisfactory. 

 

  
(a)                                            (b) 

 
(c)                                              (d)     

 
                       (e)       (f) 

Fig.4  (a-f) Harmonic spectrum (THD) analysis (a) Vs(V) 
with iS(A) (b) Vs(V) with iL(A) (c) Vs(V) with iC(A) (d) THD 

of Vs(V) (e) THD of iL(A) and (f) THD of iS(A) 
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Fig. 6 Experimental dynamics results of  (a) IL(A), VDC1(V), 
VDC2(V), Wp(A) (b) Vs(V), is(A), iL(A) and VDC(V) 
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V CONCLUSION 

In the proposed study, warped digital filter has been 
implemented for a single-phase single-stage PV integrated grid 
connected system for harmonic elimination and shunt 
compensation. The 5-level CHB-MLI is used as DSTATCOM 
unit, which is controlled using the proposed algorithm and 
serves multiple objectives. Power quality is improved with 
features such as reactive power compensation, power factor 
improvement and harmonic reduction. A SOGI based 
synchronization technique has been used for the generation of 
unit sine templates under distorted grid conditions. In the 
laboratory, a prototype model has been developed to test the 
effectiveness of the proposed configuration. Extensive 
simulation and experimental results have been demonstrated 
and THD obtained in utility grid voltage and current is <5% as 
required by IEEE-519 standard. 
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Abstract – Fraud regarding Credit card transactions is a 
growing concern for both consumers and financial institutions. 
Traditional methods of detection, such as rule-based systems and 
manual review, are often time-consuming and ineffective. 
Machine learning algorithms offer a potential technique for 
identifying fraudulent transactions regarding credit cards. These 
algorithms can learn from past transactions and detect patterns 
that indicate fraudulent activity. In this paper, we review 
different machine learning methods that have been used to
identify credit card frauds, including decision trees, neural 
networks, and clustering algorithms. We also discuss the 
challenges associated with using these techniques, such as 
handling imbalanced data and ensuring robustness to changing 
fraud patterns. Ultimately, this article reflects the need for more 
research in this field and shows how machine learning 
approaches might be used to predict fraud using credit cards. 

Keywords – Naïve Baye algorithm, KNN (k-nearest neighbour) 
algorithm, Random Forest algorithm, and Regression algorithm. 

I. INTRODUCTION

The Term "Fraud" refers to the purposeful deceit and 
dishonesty committed for a personal advantage. Due to the 
extensive usage of the internet, many people and organisations 
have been made the subject of fraud. According to studies, 
efforts at commercial fraud have increased in 2018 compared to 
2016. Additionally, the E-commerce Fraud Index reports that 
retail fraud rates climbed from 0.06% in 2016 to 0.23% in 
2017. Additionally, 10% of all frauds are thought to be credit 
card-related, costing businesses a lot of money. The number of 
active cards and the accompanying transaction data are growing 
along with the number of digital transactions. As a result, 
researchers have started using numerous tools such machine 
learning techniques, categorization, and clustering approaches 
as the amount of data to be analysed throughout the detection 
phase has expanded. A lot of people are also concentrating on 
creating early-detection tools for credit card theft. Other 
academics are looking towards ways to identify fraud that are 
more accurate and efficient. 

Machine learning and other similar approaches, such as 
Decision Trees (DT), Logistic Regression (LR) are commonly 
used in the identification of fraud. These AI techniques may be 
used to a variety of problems across various fields and 
specialities, many of which usually involve enormous amounts 
of data. The usefulness of machine learning techniques in these 
applications has to be evaluated and studied despite the fact that 
several ways to avoid and identify fraud have been offered. 

A. Clustering 
The process of dividing a large set of data into smaller, 

similar groups based on their common characteristics is known 
as clustering. Items within a cluster will share similar 
properties, while items in different clusters may have distinct 
characteristics. This is illustrated in the Fig. 1. 

B. Classification and Methods 
Certain algorithms can be used to find patterns or make 

inferences when input values are supplied from a sizable 
dataset. These techniques make an effort to separate multiple 
outputs as per input. Algorithms for machine learning are 
frequently utilised to carry out these tasks. The many categories 
used in machine learning are shown in Fig. 2 below. 

C. Construction of references  
The output of this method of supervised learning is directly 

determined by the user's input data. This is frequently used with 
dataset that doesn't have any particular discrete values. These 
forecasts employ ML methods for Performance Evaluation of 
ML Methods for Detecting Credit Card Fraud. Main objective 
of this study is to evaluate the efficacy, precision of various ML 
classifiers as they are applied to prediction analysis and 
preventative analysis of particular algorithms. Additive 
techniques like oversampling and binary classification are 
significant components. 

The remainder of the article is arranged and segmented into 
research-related sections. A summary of the works that are 
connected to the problem is provided in Section 2. The 
architecture and methodology investigation are provided in 
Section 3 with specifics using inference from several 
classifiers. The analysis of the test findings and their values are 
shown in Section 4 together with the results and graphical 
representations. In section 5, which comes to a conclusion, we 
highlight the future dimensions of the issue and its constraints 
for future research. 

Fig. 1. Clustering technique
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Fig. 2. Classification methods of Machine learning 

Fig. 3. The flow process diagram for developing a machine 

II. RELATED WORK

The categorization of credit card transactions—as either 
genuine or fraudulent—is largely a dichotomous problem. In 
essence, topics like detecting fraud, which evaluates if credit 
card purchases are legitimate or fraudulent, are included in data 
mining categorization. Webservices-based cohesive schemes, 
which enable private entities like financial firms to share 
information about the configurations and recurrence of fraud in 

order to boost fraud detection functionality and minimise 
financial loss, are another technique and factor method used 
during fraud detection in addition to data mining. The key 
processes in developing any Machine Learning model are 
shown in Fig. 3 below [1]. To tackle the problem of fraud 
detection, various experimental investigations have used a 
variety of Machine Learning methods. 

A data-driven method for configuring fraud warnings has 
been put out in [1] and relies on a few aspects including 
Oversampling under sizes and SMOTE methodology. A few 
writers [2] have compared several models and their analyses in 
their works, including XGBOOST, Random Forest, Decision 
Trees, etc. New methods like Adaboost and Majority Voting 
approaches that add to or improve the performance of the ML 
algorithm have also been studied. [3, 4] 

While the algorithms are being implemented, Feature 
Selection (FS) with optimization is utilised in Artificial Neural 
Networks (ANN) to choose the necessary features [5]. When 
more than one valid parameter is provided, choosing the most 
useful characteristic becomes crucial. A novel structured 
sequenced learning ensemble classifier that enhances 
performance is also demonstrated [6, 7]. Numerous categories 
have had their measurements and performance examined. This 
provides a general notion of the range of metrics that may be 
taken into account when choosing an algorithm. By comparing 
the results of 5 various ways, it is possible to analyse the 
adaptive features selection procedures [8], which make it 
simpler to separate and weed out the irrelevant traits. The 
precision and accuracy found in [10, 11] are depicted in the 
picture below. 

Fig. 4. Working of a credit card fraud detection model 

Priya Gupta 's research that in-depth explores the major 
aspects of RF and its limitations discusses the structured 
comprehensive investigation on the use of Random Forest [12].
In the study linked [13] which compares and contrasts different 
strategies, the idea of real-time deep learning and binary data 
categorization by multiple methods has also been covered. 
Hassan Najadat and others who have also used other six tactics 
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like Ada Boost etc. [14] are looking at a powerful and new tool 
of bidirectional Long short-term memory (BiLSTM) and 
bidirectional Gated recurrent unit (BiGRU) to help boost the 
performance [15]. Figure 4 depicts a typical credit card 
transaction. To determine if a transaction is fraudulent or 
authentic, novel solutions that successfully address the skew 
distribution of data are evaluated using ML methodology and 
the creation of the API (Application Programming Interface) 
module [16, 17]. 

A particular ML criterion has been employed on the dataset 
and F1-score of those are produced to analyse it in the work by 
Aadhya Kaul and others, [18] and Naive Bayes is used in 
arbitrary classification. The study examines the various 
strategies in search of the most effective approach. Machine 
learning approaches and their capabilities are contrasted with 
those of data processing techniques, and predictions are made 
as a result. [19] also describes the 95% accurate supervised 
based dataset categorization utilising normalisation and 
principal element analysis. 

GridSearchCV for HyperParameters Optimization (HPO), 
Recursive Feature Elimination (RFE) for the selection of useful 
predictive features, and Synthetic Minority Oversampling 
(SMOTE) to solve the imbalanced or disproportionate data 
problem are three sub-methods that make up the hybrid 
approach that is also proposed [19]. Apapan Pumsiriratin and 
colleagues in their study introduced an auto-encoder based deep 
learning approach and restricted Boltzmann Machine (RBM) 
are applied in hidden layers to uncover patterns [22] and 
anomalies in the massive quantity of data. The findings show 
the mean squared error as well as the area underneath the curve. 
The comparison of several machine learning classifiers and 
algorithms and their performance accuracy was the exclusive 
subject of this article. 

III. PROPOSED WORK

Fraud detection is like a Boolean classification issue where 
each given interaction or exchange is classified as either 
illegitimate or genuine.  Naive Bayes, Decision Trees, Random 
Forest, and K-Nearest Neighbour methods were a few of the 
popular classification techniques employed in this study. 

Effective use of these algorithms necessitates a number of 
phases, including data collection, cleaning, research, 
visualisation, training of the algorithms, and evaluation of the 
outcomes. 

A. Naïve Bayes 
It's a theory supported by two pillars. Each feature in an 

entry that has to be split into two halves initially contributes 
equally. Second, the values they show do not indicate anything 
about the features because all of the aforementioned traits are 
statistically unrelated to one another. That may not always be 
the case, and in these situations, the Bayes rule is used to assess 
the validity of the assertion. For instance, the projected class is 
the one with the highest chance. 

Fig. 5. Naïve Bayed algorithm 

Uncertain probabilities are only compared in this case to the 
previously existing values obtained utilising Bayesian concepts, 
which rely on prior knowledge to construct logics. The 
flowchart with multiple predictions in Fig. 5 [21] below depicts 
the structure of how this algorithm functions. 
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Fig. 6. Structure of a decision tree 

B. Decision Tree 
Classification trees and Regression trees   are the main types 

of trees used in this procedure. In this scenario, a decision tree 
is constructed using a training set. This decision tree's structure 
is made up of many nodes, the uppermost of which is referred 
to simply as the root of the tree. The other nodes on the tree 
stand in for the feature testing, each branch that follows for the 
test result, but every leaf node for a class label. 

The classes that the model would yield if it used that 
prediction as its final conclusion are likewise shown in these 
leaf nodes in Fig. 6. Therefore, a proper traversal of the 
decision tree will reveal the prediction. The C4.5, CART, and 
ID3 are some examples of decision tree methods. By repeatedly 
using the divide-and-solve method to break the primary 
problem into smaller problems, this algorithm handles the fixed 
set of data. Figure 6 [12] depicts the structure of a decision tree. 

C. KNN Algorithm 
This employs a straightforward logic in that it plots all of 

the training instances already in existence before classifying the 
instances with no labels dependent on who their closest 
neighbours are. Here, the instances are used directly for 
analysis, in contrast to decision trees. However, it is also 
recognised that since the algorithms in this area were created 
using training models, they are all already instance-based. In 
this instance, the unlabelled instance is broken into categories 
using the metric and the separation between each instance. The 
class with the largest percentage is designated as the unlabelled 
class.  

D. Random Forest classifier 
This method is really an easy implementation of a Random 

Forest Bayes classifier, which uses Decision trees [12]. It might 
also be considered a stage of the Logistic Regression procedure 
[6]. It is a training algorithm that approaches ensemble-tree 
optimization techniques in a novel way. The training data set 
that was used in the experiment was primarily chosen from a 
range of randomly chosen portions. Thus, as the path continues, 
the other trees that are a part of it cast ballots for the objects 
that belong to the class. 

Before importing the appropriate Python libraries for 
any of the test processes, the relevant data set is 
uploaded in the frame. 

In agreement, this data has now been separated into a 
train dataset and a test dataset. 

With the provided training dataset Random Forest 
Regression model is utilised. 

These actions are followed by an evaluation of the test 
results, the creation of a forecast, and the creation of 
the relevant confusion matrix. 

IV. RESULTS AND DISCUSSIONS 
Since the goal of this study is to develop an appropriate 

method to manage the enormous quantities of data that are 
employed as source for a con-detecting model, a real 
assessment of M.L. algorithms has been undertaken on a credit 
card data. 

A. F1 Strategy  
To estimate the following models and evaluate their output, 

the dataset is split into training data and testing data. Let's look 
into a particular inference made based on the confusion matrix-
based F1-score and hold of accuracy. To better comprehend the 
algorithms' effectiveness, let's evaluate them based on the other 
three characteristics. 

B. Data analysis and Pre-Processing 
The raw data in the dataset utilised for the research was 

sorted and pre-processed in order to boost the classifiers' 
efficiency and reduce their learning and execution times else, it 
would take a while to sort the data according to its basic 
qualities. 

Investigating the dataset feature space and dealing with the 
dataset's imbalance are additional tasks included in the pre-
processing [6]. 

C. Performance Matrix 
The effectiveness of each strategy may be evaluated using a 

variety of metrics, including the Matthews Correlation 
coefficient, sensitivity, specificity, confusion set matrix, 
balanced classification rate, and even false positive rate. The 
amount of samples that properly or incorrectly fit each of the 
identified kinds is listed in a table called a confusion matrix. 
Positive indicates honest transactions in the fraud detection 
challenge, whereas negative indicates dishonest transactions. 

The three factors that are examined here are as follows: 

Specificity: Given the total number of fraud 
occurrences as determined by equation, this is the 
amount of frauds that may be anticipated to occur (2). 

Sensitivity: This is the proportion between the total 
amount of valid transactions and the number of valid 
projections. But the most crucial element in fraud is the 
fraud detection rate or specificity. 
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Fig. 7. KNN Flowchart 

TABLE I. LOGISTIC REGRESSION OUTPUTS

Logistic Regression

Accuracy 0.9789583699074237

Specificity 0.9794958731945226

Sensitivity 0.8870748299319728

F1 score 0.06941580756013745

Fig. 8. Performance validation scores 

According to equation (3), Recall value is thought to imply 
a company will sustain the minimum degree of financial harm. 

Accuracy: This parameter offers the overall 
correctness of the suggested system [6]. Equation (4) 

demonstrates that it gives a total forecast to each 
instance taken. 

Whenever it relates to fraudulent transactions, for instance, 
Occasionally, if the fraction of suspicious transactions to total 
transactions is relatively tiny, the precision of the model can be 
seriously deceptive. As a result, the dataset is totally skewed. 
The objective we're working toward affects the statistics we 
choose as well. In some cases, one approach could aid in 
customer satisfaction while the other one would be more suited 
to stop financial loss. 

TABLE II. KNN OUTPUTS

KNN
Accuracy 0.9383380733354401

Specificity 0.9699882761208029

Sensitivity 0.7408163265306122

F1 score 0.2779220779220779

Fig. 9. Performance validation scores 

TABLE III. DECISION TREE OUTPUTS

Decision Tree

Accuracy 0.9491924440855306

Specificity 0.9496248358656912

Sensitivity 0.7482993197278912

F1 score 0.3612456747404844

Fig. 10. Performance validation scores 
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TABLE IV. NAÏVE BAYES OUTPUTS

Naive Bayes 
Accuracy 0.6930362932013154 
Specificity 0.7936339335959481 
Sensitivity 0.6462585034013606 
F1 score 0.44203821656050957 

 
Fig. 11. Performance validation scores 

TABLE V. RANDOM FOREST OUTPUTS

 

 

Fig. 12. Performance Validation scores 

V. CONCLUSION AND FUTURE WORK

In conclusion, credit card fraud detection is an important 
task that requires efficient and accurate methods. Machine 
learning algorithms have proven to be a valuable tool in this 
regard, and among these, Naive Bayes, Random Forest, 
Logistic Regression, and Decision Trees have been widely 
used. By studying previous transactions and spotting patterns 
that point to fraudulent behaviour, these algorithms have 
proven successful in recognising credit card fraud. However, 
there are also challenges associated with using these 
techniques, such as handling imbalanced data and ensuring 

robustness to changing fraud patterns. Future research should 
thus concentrate on overcoming these difficulties and creating 
more sophisticated supervised ML methods for fraud detection 
with credit cards. Additionally, the integration of other 
technologies such as biometrics and blockchain can be 
researched to help make detection of credit card fraud systems 
more secure and effective. More research on machine learning 
techniques and technologies is required in order to develop a 
system that can identify credit card fraud with greater accuracy 
and dependability. 
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Abstract
This paper proposes a novel dielectric modulated step-graded germanium source biotube FET for label-free biosensing 
applications. Its integrated structure and unique design combine the benefits of the gate stack, germanium source, triple-
gate architecture, and a step-graded biotube channel, resulting in superior performance over existing biosensors. A 
compact two-dimensional analytical model for channel potential, drain current, threshold voltage, and subthreshold 
swing has been formulated and agrees well with the simulated results. The comprehensive investigation of different 
device parameters, including doping and bias, offers valuable insights into optimizing the biosensor’s performance. The 
proposed biosensor exhibits remarkable sensitivity, achieving up to 263 mV and 1495.52 nA for certain biomolecules, 
which has been validated by a compact analytical model and simulations performed on the SILVACO TCAD simulator. 
Several parameters are employed to assess the biosensor's effectiveness: threshold voltage, ION/IOFF ratio, subthreshold 
swing, off-current, peak trans-conductance, and on-current. Furthermore, the biotube channel design enables lightweight 
and cost-efficient biosensors, enhancing the biosensor’s practicality. This work also includes an analysis of the effect of 
temperature on the biosensor’s performance and characteristics, providing insights into practical applications. High 
sensitivity of the biosensor signifies a significant advancement in biosensing technology, suggesting a wide range of 
potential applications in biomedical field. 

List of abbreviations and symbols

Abbreviation Description

CMOS           Complementary Metal Oxide Semiconductor
DM                            Dielectric Modulated
DM-FET                          Dielectric Modulated-Field Effect Transistor
DM-SGGS-BTFS     DM-Surrounding Gate Germanium Source-Biotube FET Sensor
FET                           Field Effect Transistor
FTSGP                      Forward Triple Step Graded Profile
IIFET                        Impact Ionization Field Effect Transistor
gd                                             Output Conductance
gm                                             Transconductance
gmp                              Peak Transconductance
ION                             On-Current
IOFF                            Off-Current
ION/IOFF                      Current Ratio
Kbio                                         Dielectric Constant of Biomolecules
MOSFET                  Metal Oxide Semiconductor Field Effect Transistor
Nf                                               Charge Density of Biomolecules
RTSGP                     Reverse Triple Step Graded Profile
SCE                          Short Channel Effects
SG-MOSFET           Surrounding Gate-MOSFET
SFCR                                       Fractional Sensitivity in ION/IOFF Ratio     
Sgm                                          Transconductance Sensitivity
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Sgd                            Output Conductance Sensitivity
Sgmp                                         Peak Transconductance Sensitivity
SIDS                                     Drain Current Sensitivity
SM                                        Sensitivity with respect to sensing metric ‘M’
SSS                                       Subthreshold Swing Sensitivity
SVt                                       Threshold Voltage Sensitivity
TCAD                      Technology Computer Aided Design
TFET                      Tunnel Field Effect Transistor
VGS                           Gate Voltage
VDS                                     Drain Voltage

1. Introduction

The exponential and rapid development of technology has led to the progressive evolution of Field Effect Transistor 
(FET) devices [1–4]. Field effect transistors are effectively used in sensing applications due to scalability and high 
sensitivity. Sensing technologies have evolved over the years, leveraging advancements in electronics and 
miniaturization to enhance their capabilities. From simple temperature and pressure sensors to sophisticated devices like 
pH/biomolecules/gas sensors, the range of sensing applications has expanded rapidly. Most of the FET sensors utilize the 
basic principles of dielectric modulation to detect and measure various physical parameters. To enhance the selectivity of 
these dielectric modulated FET based biosensors, the FET device is integrated with a sensing element, which could be a 
specific material, a biomolecule, or an enzyme. The development of FET sensing and biosensors has opened up new 
possibilities for real-time, label-free, and portable sensing devices, with the potential to transform healthcare, agriculture, 
and environmental monitoring. 

FET based biosensors generally utilize the principle of dielectric modulation for label-free detection of biochemical 
species. Dielectric modulated FET (DM-FET) biosensors have gained attention in recent years for their potential 
applications in biomedical field [5,6]. The main advantage of a DM-FET based biosensor is its ability to detect 
biomolecules without the need for labeling (label-free detection). Generally, when biomolecules are trapped within the 
embedded cavity (without any bioreceptor layer), the characteristics of FET undergo changes that enable the detection of 
biomolecules by analyzing the relative change in the sensing metric (threshold voltage/drain current/current 
ratio/subthreshold swing). However, a significant drawback of this type of detection is its poor selectivity [6]. To address 
this limitation, the selectivity of the DM-FET biosensor can be greatly enhanced by incorporating an additional 
bioreceptor layer, which is functionalized on the gate oxide layer and specifically binds to the target biomolecule 
(biotarget). The incorporation of an additional bioreceptor layer significantly improves the selectivity but could increase 
the complexity of the fabrication process in the nanoscale regime and may lead to a decrease in sensitivity (considering 
the relative change in the value of the sensing metric). Various biotarget - bioreceptor systems have been employed in 
FET biosensors, as reported in the existing literature [4,7–10]. Examples include the interaction between Streptavidin and 
Biotin, the utilization of Iris antibody (anti-Iris) for binding to the Iris antigen, and the Avian influenza antibody (anti-AI) 
targeting the Avian influenza surface antigen (AIa). 

In real scenario, DM-FET biosensor utilizes the concept of dielectric modulation to detect the presence or absence of 
biomolecules. The gate oxide layer is functionalized with a bioreceptor capable of specifically binding the desired 
biomolecule, known as the biotarget. The interaction between the biotarget and bioreceptor leads to alterations in the 
electrical characteristics of the device (FET), including electric potential, conduction current, and electron concentration 
in the channel. The observed changes in electrical properties (characteristics) are similar to the changes induced by the 
application of an external gate voltage (gate/drain voltage). The degree and extent of changes in the sensing metrics 
following the binding of biomolecules to the bioreceptor can be utilized for biomolecule detection. Therefore the 
sensitivity of a DM-FET biosensor can be defined as the change in the biosensor's output, which corresponds to 
variations in the concentration/charge density of analyte, serves as an indicator for detecting the presence or absence of 
biomolecules. This detection relies on properties such as the dielectric constant (or permittivity) as well as, charge 
density of the biomolecules [5–7]. However, DM-FET biosensors also have some disadvantages such as sensitivity to 
operating conditions and environmental conditions (temperature, humidity, high/low frequency noise etc); manufacturing 
complexity achieving a high level of accuracy and precision in creating nanometer-scale cavities with desired shape and 
perfection); selectivity issues (limitation in multi-analyte detection: simultaneous detection of multiple analytes in a 
single complex sample is challenging and non-specific binding: leads to false-positive output); and stability issues along 
with the reliability issues affecting the long-term performance (various environmental factors and aging effects can lead 
to changes in the properties of the dielectric layer, which can impact the biosensor's electrical response; and furthermore, 
the presence of different biomolecules trapped within the cavity can gradually cause tear over extended periods).

FET has specifically three primary variants which are utilized in biosensing applications: Metal Oxide 
Semiconductor Field Effect Transistor (MOSFET), Tunnel Field Effect Transistor (TFET), and Impact Ionization Field 
Effect Transistor (IIFET). TFET and IIFET are the newer variants, whereas MOSFET is one of the oldest and utilitarian 
variants in the FET family. The rapid progress in nano-bioelectronics has opened up potential applications for MOSFET 
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in label-free electrical detection of biomolecules. MOSFET has gained attention due to their high sensitivity, 
compatibility with CMOS technology, and the ease of fabricating biosensing systems onto integrated circuits. The 
development of TFET based biosensors has emerged as a promising avenue for sensitive and low-power biosensing 
applications [11–13]. TFET, which operate on the principle of quantum tunneling, offer distinct advantages over 
traditional MOSFET, such as lower power consumption and reduced leakage currents. These unique characteristics make 
TFET well-suited for biosensing, where high current sensitivity (subthreshold region) and minimal energy consumption 
are critical. Dwivedi et al. [14] has addressed the location-dependent sensitivity degradation in conventional TFET by 
introducing a pocket TFET biosensor, which combines lateral and vertical tunneling in a single architecture. Dwivedi et 
al. [7] has compared tunneling and accumulation mode p-type transistor architectures as dielectric modulated biosensors, 
showing that while TFET achieve higher sensitivity near the source-channel junction, accumulation mode transistors 
exhibit higher sensitivity for biomolecules located away from the junction. While TFET and IIFET offers unique 
advantages such as lower power consumption or impact ionization-induced amplification, MOSFET currently provide 
better overall performance, reliability, and compatibility with existing technology. Conventionally, MOSFET is often 
considered superior to TFET and IIFET for several reasons:-

i. Compatibility with existing and latest technology: MOSFET has been widely used in the semiconductor 
industry for many years and are compatible with standard CMOS fabrication processes. The manufacturing 
process for MOSFET is well-established/known, resulting in high yield and reliable production. In contrast, 
TFET and IIFET are relatively new variants (technologies) and their fabrication processes are still being 
developed, making them potentially less accessible and reliable (industrial concern/drawback). Furthermore, the 
issue of random dopant fluctuations is more prevalent in TFET compared to MOSFET. This can be attributed to 
the conventional pin-structure of TFET, which necessitates high abrupt doping and the use of different materials 
in the source and drain regions (increasing fabrication complexity) [15,16].

ii. No ambipolar conduction: The issue of ambipolarity in TFET makes them more vulnerable to temperature 
fluctuations, resulting in a degradation of their noise performance. Additionally, in the context of sensing 
applications, a noteworthy drawback emerges as various sensing metrics become highly temperature dependent. 
This means that even a slight change in temperature can cause a significant shift in the value of the sensing 
metric, ultimately leading to undesirable temperature-dependent sensitivity [15].

iii. Higher on-state current: MOSFET generally exhibit higher on-current than TFET resulting in a slightly better 
transconductance and current ratio (comparatively, more suitable in amplifiers, and digital applications). 
Additionally, transconductance and current ratio can be valuable sensing metrics  when utilizing MOSFET for 
different sensing applications.

iv. Performance and speed: MOSFET typically offer higher performance and comparable speed compared to 
TFET and IIFET. MOSFET has been extensively optimized over the years, allowing for high-speed operation 
and efficient switching applications. TFET and IIFET, while offering potential advantages such as lower power 
consumption and lower subthreshold swing, often suffer from reduced performance [15,17–20] in terms of 
speed (tunneling phenomenon causing delay intrinsic delay in charge carrier transport), noise performance 
(ambipolar behavior) and lower on-state current driving capability.

v. Scalability and integration: MOSFET has a well-established scaling roadmap, enabling the fabrication of 
smaller and more integrated devices. They can be readily integrated with other electronic components, allowing 
for the development of complex systems and sensor arrays. TFET and IIFET (being new emerging devices) may 
face challenges in terms of scalability and integration due to their unique device structures and associated 
fabrication complexities [5,21].

vi. Wide range of applications: MOSFET has been extensively studied and applied in various fields, including 
electronics, telecommunications, and biosensing. The versatility, scalability and compatibility with existing 
technology make them suitable for a wide range of applications. TFET and IIFET, being relatively new 
technologies (in terms of usability), are still exploring their potential applications (sensing and biomedical field) 
and may have limited practical implementations.

The exposition of FET based biosensors for sensing nucleic acids [22], pH levels [23,24], proteins [25], and DNA 
[26] has been evaluated and shown in the past. Buitrago et al. [27] has experimentally demonstrated a silicon nanowire-
based FET biosensor. Many non-planar variants of surrounding gate MOSFET biosensors have been reported in the 
recent decade. Pratap et al. [28] has proposed a novel MOSFET-based biosensor that utilizes the concept of a junctionless 
transistor  [29]. Chakraborty et al. [30] reported a variant of surrounding gate MOSFET-based biosensor and has shown 
the effect of gate oxide stacking on the sensitivity. High-k dielectric has numerous advantages [31–33], but direct 
deposition of HfO2 over a silicon substrate is complex due to stability issues and can also degrade the performance of the 
biosensor. Therefore, HfO2 is deposited over a thin layer of SiO2 [34,35]. The literature survey reveals that channel 
doping [36,37]  and source doping [38,39] must be kept low and high, respectively, to obtain superior characteristics. 
Therefore, a detailed study of doping-dependent sensitivity analysis becomes inevitable when investigating the 
performance of any FET-based biosensor. 

Page 3 of 25 AUTHOR SUBMITTED MANUSCRIPT - PHYSSCR-122680.R1

1
2
3
4
5
6
7
8
9
10
11
12
13
14
15
16
17
18
19
20
21
22
23
24
25
26
27
28
29
30
31
32
33
34
35
36
37
38
39
40
41
42
43
44
45
46
47
48
49
50
51
52
53
54
55
56
57
58
59
60 A

cc
ep

te
d 

M
an

us
cr

ip
t



 

4

MOSFET based biosensors [6] have gained attention due to their scalability and high sensitivity [30]. The key 
principle behind the biosensing ability of MOSFET-based biosensors is the relative change in the value of device metrics 
in the presence of biomolecules. Dielectric modulation enables the gate to control the flow of charge carriers. When 
biomolecules are immobilized inside the cavity, they change the net gate oxide capacitance, which in turn alters the 
potential and field distribution. This modulation affects device characteristics, such as subthreshold slope, off-current, 
and threshold voltage. The dielectric modulation of these parameters is the primary reason behind the biosensing 
capability of MOSFET. MOSFET-based biosensors are capable of label-free detection, which utilizes different molecular 
properties to sense biomolecules [40,41].

Optimization of device parameters can result in a highly sensitive biosensor. Goel et al. [42] revealed that the 
sensitivity of biosensors increases with the increase in the number of gates used. The proper choice of source material 
can substantially improve the sensitivity of the biosensor. Wu et al. [43] and Brunco et al. [44] have discussed the 
concept of germanium MOSFET in the past decade. Saha et al. [45] reported a germanium source-based TFET for label-
free detection of biomolecules. Germanium offers more intrinsic charge carriers than silicon, which participates in the 
conduction process [46] and are involved in the biosensing action. The relative change in the various sensing metrics will 
be higher when the numbers of charge carriers are high. Hence, the sensitivity of the biosensor is higher in germanium-
based biosensors. Using a graded channel instead of a non-graded channel improves the device’s performance [47,48]. 
Recently, Singh et al. [49] reported a label-free FET biosensor that uses a graded channel. Although germanium-based 
biosensors are highly sensitive, they have some flaws and drawbacks. Germanium source-based biosensors are costlier 
than their silicon-based counterparts from an economic perspective, and their use is limited due to the limited availability 
of fabrication technology. Additionally, germanium has a lower operating temperature range than silicon, which limits 
the range of temperatures at which it can effectively operate.

This paper comprehensively investigates a dielectric-modulated step-graded germanium-source biotube FET sensor 
(DM-SGGS-BTFS). It shows enhanced sensitivity due to source and channel engineering, which involves using a 
germanium source and a graded-doped biotube filled with air [50]. Both physics-based modeling and simulation-based 
investigation are crucial to optimize the different parameters for designing an ultra-sensitive biosensor. The key novelty 
of this research work lies in two aspects: the structural innovation of the biotube sensor and the comprehensive 
investigation through analytical modeling, considering different sensing metrics and the impact of temperature. The 
structural novelty involves an integrated design of the surrounding gate MOSFET, which incorporates gate engineering 
(triple gate architecture), source engineering (germanium source), channel engineering (tubular channel with step-graded 
doping profile), and gate oxide engineering (oxide stacking: HfO2+SiO2) techniques. The biosensing performance of 
DM-SGGS-BTFS has been effectively analyzed using multiple key sensing metrics such as threshold voltage, 
subthreshold swing, ION/IOFF ratio, drain current, peak transconductance, and peak output conductance. Additionally, the 
developed analytical model takes into account the influence of temperature on various analog performance parameters 
and sensing parameters of the proposed biosensor. One of the primary objectives of this paper is to present an analytical 
model of DM-SGGS-BTFS to investigate its biosensing performance and study the critical insights into the sensitivity 
dependency on different design parameters. To make this analysis more practical and realistic, the effect of partially 
filled cavities on sensitivity has also been considered. The analytical model of the biosensor is based on the non-linear 
parabolic solution of the 2D Poisson’s equation [30]. The potential across the channel is expressed in terms of channel-
surface potential [51,52]. The channel potential, threshold voltage, subthreshold swing, and drain current have been 
analytically derived, and the results show a remarkable agreement with the simulated results.

2. Device structure and software specifications

Figures 1(a) and 1(b) show the 3D cylindrical structure and a cross-sectional view, respectively, of the DM-SGGS-BTFS. 
A layer of HfO2 is formed over the thin layer of SiO2 to form the gate stack. The biotube has an inner radius (a) of 2 nm 
and an outer radius (b) of 10 nm. The biosensor considers a dual-sided cavity, which has the advantage of better fill-in 
factor probability than the single-sided cavity. Additionally, the asymmetric cavity has been preferred since the source-
end open cavity is comparatively more sensitive to biomolecules than the drain-end open cavity [53]. The work function 
of the gate in the multi-gated structures can also affect the sensitivity of the biosensor [54]. Kumari et al. [54] in her work 
mentioned that the sensitivity obtained is highest if the work functions of the gate near to drain is smaller than that of the 
source (ϕM1>ϕM3). Therefore, we have extended the same results for the proposed biosensor in our investigation. All the 
structural parameters of the biosensor are listed in table 1. Table 2 lists the lattice parameters of silicon and germanium in 
a tabular form. This paper primarily focuses on the biosensing performance of DM-SGGS-BTFS, and biosensing 
investigation requires changes in the value of sensing metrics. The net electric field across the channel can be resolved 
into two components: the lateral electric field (across the radial direction) and the horizontal electric field (across the z-
direction). The vertical electric field is the primary factor that controls the sensitivity and affects the biosensor’s 
performance. The vertical electrical field is changing due to the immobilization of biomolecules inside the cavity which 
ultimately changes the gate oxide capacitance [3]. The sensitivity of the biosensor is calculated based on the relative 
change in the value of the sensing metric. The horizontal electric field (doping dependent) is almost constant since the 
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doping of the source, channel, and drain are constant (NS=ND=1019/cm3 and NCha,1=1010/cm3, NCha,2=1014/cm3, 
NCha,3=1018/cm3) [6,55], so it has a negligible effect on the sensitivity.

   

                                           
Figure 1. (a) Cylindrical (3D), and (b) cut-plane (2D) view of DM-SGGS-BTFS.

Table 1. Structural parameters used in the simulation of DM-SGGS-BTFS.

Parameter Value Parameter Value
Drain (ND) 1019/cm3 Silicon LG1 ϕM1 30 nm 5.10 eV [56]
Channel (NCha) 1010-1018/cm3 Silicon LG2 ϕM2 15 nm 4.53 eV [56]Doping
Source (NS) 1019/cm3 Germanium

Gate length 
&

Work function LG3 ϕM3 15 nm 4.10 eV [57]
Oxide thickness (tOX) tO1= tO3=1nm tO2=6nm Source/Drain length 20 nm
Oxide length (LTOT) LO1=30nm LO2=LO3=15nm Channel radius (a & b) a=2 nm b=10nm
Cavity length (LCAV) 45 nm Cavity thickness (tCAV) 6 nm
ni (T=300K) Si: 1.5*1010/cm3 Ge: 2.5*1013/cm3 Boltzmann Constant (KB) 1.38*10-23J/K

B1: Streptavidin (Kbio=2.1) [42] B2 : Protein (Kbio=2.5) [28] B3 : Biotin (Kbio=2.63) [58]
B4 : ChOx (Kbio=3.3) [28] B5 : APTES (Kbio=3.57) [30] B6 :Hydroprotein (Kbio=5) [59]Biomolecules (Kbio) B7 : Keratin (Kbio=8) 

[49]
B8 : DNA (Kbio=5 & Nf=-1e10/cm2 — -1e12/cm2) 

[60,61]
BGN – Bandgap narrowing due to high doping

Boltzmann – Model carrier statistics Lombardi CVT – Basic model for non planar 
MOSFET

Auger – To incorporate effects of recombination at high 
charge densities

FLDMOB – Model velocity saturation at high doping 
and temperature

Physical models

CONMOB – Model concentration-dependent mobility of 
charge carriers

SRH – Recombination model used in surrounding gate 
MOSFET
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Table 2. Lattice parameters.

Lattice Parameters Silicon Germanium
Atomic number 14 32
Atomic weight 28.086 u 72.59 u
Density 2.33 g/cm3 5.32 g/cm3

Crystal structure Diamond cubic (FCC) Diamond cubic (FCC)
Atoms 5*1022 cm-3 4.42*1022 cm-3

Lattice constant 5.429 Ao 5.657 Ao

Nearest neighbour distance 0.235 nm 0.211 nm
Atomic radius 0.132 nm 0.137 nm
Nature of band gap Indirect Indirect
Dielectric constant 11.9 16
Energy gap 1.12 eV 0.67 eV
Electron affinity 4.05 eV 4 eV
Intrinsic carrier concentration 1.5*1010 cm-3 2.5*1013 cm-3

Intrinsic Debye length 24 µm 0.68 µm
Intrinsic resistivity 2.3*105 Ω-cm 45 Ω-cm
Effective DOS in CB (NC) 2.8*1019 cm-3 1.04*1019 cm-3

Effective DOS in VB (NV) 1.04*1019 cm-3 6.0*1018 cm-3

Melting point 1415o C 936o C
Electronic configuration 1s2 2s2 2p6 3s2 3p2 1s2 2s2 2p6 3s2 3p6 4s2 3d10 4p2

Figure 2(a) shows the overall fabrication flowchart [62–64] of DM-SGGS-BTFS [65], while figure 2(b) shows the 
comparison of its sensitivity with an existing FET-based biosensor [28]. The calibration of the proposed device with the 
experimental work reported by Choi et al. [66] is shown in figure 2(c). To better understand the improved biosensing 
action of the proposed biosensor, table 3 lists the structural parameters of a conventional surrounding gate MOSFET, and 
table 4 shows a sensitivity comparison of DM-SGGS-BTFS with a conventional surrounding gate MOSFET-based 
biosensor. The basic parameters and structure of conventional MOSFET and DM-SGGS-BTFS were kept the same to 
facilitate the comparison, and sensitivity was obtained by calculating the relative change (SM) or the fractional change 
(SFM) [6]  where, M denotes the metric of the biosensor. Different sensing metrics have been considered in the analysis 
for a more realistic and reasonable comparison. Also, the fractional sensitivity improvement in the current ratio can be 
seen in the proposed structure, which can also be used as a potential sensing metric. It can be seen that the sensitivity 
improves significantly due to the structural engineering in DM-SGGS-BTFS when compared to a conventional 
MOSFET. Silicon and germanium have different mobility characteristics for electrons and holes, which is one of the 
primary reasons behind the different sensitivity characteristics. To be more precise, the mobility of the conducting 
electrons is approximately twice as high, while the mobility of holes is approximately four times higher in germanium 
compared to silicon [7]. The high mobility in germanium can be attributed to the lower effective mass of its electrons and 
holes. This mobility enhancement leads to an improvement in the subthreshold characteristics. Therefore, for the same 
range of gate or drain voltage, a biosensor utilizing a germanium source (Ge-source) will exhibit a comparatively greater 
variation (swing) in current compared to one utilizing a silicon source. This means DM-SGGS-BTFS utilizing a 
germanium source will exhibit a larger variation in sensing metrics like subthreshold swing and threshold voltage, 
increasing its sensitivity and making it more sensitive to biomolecules when compared to a biosensor utilizing a silicon 
source. 

DM-SGGS-BTFS is a label-free biosensor that uses the molecular and physical properties of biomolecules to detect 
and sense them [30,67–70]. Kim et al. [71] has practically demonstrated the entrapment of streptavidin (size ~5 nm) 
inside a cavity. Different biomolecules are variable in size ranging from few micrometers to few attometers [28]. A dual 
sided asymmetric cavity has been considered which facilitates a high fill-in factor probability along with enhanced 
sensitivity [72]. This work considered the different biomolecules (Kbio=2-8 and size<6 nm) which can be easily localized 
and entrapped inside the cavity (size: 30*6 nm2) of DM-SGGS-BTFS. The orientation of biomolecules also affects the 
localization, i.e. even few biomolecules whose size is greater than 6 nm (less than 30 nm) can be localized inside the 
cavity in horizontal orientation. 

The numerical simulator used is SILVACO TCAD [73] which uses the NEWTON GUMMEL method to solve the 
complex coupled differential equations. Different models that have been used are mentioned in table 1. For the 
simulations performed on the TCAD simulator, the cavity is presumed to be filled with a material having some finite 
dielectric constant (Kbio≠1) when the entire cavity is pervaded with different biomolecules. When the cavity is empty (no 
biomolecules are present), it is presumed to be filled with air (Kair=1). The asymmetric cavity provides comparatively 
more sensitivity when compared to symmetric cavity. Various biomolecules have been considered in this work, which 
solidifies the biosensing investigation of DM-SGGS-BTFS. All the test biomolecules are mentioned in table 1 and have 
been used to analyze the sensitivity of biosensors in the past [28,30,42].
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Figure 2. (a) Flow chart illustrating the basic fabrication steps [74], (b) sensitivity comparison and (c) calibration with experimental work [66]   
in DM-SGGS-BTFS.

Table 3. Parameters description of DM-SGGS-BTFS and conventional MOSFET.

Parameters Conventional MOSFET Our Work
Source/Drain doping 1019  cm-3 1019  cm-3

Channel doping 1010  cm-3 NCha,1=1010 cm-3 / NCha,2=1014 cm-3 / NCha,3=1018cm-3

Work function 4.8 eV ϕM1=5.1 eV / ϕM2= 4.53 eV / ϕM3=4.1 eV
Gate oxide SiO2 (8nm) SiO2 (1nm) + HfO2 (7nm)
Channel length 60 nm 60 nm
Cavity length 30 nm + 15 nm 30 nm + 15 nm
Cavity thickness 6 nm 6 nm
Channel radius 10 nm 10 nm
Source material Silicon Germanium

LO1=30nm , LO2=15nm , LO3=15nm LCha,1=30nm , LCha,2=15nm , LCha,3=15nm
LG1=30nm , LG2=15nm , LG3=15nm
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Table 4. Sensitivity comparison of DM-SGGS-BTFS with a conventional SG-MOSFET.

 [28]( _ ) ( _ )MS M without biomolecules M with biomolecules 

M : Threshold Voltage
 (SVt : mV)

M : Subthreshold Swing 
(SSS : mV/decade)

M : Off Current 
(SIOFF : fA)Biosensor Sensitivity

( _ )
( _ )FCR

CR with biomoleculesS
CR without biomolecules

  [70]ON

OFF

ICR
I


ION : On Current 
IOFF : Off Current
CR : Current Ratio (107)

Neutral biomolecules B1 B2 B3 B4 B5 B6 B7

SVt 45.839 53.24 55.017 59.936 60.166 66.502 75.868
SIOFF 1358.282 1430.553 1445.428 1490.462 1500.333 1524.958 1537.601
SSS 6.0116 7.2199 7.5517 8.923 9.3524 10.924 12.448
SFCR 11.5616 20.13218 23.52495 45.36716 55.93344 121.5954 268.3308

Conventional
SG-MOSFET

ION/IOFF 46.8831 81.6374 95.3953 183.967 226.814 493.078 1088.1
SVt 137.484 158.385 163.811 184.908 191.117 212.456 231.596
SIOFF 3367.4676 3397.0077 3401.0546 3409.24658 3410.26932 3411.729197 3411.967703
SSS 6.0618 7.8327 8.3253 10.3935 11.096 13.5831 15.7545
SFCR 73.07833 213.3475 290.6677 1126.405 1775.47 10886.79 86145.18

DM-SGGS-
BTFS

ION/IOFF 7.3804 21.5466 29.3554 113.759 179.31 1099.49 8700.06
Charged  biomolecules B81 B82 B83 B84 B85 B86

SVt 68.034 79.857 92.847 114.126 182.702 241.128
SIOFF 1526.455 1530.443 1534.752 1542.807 1549.301 1549.735
SSS 10.9149 10.8865 10.8511 10.7442 10.4423 10.2505
SFCR 129.061643 154.413364 196.4094331 406.5429203 4666.701191 28556.10384

Conventional 
SG-MOSFET

ION/IOFF 523.354 626.157 796.454 1648.56 18923.8 115797
SVt 213.277 215.646 218.641 226.528 244.601 256.891
SIOFF 3410.74998 3411.803 3414.857 3415.945 3416.998 3420
SSS 13.5916 13.6154 13.6438 13.7228 13.7661 13.9795
SFCR 11579.8124 13921.65794 17762.22114 36474.01305 441801.9071 1414157.417

DM-SGGS-
BTFS

ION/IOFF 1169.48 1405.99 1793.86 3683.62 4519.6 142820
B81 : Nf=-1*1010/cm2 B82 : Nf=-4*1010/cm2 B83 : Nf =-8*1010/cm2 B84 : Nf =-2*1011/cm2 B85 : Nf =-6*1011/cm2 B86 : Nf =-1*1012/cm2

ϕM1=5.10 eV [56] , ϕM2=4.53 eV [56] , ϕM3=4.10 eV [57] ϕM(SGM)=4.80 eV [75]

3. Device modelling

3.1 Channel potential
The potential distribution ψ(r,z,T) across the channel satisfies 2D Poisson’s equation and is given by,

               
    

2

2

1 , , , , Cha

Cha

qNr r z T r z T
r r r z

 


          
(1)

where q, NCha, and ϵCha denote the electronic charge, channel doping, and channel permittivity, respectively. The radius of 
the channel is b, so r=b denotes the surface interface between the channel and oxide layer with potential expressed as 
ψS(z,T) or ψ(b,z,T). ψ(r,z,T) is an implicit function of multiple variables, so its solution follows the parabolic potential 
profile and can be expressed as  

                      2
0 1 2, , , , ,r z T M z T M z T r M z T r    (2)

where coefficients M0, M1, and M2 (mentioned in Appendix A)  be determined using the different boundary conditions.

Various boundary conditions used are :- 

(i)                                                                                                                                1
1 ,1

( ) ( )

, , ln S ChaB
bi

i Si i Ge

N Nk Tr z T V
q n n


           

(3)

where, Vbi,1 denotes the potential barrier at the source-channel junction, ni(Ge)/ni(Si) are the intrinsic concentration of 
charge carriers in germanium and silicon, kB denotes the Boltzmann constant (1.38066*10-23 J/K),  and  T denotes the 
temperature.

(ii) 

             

   3
4 ,4 2

( )

, , ln Cha DB
bi DS DS

i Si

N Nk Tr z T V V V
q n


 

     
 

(4)

where, Vbi,4 denotes the potential barrier at the drain-channel junction, and ND (NS) denotes the doping of drain (source). 

(iii) Electric field is continuous at z=z2 and z=z3,
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,                                                
     

2 2

, , , ,

z z z z

r z T r z T
z z

 

  

 


 
     

3 3

, , , ,

z z z z

r z T r z T
z z

 

  

 


 
(5)

(iv) Electric field inside the bio-tube is zero.

     
                                                      ( , , ) 0

r a

r z T
r









(6)

(v)  ,                                                                   2 2, ,r z T V    3 3, ,r z T V   (7)
(vi) Electric field is continuous at the Si-SiO2 interface since electric flux density is the same just above and below the Si-
SiO2 interface in the absence of any interface trap charges. 

 

,  
             

 
    

, ,
, ,Cha ox GS FB r b

r b

r z T
C V V r z T

r


 
 




    

    *, ,
,ox

GS S
Char b

r z T C V z T
r




 



    (8)

where, is the effective gate voltage that governs the bending in the energy bands, and COX / VGS / VFB is *
GS GS FBV V V 

the gate oxide capacitance per unit area, gate voltage, and flat-band voltage. ψS(z,T) denotes the channel potential at r=b.  

vii)  ,             2 2 ,2( , ) ( , ) bir z r z V    3 3 ,3( , ) ( , ) bir z r z V    (9)

viii)
 
, 

                                                                                  

1 2
,2 2

( )

ln Cha ChaB
bi

i Si

N Nk TV
q n

          

2 3
,3 2

( )

ln Cha ChaB
bi

i Si

N Nk TV
q n

          
(10)

where, Vbi,1, Vbi,2, Vbi,3, and Vbi,4 denote the built-in potential barrier at z1, z2, z3, and z4, respectively. NCha,1, NCha,2, and 
NCha,3 denotes the channel doping in region A, B, and C, respectively. Using the above boundary conditions, it is possible 
to express the potential in terms of device parameters as given below,

 
   

   
 

 
 

 
 

2 * * *2 , , ,
2, , ,

2 2

C ab b V z T C a V z T C V z TOX GS S OX GS S OX GS Sr z T z T r rS b a b a b aCha Cha Cha

  
 

  

                     
  

(11)

For incorporating the effect of temperature, different relations have been formulated as given below [76–80],

 

,
  

                          
0

2 2300
300G G G

G G

TE T E E
E T E

 

 
   
   

     ,
2

G
Sil Sil F Cha

E T
T q N T     (12 )a

 
,  

         
 

3
2

0
( )exp

300 2
G

i
B

qE TTn T A
K T

     
   

   
, ln ChaB

F Cha
i

NK TN T
q n T


 
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 

(12 )b

, 
         

   '
GS GS FBV T V V T      f

FB M Sil

qN
V T T

C
 

 
    

 
(12 )c

Values of constant A0, EG0, EGα and EGβ for silicon and germanium are 2.2717*1019, 1.1, 4.73*10-4, 636 and 
0.759144*1019, 0.66,  4.77*10-4, 235 respectively [76]. The rest of the symbols has the usual meaning. ϕSil/ϕM, χSil, and ϕF 
denote the work function of channel/metal, electron affinity, and Fermi potential of channel, respectively. Putting (11) 
back in (1) yields a differential equation in terms of the surface channel potential ψS(z,T),   

                                             
   

2
2

2

,
,S

S

z T
z T

z


  


 


(13)

The generalized form of ψS(z,T) in three different regions are:-

Region A (z1 ≤ z ≤z2):                                                  1 1

1 1 1 1,
z z

S z T g T e h T e T  


   (14)

 
, 

 
 , 

         

 
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1 1
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1 1

2
'

1 2 2
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 
   

1 1
2

f
FB M Sil

qN
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
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Region B (z2 ≤ z ≤z3):                                2 2

2 2 2 2,
z z
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Region C (z3 ≤ z ≤z4):                                                        3 3

3 3 3 3,
z z
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
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V1 (V4) is the potential at the source (drain) junction, respectively. The coefficients g1, h1, g2 h2, g3, and h3 can be 
determined using the boundary conditions and can be expressed as,

        

   
1 2 2 1

1 1 1 1
1 1 1 2

1 2

1

0.5

sinh

z z z z

g T T e e V e V e
z z

   



     
            

 

(20 )a

                                                                                        

 
2 1 1 2

1 1 1 1
1 1 2 1

1 2

1

0.5( )
sinh

z z z z

h T T e e V e V e
z z

   



  
            

 

(20 )b

                                                                                        

   
3 32 2

2 2 2 2
2 2 2 ,2 3

2 3

2

0.5( )
sinh

z zz z

big T T e e V V e V e
z z

   



    
              

 

(21 )a

                                                                                

   
3 32 2

2 2 2 2
2 2 3 2 ,2

2 3

2

0.5( )
sinh

z zz z

bih T T e e V e V V e
z z

   



  
              

 

(21 )b

                                                                                

   
3 34 4

3 3 3 3
3 3 3 ,3 4

3 4

3

0.5( )
sinh

z zz z

big T T e e V V e V e
z z

   



    
             

 

(22 )a

                                                                                

   
3 34 4

3 3 3 3
3 3 4 3 ,3

3 4

3

0.5( )
sinh

z zz z

bih T T e e V e V V e
z z

   



  
             

 

(22 )b

Boundary conditions at z2 and z3 can be used to evaluate V2 and V3 due to the continuity of the electric field at z2 and 
z3.

  
,  
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 ,                                                                                                     2 4 3 2V f sf tf   3 4 2 1V f sf tf  (23 )b
Values of s, t, and f1-f4 are mentioned in Appendix A.

3.2 Threshold voltage 
A significant amount of conduction current will flow only after applying a gate voltage greater than the threshold 
voltage. When the VGS equals Vt, the minimum channel potential is 2ϕF. Since drain-to-source voltage decreases while 
moving towards the source and hence, minimum channel potential occurs in region-A. The threshold voltage is solved by 
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substituting the value of minimum channel potential (obtained by differentiating the surface potential), and putting 
VGS=Vt will yield a quadratic equation in terms of Vt.

                                                                                                                                  

2
12 12 11 13

11

4
2t

r r r r
V

r
  

 (24)

Values of r11, r12, and r13 are mentioned in Appendix B.

3.3 Drain current and subthreshold swing
The drain current can be modelled for linear region in the three different regions as [28,81,82],
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Appropriate boundary conditions can be used to calculate VP and VQ and can be expressed as,

 ,      
                               

1,2 2( , )P bi SV V r z 
2,3 3( , )Q bi SV V r z  (28)

The drain current is calculated in the saturation region by replacing VDS with VDS,Sat.
       ,                                
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(30)

where vSat and μefld are the saturation velocity of electrons (vSat=1*107 cm/s) and maximum low field mobility.  is the 

fitting parameter (0.43), and μn is the mobility of electrons. COX1/COX2/COX3 is the oxide capacitance per unit area. 
Subthreshold swing describes the swing in gate voltage obtained when the drain current is changed by a  decade and is 
calculated as given below [83]

                                                                                                                                    
 

min

1
, ,

ln10T
GS

Z

b z T
SS V

V


         
(31)

3.4 Sensitivity
Relative change in the device metric (M) has been considered for the investigation of the biosensor and is given below,   

                                                                                                       M Air BioS M M  (32)
where MBio/MAir denotes the actual value of metric in the presence/absence of biomolecules and SM is the sensitivity for 
the sensing metric ‘M’.

4. Results and discussion

When the biomolecules are completely entrapped inside the nanogap cavity, they change the effective gate oxide 
capacitance, which in turn changes the potential and electric field profile. Figure 3 shows the potential profile across the 
channel for different biomolecules, while its inset shows the minimum channel potential for different cavity thicknesses. 
The significant relative change in potential is an excellent qualitative indicator of the improved biosensing ability. A 
sharp change in the potential can be observed with the increasing dielectric constant of biomolecules. This sharp decrease 
in the minimum potential across the channel is due to the increased effective gate oxide capacitance. This improves 
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coupling and interaction between the charge carriers and the gate. Furthermore,  the relative change in potential increases 
with the increasing Kbio [30]. The increase in the thickness of the cavity (tCAV) will increase the number of biomolecules 
that can be entrapped inside it. This increases the sensitivity of the biosensor. Hence, a significant change in the 
minimum channel potential can be seen with the changing tCAV. 
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Figure 4(a) shows the potential profile across the channel for Kbio=2.1 at different temperatures. Inset shows the 
minimum channel potential at different temperatures. The number of charge carriers increases with the increasing 
temperature. Hence, a narrow potential well can be seen at higher temperatures (minimum channel potential keeps on 
decreasing with the increasing temperature) [84]. Figure 4(b) shows the potential profile across the channel for Kbio=2.1 
at different gate voltages (VGS). Inset shows the minimum channel potential at different VGS (step size of 50mV). At a 
fixed drain voltage (VDS), the subthreshold current increases with the increasing VGS. This improvement in the 
subthreshold conduction is due to the decrease in the potential across the channel, and hence, minimum channel potential 
also decreases (magnitude) with the increasing gate voltage [84]. It is worth interesting to note that the curvature of the 
potential curve starts decreasing with increasing VGS because high gate voltage increases the vertical electric field by a 
significant amount. Figure 4(c) shows the channel potential profile for Kbio=2.1 at different drain voltages (VDS). Inset 
shows the minimum channel potential at different VDS. Changing VDS has a negligible effect on the channel potential 
variation (especially region A). Increasing VDS will only change the potential barrier at the drain-channel junction; hence, 
the potential rises near the drain only [84]. It is interesting to note that there is no variation in the potential in region A 
(near the source) because the potential barrier at the source-channel junction [54] is almost unchanged. Hence, minimum 
channel potential also infinitesimally increases with the increasing drain voltage. Figure 4(d) shows the potential profile 
for Kbio=2.1 at different inner radius ’a’ of the biotube. Inset shows the minimum channel potential at different values of 
‘a’. With the increasing ‘a’, the cross-sectional area available for the conducting charge carriers decreases. This increases 
the threshold voltage of the biosensor due to increasing steepness in the channel potential profile; hence, minimum 
channel potential also increases (magnitude) with the increasing ‘a’.
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Figure 5. Drain current sensitivity as a function of drain voltage for (a) neutral biomolecules, (b) charged biomolecules, and (c) drain current 
sensitivity dependency on temperature for Kbio=5 at VGS=0.5V.

Figure 5 shows the drain current sensitivity (SIDS) as a function of VDS. Drain current sensitivity increases with the 
increasing Kbio. The biomolecules, when entrapped inside the cavity, will increase the capacitance of the cavity. The 
increase in the oxide capacitance results in a stronger interaction between the gate and the flow of the charge carriers. 
This decreases the drain current but the change in drain current increases for the ‘unfilled cavity case’ [30]. Hence, the 
drain current sensitivity is high at higher values of Kbio which can be seen in figure 5(a). The presence of negatively 
charged biomolecules results in an increased interaction that accounts for the much stronger gate-to-channel coupling 
than the neutral biomolecules. Hence, SIDS increases with the increasing charge density of biomolecules, as shown in 
figure 5(b). The negatively charged biomolecules decrease the channel potential by a factor of qNf/C (Nf - charge density 
of biomolecules) in the nanogap cavity [30] that further decreases the drain current, but the change in drain current 
increases for the ‘unfilled cavity case’. Figure 5(c) shows the impact of temperature on drain current sensitivity (SIDS) as 
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a function of VDS for Kbio=5. As the temperature rises, a large number of charge carriers are generated, which increases 
the current flowing across the channel [85]. Hence, SIDS increases with increasing temperature. For biosensing 
applications, operating the device in the ohmic region is advisable, which allows comparatively fast switching and 
sensing. The maximum SIDS obtained here is roughly 391 nA for Kbio=5 at T=375K.

Germanium has a comparatively larger intrinsic charge carrier density than silicon, due to which it offers a large 
number of intrinsic charge carriers that participates in the conduction process [9] and are also responsible for the 
biosensing action in DM-SGGS-BTFS. The intrinsic charge carrier density in germanium is approximately ~ 1650 times 
larger than the silicon at room temperature. When the concentration of charge carriers is high, change in sensing metrics 
becomes more pronounced as the flow of many charge carriers is affected when different biomolecules localize inside the 
cavity [10]. Hence, the sensitivity of DM-SGGS-BTFS increases.
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Figure 6. (a) Drain current sensitivity as a function of gate voltage, and (b) transconductance (output conductance) sensitivity as a function of gate 
voltage (drain voltage).

Figure 6(a) shows the drain current sensitivity as a non-linear implicit function of gate voltage. In contrast, figure 
6(b) shows the transconductance/output conductance sensitivity (Sgm/Sgd) for different biomolecules at a fixed value of 
VDS/VGS. At a lower value of gate voltage, the potential across the channel is nearly constant, but at higher VGS, the 
potential distribution is not constant (unevenly distributed). It can be inferred that sensitivity is almost constant at lower 
values of gate voltage, whereas the peak of the drain current sensitivity (SIDS=1.49552μA) is obtained roughly at 
VGS=0.9V and VDS=0.5V for Kbio=8. Further, decreasing the value of VDS will increase the threshold voltage sensitivity 
and drain current sensitivity. Interestingly, the biosensor is more sensitive to biomolecules at high VGS, and SIDS increases 
with increasing Kbio of the biomolecules. Transconductance is the derivative of drain current obtained from the transfer 
characteristics of the DM-SGGS-BTFS at a fixed drain voltage value [85]. The slope of the drain current in the IDS-VGS 
plot is higher at high VGS, and it increases with the increasing Kbio, indicating high trans-conductance sensitivity (Sgm= 
8.5844 μS) is obtained for Kbio=8 roughly at VGS=0.9V and VDS=0.5V. We have also used transconductance in 
determining the sensitivity of the proposed biosensor. Further, the peak transconductance (gmp) can be potentially used as 
a sensing metric (Sgmp) that will increase the reliability of the biosensor. The relative change (compared to the ‘unfilled 
cavity case’) in the value of output conductance is high at lower values of drain voltage. This is because the output 
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conductance is calculated from the slope of the IDS-VDS curve, and the slope is higher at low VDS (in the ohmic region), 
which keeps on decreasing with the increasing VDS. This slope tends to zero as the drain voltage increases at a fixed gate 
voltage value. The maximum output conductance (Sgd=1.073 μS) is obtained for Kbio=8 at VGS=0.5 V and VDS=0V.

Table 5.  Sensitivity variation in DM-SGGS-BTFS at different channel doping.

BIOMOLECULES
STEP-GRADED CHANNEL DOPING

(cm-3)
SVt: Threshold Voltage Sensitivity (mV)

( _ ) ( _ )
tV t tS V without bio V with bio 

NS NCha,1 NCha,2 NCha,3 ND B1 B2 B3 B4 B5 B6 B7

a. 1010 1011 1012 134.629 155.303 160.676 181.603 187.771 209.007 228.094
b. 1010 1012 1014 134.413 155.056 160.423 181.318 187.479 208.688 227.755
c. 1010 1014 1018 137.484 158.385 163.811 184.908 191.117 212.456 231.596
d. 1014 1015 1016 134.135 154.768 160.132 181.025 187.186 208.413 227.523
e. 1016 1017 1018 134.583 155.121 160.458 181.237 187.361 208.441 227.404
f. 1014 1016 1018 137.276 158.17 163.595 184.694 190.906 212.273 231.464
g. 1012 1011 1010 134.742 155.445 160.827 181.796 187.966 209.241 228.371
h. 1014 1012 1010 134.635 155.337 160.72 181.684 187.865 209.159 228.32
i. 1018 1014 1010 46.51 54.367 56.46 64.857 67.423 76.69 85.865
j. 1016 1015 1014 131.771 152.404 157.768 178.661 184.822 206.049 225.159
k. 1018 1017 1016 45.773 53.527 55.593 63.89 66.427 75.597 84.69
l. 1018 1016 1014 46.411 54.251 56.338 64.717 67.278 76.525 85.682
m. 1010 1010 1010 134.851 155.558 160.941 181.901 188.077 209.34 228.448
n. 1012 1012 1012 134.567 155.189 160.582 181.511 187.870 208.002 227.979
o. 1014 1014 1014 134.234 154.876 160.242 181.147 187.312 207.555 227.678
p. 1016 1016 1016 65.983 79.984 83.007 97.459 100.76 111.171 121.873
q.

1019

1018 1018 1018

1019

39.681 46.582 48.432 55.908 58.213 66.611 75.065
a-f: Forward tri-step graded profile (FTSGP) g-l: Reverse tri-step graded profile (RTSGP)

m-q: Non-step graded profile (Mono-doped profile)
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Figure 7. (a) On/off-current sensitivity, and (b) ION/IOFF ratio ([INSET] shows the fractional current ratio sensitivity) for different biomolecules.

Using high doping in germanium increases the tunneling probability [8] and facilitates enhanced  transportation of 
charge carriers which is due to the low energy band gap of germanium. As a result, this changes and alters the potential 
barrier at the source junction, which is bias and electric field dependent). The dependence of different device 
characteristics (threshold voltage, subthreshold swing, and drain current) on the source-channel potential barrier makes 
the germanium source biosensors more sensitive to biomolecules. 

The graded channel lowers the short channel effects (SCEs) and improves the drive current of the device without 
scaling it [8],[86]. Using the tri-step graded doping causes a sudden change of potential across the channel, and this sharp 
change induces a larger electric field than the non-step graded doping [87]. This critical electric field imparts a more vital 
force on the charge carriers moving from the source to the drain, which improves the carrier transportation mechanism in 
a graded channel [88]. Using a step graded profile instead of non-step graded profile in channel makes the biosensor 
more sensitive towards biomolecules. Table 5 shows the sensitivity variation for different channel doping profiles which 
clearly indicates that the doping of channel must increase gradually while moving from source towards drain to obtain 
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high sensitivity. Forward tri step graded profile (FTSGP) yields comparatively high sensitivity as compared to reverse 
step graded profile (RTSGP), and this sensitivity increases further as the step doping gradient (|NCha,2 - NCha,1 | & |NCha,3 - 
NCha,2|) is increased. Here, the biosensor has shown maximum sensitivity at NCha,1=1010/cm3, NCha,2=1014/cm3 and 
NCha,3=1018/cm3 respectively. 

Figure 7(a) shows the on-current sensitivity (SION) and off-current sensitivity (SIOFF) for different biomolecules. The 
increasing Kbio of biomolecules decreases both the on-current and off-current [89], but the relative change increases due 
to increased gate-to-channel coupling. Hence, SION [90] and SIOFF increase with the increasing Kbio. Figure 7(b) shows the 
ION/IOFF ratio, while the inset shows the fractional sensitivity in ION/IOFF ratio (SFCR) [91]. As both the on-current and off-
current decrease, the overall ION/IOFF ratio increases due to the dominant factor in the denominator (rate of decrease is 
more in off-current, thus increasing the overall ION/IOFF ratio with the increasing Kbio) [92]. Hence, ION/IOFF ratio and its 
fractional sensitivity (SFCR) can also be used as a sensing metric along with threshold voltage and subthreshold swing. 
ION/IOFF ratio changes approximately 101-104 times when the cavity gets filled with biomolecules having Kbio=2.1-8. A 
larger ION/IOFF ratio variation makes it a perfect sensing metric for biosensing applications. Using multiple sensing 
metrics to analyze the sensitivity of a biosensor increases its reliability.

Figures 8(a) and 8(b) show the threshold voltage and subthreshold swing sensitivity for different biomolecules. The 
inset in Fig. 8 shows the variation of threshold voltage and subthreshold swing, respectively. With the increasing Kbio, 
more gate voltage will be required to start the conduction in the device because of the increased capacitance of the 
nanogap cavity (which leads to high capacitive coupling). This decreases the current flow but increases the threshold 
voltage. As a result, threshold voltage sensitivity increases due to the increase in the threshold voltage, which can be seen 
in figure 8(a). Subthreshold swing varies inversely with the gate oxide capacitance, and as a result, subthreshold swing 
decreases. However, the relative change (with respect to the ‘unfilled cavity case’) increases with the increasing Kbio [90], 
which is visible in figure 8(b). Threshold voltage has shown a more significant variation than the subthreshold swing for 
the same biomolecules and hence is a better sensing metric.
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Figure 8. (a) Threshold voltage sensitivity ([INSET] shows the threshold voltage variation), and (b) subthreshold swing sensitivity ([INSET] 
shows the subthreshold swing variation) for different biomolecules.

 
Figure 9(a) shows the peak transconductance sensitivity (Sgmp), while the inset shows the variation of peak 

transconductance for different biomolecules. The transconductance is an intrinsic parameter obtained from the IDS-VGS 
plot. As discussed above, transconductance is high at higher values of VGS, and hence, the peak transconductance 
sensitivity is also obtained at high VGS. The peak transconductance (gmp=17.3507μS) and peak trans-conductance 
sensitivity (Sgmp=8.5944 μS) is obtained for keratin at VGS=0.9 V and VDS=0.5V. Gate oxide stacking increases the 
threshold voltage sensitivity by a substantial amount due to the increased gate oxide capacitance (capacitive 
coupling)[30]. Gate oxide stacking not only improves the sensitivity but also improves the electrostatics integrity of the 
device. Figure 9(b) shows the effect of the gate stack on threshold voltage sensitivity. A threshold voltage sensitivity 
improvement of approximately 42mV can be seen for Kbio=8 due to gate oxide stacking (SiO2+HfO2) which increases the 
coupling between the gate and the channel when compared to mono gate oxide (SiO2). We have considered the biotube to 
be filled with air only, but filling the biotube with other dielectric materials has a negligible effect on the threshold 
voltage and subthreshold swing. Threshold voltage sensitivity and subthreshold swing sensitivity changes merely 
0.00866 V and 0.000537 V/decade when the dielectric constant of the material inside the biotube is changed by 30 times 
which can be seen in figure 9(c). Therefore, its effect can be neglected (the percentage change is merely below 1% for 
Vt) in a practical scenario. This minute change is due to the leakage of charge carriers arising due to the non-ideality of 
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the dielectric material used in the biotube. More ever, this change can further decrease (negligible) by using an ideal 
dielectric material inside the biotube. 
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Figure 9. (a) Peak trans-conductance sensitivity ([INSET] shows the peak trans-conductance variation), (b) effect of gate oxide stacking on 
threshold voltage sensitivity for different biomolecules, and (c) variation of threshold voltage (subthreshold swing) sensitivity due to the dielectric 
constant of biotube.

 Table 6 shows the effect of the fill-in factor, along with the location of biomolecules, on the sensitivity. The fill-in 
factor implies the fraction of volume within the cavity occupied by the biomolecules. In practical cases, some portion of 
the cavity might remain unfilled for unavoidable reasons [6]. Hence, studying the impact of the fill-in factor becomes 
indispensable. It is worth noticing that the sensitivity of a biosensor mainly depends upon two prime factors: i) the 
location of biomolecules and ii) the fill-in factor of biomolecules. A high fill-in factor implies more biomolecules 
occupying the cavity which will change the gate oxide capacitance by a larger margin [93]. This changes the electric field 
and the potential profile across the channel. Hence, the lateral electric field will affect the flow of the charge carriers 
more strongly. Due to this, the device current changes relatively more [6]. Furthermore, the change in threshold voltage, 
subthreshold swing, and transconductance will increase if the fill-in factor is high. 

Generally, a high fill-in factor of biomolecules results in high sensitivity. However, a high fill-in factor does not 
always guarantees high sensitivity, which can be seen in different cases. It can be seen that the sensitivity is high when 
the biomolecules are located near the source. The barrier potential generated across the source junction (between source 
and channel) mainly affects the device conduction. This potential hill across the source junction is mainly affected by the 
biomolecules near the source. When the biomolecules are entrapped in the cavity near the source, the potential barrier 
between the source and the channel is primarily affected. The change in the potential barrier across the source junction is 
predominantly responsible for a larger change in threshold voltage, transconductance, and subthreshold swing. The 
charge carriers generated from the source are involved in the biosensing action, and thus the sensitivity is affected by the 
fill-in factor and location of biomolecules. While the fill-in factor of biomolecules can impact sensitivity, the position of 
the biomolecules can have a more significant and dominating effect. The fill-in factor in case (3) is higher than in case 
(4), but the sensitivity relation is opposite to that of the fill-in factor. Similarly, even though case (1) and case (4) have 
the same fill-in factor but the sensitivity is multiple times larger in case (4) than in case (1), which strengthens the 
observation that the position of the biomolecules plays an important role in determining sensitivity. 

Figure 10 shows the threshold voltage sensitivity plot of DM-SGGS-BTFS at different cavity thickness. Notably, the 
sensitivity pattern demonstrates a positive correlation with the increasing thickness of the cavity. It is worth noting that, 
as the cavity thickness increases, the ability of the gate to regulate the flow of charge carriers gradually decreases due to 
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the increasing thickness of the gate oxide. Consequently, the rate of sensitivity change becomes lower at higher cavity 
thicknesses compared to lower cavity thicknesses, as can be seen in figure 10.
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Figure 10. SVt variation with the cavity thickness in DM-SGGS-BTFS.

  Table 6. Effect of fill-in factor and location of different biomolecules on SVt, SSS, and Sgmp.

Total cavity on both sides is divided into three equal parts

Cavity towards the 
source end

(LO1=L1+L2)

Oxide 
Layer

(LO2=L3)

Cavity 
towards the 
drain end
(LO3=L4)

Threshold Voltage Sensitivity (SVt : mV)
Subthreshold Swing Sensitivity (SSS : μV/decade )

Peak Transconductance Sensitivity (Sgmp : nS)

Biomolecules

S.
No.

L1 L2 L3  L4

Fill-in 
Factor

B1 B2 B3 B4 B5 B6 B7
SVt 4.06 4.521 4.634 5.039 5.143 5.373 5.438
SSS 0.1446 0.175 0.1832 0.2143 0.2226 0.24 0.25281. 0.33
Sgmp 260.67 296.33 305.45 340.33 350.36 382.55 403.42
SVt 74.035 90.5 95.147 115.04 121.558 147.084 176.305
SSS 1.325 2.0813 2.3639 3.9885 4.679 7.743 11.15452. 0.33
Sgmp 1689.18 2150.68 2287.78 2911.28 3129.38 4055.28 5274.18
SVt 76.546 92.916 97.511 117.093 123.481 148.408 176.85
SSS 1.4343 2.2069 2.493 4.1374 4.8319 7.9052 11.30753. 0.66
Sgmp 1937.68 2425.28 2567.98 3207.38 3427.58 4346.08 5523.88
SVt 98.337 118.18 123.64 146.269 153.405 179.88 206.668
SSS 3.8313 4.8189 5.1036 6.3467 6.7643 8.4622 10.54084. 0.33
Sgmp 2545.58 3235.28 3438.68 4350.38 4662.28 5926.58 7352.58
SVt 100.848 120.645 126.072 148.495 155.541 181.598 207.853
SSS 3.9554 4.96 5.248 6.5025 6.9224 8.6284 10.70425. 0.66
Sgmp 2836.98 3572.08 3786.98 4741.58 5064.88 6357.88 7779.08
SVt 135.798 156.875 162.359 183.736 190.043 211.754 231.258
SSS 5.9574 7.7188 8.2146 10.2745 10.9708 13.4767 15.63436. 0.66
Sgmp 3818.78 4695.58 4940.38 5959.98 6279.38 7417.68 8386.18
SVt 137.484 158.385 163.811 184.908 191.117 212.456 231.596
SSS 6.0618 7.8327 8.3253 10.3935 11.096 13.5831 15.75457. 1.00
Sgmp 4079.48 4980.78 5230.08 6257.08 6574.48 7686.08 8594.48

     Presence of biomolecules       Absence of biomolecules Oxide layer (HfO2)

LCha,1=30nm , LCha,2=15nm , LCha,3=15nm LO1=30nm , LO2=15nm , LO3=15nm LG1=30nm  , LG2=15nm  , LG3=15nm   
SVt : Threshold Voltage Sensitivity 

(mV)
SSS : Subthreshold Swing Sensitivity 

(mV/decade)
Sgmp : Peak Transconductance Sensitivity 

(nS)

Increasing Kbio
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Figures 11(a) and 11(b) show the effect of temperature on threshold voltage/subthreshold swing sensitivity and 
ION/IOFF ratio for Kbio=5. As the temperature increases, large numbers of charge carriers are generated due to which 
conduction starts at a lower value of gate voltage, and hence threshold voltage decreases [92]. But, the relative change in 
threshold voltage increases with increasing temperature, and hence the threshold voltage sensitivity increases. Due to a 
substantial increase in current with the rise in temperature, the swing in the drain current also increases, increasing the 
subthreshold swing sensitivity. This can be seen in figure 11(a). Both the on-current and off-current increase with an 
increase in temperature [92], but the rate of change of off-current dominates the ION/IOFF ratio. Hence, ION/IOFF ratio 
degrades badly at high temperatures, as seen in figure 11(b). The peak transconductance is directly proportional to the 
slope of the drain current in the transfer characteristic plot, and the slope increases with an increase in temperature. 
Therefore, as the temperature increases, the peak transconductance also increases, and the peak transconductance 
sensitivity also increases accordingly. This trend can be observed in figure 11(c).
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Figure 11. Effect of temperature on (a) threshold voltage (subthreshold swing) sensitivity for Kbio=5, (b) ION/IOFF ratio for Kbio=5 ([INSET] shows 
the variation of on/off current at different temperatures), (c) trans-conductance sensitivity for Kbio=5 ([INSET] shows the peak trans-conductance at 
different temperatures).

Figures 12(a), 12(b), and 12(c) show the effect of source doping, normalized biotube radius (NBR), and normalized 
cavity length/thickness on threshold voltage sensitivity. An increase in the source doping will increase the number of 
charge carriers that brings the nano-device into a conduction state at a low VGS [55,94]. This increases the threshold 
voltage sensitivity, and the biosensor becomes more sensitive to biomolecules, as seen in figure 12(a). The increasing 
inner radius of the biotube (‘a’) will decrease the cross-sectional area of the channel available for the charge carriers, and 
hence, the conduction current decreases. This will increase the threshold voltage; hence, the relative change in threshold 
voltage increases with the increasing biotube radius, as seen in figure 12(b). It can be seen that at lower values of ‘a’ 
(a=1nm: NBR=0.9), threshold voltage sensitivity is high, but the current ratio is comparatively low. Optimizing the value 
of ‘a’ become essential due to the tradeoff between sensitivity and ION/IOFF ratio. As discussed above, the increasing 
thickness or length of the cavity will entrap more biomolecules inside it due to its increased volume. Hence, the potential 
and electric field profile changes relatively more, accounting for the more considerable threshold voltage change. So, 
threshold voltage sensitivity increases with the increasing cavity length or thickness [30], as seen in figure 12(c). 
Sensitivity in the label-free biosensors varies directly with the cavity dimensions, i.e., the more is the dimension, the 
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more its sensitivity will be [28,30]. Table 7 highlights the sensitivity comparison of DM-SGGS-BTFS with existing 
biosensors. 
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Figure 12. Effect of (a) source doping, (b) normalized biotube radius, (c) normalized cavity length ([INSET] shows the variation of threshold 
voltage sensitivity at different normalized cavity thickness) on threshold voltage sensitivity.

Table 7. Benchmarking the performance of DM-SGGS-BTFS with similar biosensors.

Our Work Reference [95] Reference [96] Reference [30] Reference [97] Reference [98] Reference [99]
Parameter DM-SGGS-

BTFS
DM-DG-JL-

MOSFET
GaN-GME-DE-

SNW-FET
JLGSSRG

QG-MC-
MOSFET

TGAA-NWFET TGRC-MOSFET

Gate oxide SiO2+HfO2 SiO2+TiO2 Al2O3+HfO2 SiO2+HfO2 SiO2+Si3N4 SiO2+HfO2 SiO2

Cavity length 
(nm)

29 25 15 20 20 10 8

Cavity 
thickness (nm)

6 9 4 5 9 1 -

Channel length 
(nm)

60 100 50 50 40 20 40

Type of cavity Two-sided Two-sided Two-sided Two-sided Two-sided One-sided Two-sided
SVt (V) 0.262 0.227 0.105 0.066 0.161 0.0172 0.0072
Kbio 8 10 8 12 12 2.1 8

Advantage
Very high 
sensitivity

High sensitivity
Low 

power
Fabrication 
simplicity

Low 
dependence of 
sensitivity on 
temperature 

Low IOFF
Low 

power

Disadvantage
Fabrication 
complexity

High threshold 
voltage 

Fabrication 
complexity

Low sensitivity
Fabrication 
complexity

Very low 
sensitivity

Very low 
sensitivity

Selectivity is one of the most common problems in DM-FET based biosensors (designed without any bioreceptor 
layer). Hence, this issue has also been addressed here by discussing the merits/demerits of adding an additional 
bioreceptor layer. For this, the Anti-Iris antibody has been selected as the biomolecule, while the Thiol Linker and Iris 
Antigen act as the bioreceptor. The respective thicknesses of Thiol linker and Iris Antigen are 2 nm and 4 nm, 
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respectively. Although different papers typically consider a thickness of 2 nm for the Anti-Iris antibody, the thickness of 
the cavity (excluding the bioreceptor thickness) has been increased to 6 nm to accommodate the biomolecule effectively 
(considering a fill-in factor of 1) [7,9]. The Thiol Linker functions as a silica-binding protein, while the Iris Antigen 
serves as the bioreceptor for detecting the Anti-Iris (biotarget) layer. These layers possess individual dielectric constants 
of 2, 4, and 8, respectively. To provide a clear reference, figure 13 visually illustrates the arrangement of the three-
layered stack (bioreceptor and biotarget). Within figure 13, the current sensitivity plot (transfer characteristics) for 
different cases (corresponding to the consecutive stacking of the Thiol Linker, Iris Antigen, and Anti-Iris Antibody) in 
DM-SGGS-BTFS is presented. In the absence of biomolecules, the drain current remains low. However, as the Thiol 
Linker, Iris Antigen, and Anti-Iris gradually accumulate within the cavity, the current increases significantly due to the 
strong electrostatic control of the gate over the channel because of strong capacitive coupling/effect. It can be also seen 
that threshold voltage sensitivity is higher for the case when no bioreceptor layer is used as compared to the case when 
bioreceptor layer is used (total oxide thickness, i.e. t2 is kept same in both the cases). This indicates the existence of a 
trade-off between sensitivity and selectivity in the proposed device. In non-critical primary sensing applications, the 
biosensor could be designed without an additional bioreceptor layer, reducing costs and simplifying the manufacturing 
process (the selectivity/specificity of the biochemical species could be further validated through secondary testing). The 
inclusion of a bioreceptor layer becomes pertinent when selectivity takes precedence in the sensing application.  
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Figure 13. Current sensitivity plot (transfer characteristics) in DM-SGGS-BTFS with successive accumulation of the bioreceptor and biotarget.

4.    Conclusion

This paper thoroughly investigates and analyzes the biosensing performance of a novel DM-SGGS-BTFS. The improved 
biosensing performance is attributed to the use of a germanium source and step-graded biotube, which enhances the 
biosensing performance and electrostatic integrity of short-channel devices. The study extensively explores the effect of 
the fill-in factor and the location of biomolecules, demonstrating that the gate controls the flow of charge carriers 
effectively through capacitive coupling. Notably, the location of biomolecules has a more significant impact on 
sensitivity than the fill-in factor. Various metrics were used to evaluate the biosensing performance, including 
subthreshold swing, off-current, threshold voltage, peak trans-conductance, ION/IOFF ratio, and on-current. The threshold 
voltage and current sensitivity reached remarkable values of up to 263 mV and 1495.52 nA, respectively, indicating 
excellent biosensing ability. Furthermore, the study discussed the effect of doping and bias on sensitivity and emphasized 
the need to optimize different parameters to achieve high sensitivity. For further enhancing the biosensing performance 
and sensitivity of DM-SGGS-BTFS, future investigations could explore implementing Gaussian/Double-Gaussian 
doping profile in the nanotube channel, drain engineering techniques using different drain materials, or introducing 
source/drain pockets. Overall, DM-SGGS-BTFS has the potential to serve as a viable alternative to existing silicon 
biosensors and can find widespread use in the biomedical industry.   
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ABSTRACT
With the advancement in the wearable technologies such as, smart watches, elec-
tronic skin, and wearable portable device, scavenging the biomechanical energy 
from human movements have gained considerable attention for designing self-
sustainable power system. Here, we have reported a flexible piezoelectric device 
that can be conformably adhered to the human body in order to harness the 
energy from diversification of touch and motion. For this, we have fabricated a 
polyvinyl difluoride (PVDF) polymer based flexible piezoelectric nanogenerator 
(PNG) device that can harness energy from various human motions and convert 
it to useful electrical energy. To further improve the performance of PVDF based 
nanogenerator, hydrothermally synthesized nanosheets of reduce graphene oxide 
(rGO) and boron doped rGO are embedded in PVDF matrix as a conductive 
nanofiller materials to enhance the device output performance. Among all fab-
ricated devices based on pristine PVDF (P), rGO doped PVDF (PR) and, boron 
doped rGO (PBR), the latter generates a maximum voltage and power density 
of 13.8 V and ~ 42.3 µW/cm2 respectively, which is then used to light up series 
of commercially available LEDs. Finally, PBR film based PNG is demonstrated 
to harvest energy from different types of human motion which includes finger 
tapping, elbow bending, foot tapping, leg folding, and wrist movements. This 
device demonstrates the potential use of polymer nanocomposite films in self-
powered wearable devices.

1 Introduction

With the technological advancement, flexible, wear-
able and, miniaturized microelectronic devices with 
diverse functionality are rapidly becoming the part of 
our mundane life by affecting various aspects of human 
life from health monitoring, and entertainment to infor-
mation and communication technology [1, 2]. One of the 

important factors for continuous and stable operation 
of these flexible and wearable electronic devices is the 
sustainable power supply. Till now, batteries have been 
used as one of the most reliable and economical sources 
to supply power to these electronic devices but their fre-
quent recharging and replacement process, bulky nature 
and disposal difficulty are becoming challenge for their 
long term application and environmental safety [3, 4]. 
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This problem can be overcome by scavenging the energy 
from our living environment as there are ample green 
sources of energy present in our environment including 
motion or movements, vibrations, waves, solar energy, 
wind, and thermal energy sources which are capable of 
generating electricity [5–8]. Among which scavenging 
mechanical energy particularly from the human body, 
where sufficient energy is generated by human motion 
can become potential alternative to supply power to the 
portable, and wearable electronic device. In this regard, 
piezoelectric nanogenerators (PNG) have gathered sig-
nificant attention because of their outstanding ability 
to convert tiny and irregular mechanical energy from 
running, walking, typing, muscle movements, and res-
piration etc. into electricity with the help of piezoelectric 
materials [9–12]. Several PNG have been developed over 
the past few years using PZT, BaTiO3, GaN, LiNbO3, 
PVDF, and its copolymers to increase the energy conver-
sion efficiency since the invention of first PNG by Prof. 
Zhong Lin Wang group in 2006 [13–17]. However, inor-
ganic piezoelectric materials suffer from poor tough-
ness/ brittleness, low durability, toxicity and heavy 
weight which restrict their application in flexible piezo-
electric energy harvesting device. In this regard, piezo-
electric polymer for example PVDF and its copolymer is 
a good choice for fabricating flexible nanogenerator due 
to its flexible, lightweight, biocompatibility, and con-
formable nature makes them favorable to design flexible 
device. The electroactive polar (i.e. β and γ) phases are 
responsible for facilitating the piezoelectric properties in 
PVDF film. The piezoelectric response of the PVDF can 
be further enhanced by several mechanisms, such as, 
electric poling, mechanical stretching, and the addition 
of nanofillers i.e. carbon based materials, metal nano-
particles (NPS), metal oxide, and ceramics in polymer 
matrix which helps in nucleation of electroactive polar 
phase [16, 18]. Anand et al. synthesized the PVDF com-
posite films via the solution casting method in which 
addition of rGO in the PVDF matrix and applying the 
UV Visible light exposure on the sample enhances the 
piezoresponse of the polymer composite films upto 8 
times in comparison to pristine PVDF film and hence 
producing a maximum voltage of ~ 1.9 V [19]. Hu et al. 
fabricated a wearable piezoelectric nanogenerator using 
rGO/PVDF-TrFE film and uses in  situ polarization 
method to increase the energy harvesting performance 
of the device [20]. The fabricated nanogenerator can 
produce a maximum voltage, current, and power den-
sity of 8.3 V, 0.6 µA, and 28.7 W/m3respectively. Also, 
it has been observed from the literature that doping of 

rGO with other atoms, such as Fe reported by Karan 
et al. increases the output performance of the PENG by 
enhancing the electrical properties [21]. In the reported 
work, the addition of Fe doped rGO not only helps in 
the nucleation of electroactive γ phase to ~ 99% (± 0.18 
of relative proportion) in PVDF but also increases the 
surface conductivity up to ~ 3.30 × 10−3 Scm−1as a result 
enhance piezoelectric properties of nanocomposite 
films. Also, the doping of nitrogen, iron, and co-doping 
of two different heteroatoms in rGO are also reported to 
enhances the piezoelectric performance of PVDF based 
nanocomposite film [22, 23]. However, studies on the 
enhancement of piezoelectric properties in boron doped 
rGO (B-rGO) have been found to be relatively limited. 
Furthermore, boron doping in rGO framework leads to 
redistribution of the energy density, which alters the 
band structure, charge transfer characteristics, and elec-
tronic properties, facilitating it applications in numerous 
fields, such as, supercapacitors [24], batteries [25], solar 
cell [26], biomedical applications [27, 28] and can also 
affects the piezoelectric response of rGO.

In the current study, we have reported a flexible 
PVDF composite film based piezoelectric nanogen-
erator for harnessing the mechanical energy from the 
human body. Firstly, a PVDF based nanogenerator is 
fabricated, and then to enhance its output performance 
rGO and boron doped rGO are added in polymer 
matrix. Then output performance of all the fabricated 
PNG are compared which shows that incorporation of 
conducting nanofillers in PVDF matrix improves the 
output performance. A maximum open-circuit volt-
age, short-circuit current and power density of 13.8 V, 
5.5 µA and ~ 42.3 µW/cm2 is obtained for PVDF/boron 
doped rGO (PBR) nanocomposite film based piezoe-
lectric nanogenerator. To demonstrate the PNG’s prac-
tical applicability, energy produced by PNG is stored 
in 1µF capacitor and utilized to power LEDs connected 
in series. Finally, the fabricated device is demonstrated 
to harness energy from daily life activities of human 
body such as wrist bending, leg folding, foot tapping 
and elbow bending.

2 �Synthesis and experimental details

The rGO is synthesized by our previous reported 
paper using hydrothermal approach [22]. For the 
synthesis of boron doped rGO, 1 g of boric acid is 
mixed into an aqueous solution of GO and sonicated 
for 30 min for homogeneous dispersion. The prepared 
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solution is then transferred to Teflon lined autoclave 
and kept in oven at 180 °C for 12 h. After being washed 
multiple times with DI water and ethanol, the result-
ing product is kept in an oven overnight at 60 °C for 
drying to get nanosheets of boron doped rGO (B-rGO). 
Subsequently, a simple drop casting method is used 
for synthesis of the PVDF and PVDF nanocompos-
ite films. First, 1 g of PVDF is mixed in 10 ml N,N-
dimethylformamide (DMF) with the help of magnetic 
stirrer until PVDF powder is completely dissolved in 
the solvent to obtain transparent solution. Then 10 mg 
of B-rGO is added to the above solution and stir for 
45 min. After that the resultant solution is drop casted 
on clean glass substrate with the help of micropipette 
and placed in oven for 2 h at 90 °C to remove any 
solvent. Then after natural cool down, the films are 
dipped in DI water to obtain freestanding films. The 
rGO doped film is also prepared by the same pro-
cedure by adding 10 mg of rGO in the PVDF/DMF 
solution.

2.1 �Fabrication of the piezoelectric 
nanogenerator

To fabricate PNG, first the PVDF and PVDF composite 
films are cut into the requisite shape and aluminum 
electrode of thickness 100 nm is deposited on both 
sides of film of area 2 × 2 cm2 with thermal evaporation 
technique. After that two copper wires are drawn from 
the top and bottom aluminum electrode surface for 
the external connection and finally the entire device 
is encapsulated with Kapton tape. The detailed sche-
matic diagram showing the fabrication of piezoelec-
tric nanogenerator has already been published by our 
group [22].

3 �Characterization techniques

Firstly, synthesized powder samples of rGO and 
B-rGO are characterized by X-ray diffractometer and 
Raman spectroscopy technique using Rigaku, Ultima 
diffractometer and WiTec alpha 300 RA model with a 
laser source of 532 nm wavelength. X-ray photoelec-
tron spectroscopy (XPS) measurements are recorded 
by Nexsa base spectrometer with Aluminium Kα 
source for chemical composition analysis. The surface 
morphologies of the samples together with the energy-
dispersive X-ray spectroscopy (EDS) are observed 
under a field emission scanning electron microscopy 

via Nova Nano SEM. Fourier transform infrared spec-
troscopy (FTIR) spectra of the polymer composite 
films are obtained by Perkin Elmer Spectrum II spec-
trometer. The Marine India PE loop tracer is used to 
measure polarization versus electric field (P–E) loops 
and YE2730A d33 meter is used to measure the piezo-
electric coefficient (d33) of PVDF and PVDF compos-
ite films. The crystallinity of the films are measured 
using Differential Scanning calorimeter (DSC 8000, 
Perkin Elmer). Finally, in order to measure output 
performance of PNG, the VOC and ISC measurements 
are carried out by Tektronix MDO500 oscilloscope and 
Keithley DMM7510 digital multimeter.

4 �Results and discussion

Figure 1a shows the XRD pattern of synthesized rGO 
and B-rGO samples. Both the samples show the dif-
fraction peak corresponding to (002) plane which is 
characteristic peak of graphitic materials. For rGO, 
the peak corresponding to (002) plane is appeared at 
2θ = 24.84°, whereas in B-rGO case the peak is shifted 
right and appear at 25.14°. The corresponding value 
of interlayer spacing for rGO and B-rGO is 3.58 Å and 
3.53 Å respectively. The decrease in the interlayer 
spacing can be attributed due to the fact that when 
we dope boron atom in rGO matrix, it gives rise to 
strain because of the different atomic size of boron 
and carbon atom resulting in peak shift [29, 30]. Also, 
the reduction of π electron density between graphene 
planes may be the another possible reason for low 
interlayer spacing in B-rGO due to the replacement of 
carbon by boron atom [31].

As we know, the crystallinity and homogeneity of 
the rGO and heteroatom doped rGO is highly sensi-
tive to the synthesis route. Therefore, to evaluate the 
degree of disorder within the carbon samples, Raman 
analysis for the rGO and B-rGO are collected at an 
excitation wavelength of 532 nm. The Raman spectra 
of all samples exhibit two major Raman peaks at 1344 
and 1586 cm−1 corresponds to the D and G band and 
a wide 2D-band around 2800 cm−1 corresponding to 
the carbon structure in rGO as depicted in Fig. 1b. 
In the Raman spectra, D band stems from the struc-
tural defects and disorder structure in graphitic lattice 
while G bands ascribed to inplane stretching of C=C 
bonds and first order E2g optical mode of graphite. 
To further deduce the degree of disorder and defects 
present in rGO sample after doping, ID/IG ratio of 
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the rGO and B-rGO is calculated which shows that 
when we dope the boron atom in rGO, the ID/IG ratio 
increases slightly from 1 to 1.01. This slight increment 
in the value of ID/IG ratio shows the successful doping 
of boron atom and increased amount of disorder in 
sp2 domains and structural defects in B-rGO [32, 33].

To further support the successful incorporation of 
boron atom in rGO, the X-ray photoelectron spectros-
copy (XPS) analysis is carried out for rGO and B-rGO 
samples where in the survey spectrum, rGO has only 
C1s (285.2 eV) and O1s (532.9 eV) peaks, whereas for 
B-rGO an additional B1s (192.7 eV) peak is observed 

showing that boron atoms are bonded to rGO network 
(Fig. 2a). Figure 2b shows the high resolution decon-
voluted C1s spectra of rGO which is divided into 
four peaks at different binding energy levels (284.5, 
285.4, 288.2, and 290.6 eV). The peak at 284.5 eV cor-
responds to sp2 hybridized C–C bond, while the peaks 
at 285.4, 288.2, and 290.6 eV corresponds to C–O, C=O 
and O–C=O bonds respectively [22, 29, 34]. Figure 2c 
shows the high resolution C1s spectra of B-rGO, where 
B-rGO sample have all the functional groups as that in 
case of rGO with the exception that peak at 290.6 eV is 
shifted to 290.1 eV and this new peak corresponds to 

Fig. 1   a XRD and b Raman 
spectra of synthesized rGO 
and B-rGO samples

Fig. 2   a XPS survey spectra 
of rGO and B-rGO, High 
resolution deconvoluted 
C1s spectra of b rGO and 
c B-rGO, d B1s spectra of 
B-rGO
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the C–O–B bond. Figure 2d shows the high resolution 
B1s spectra of B-rGO, which is deconvoluted in three 
peaks at binding energies 191.3, 192.4 and 193.3 eV 
corresponding to BC3, BC2O and BCO2 bond respec-
tively [26, 35]. The B1s spectra of B-rGO demonstrates 
that boron can exist in three different form, first is by 
substitution of carbon atom by boron atom in the rGO 
network to form bond BC3, second is co-doping with 
the oxygen to form BC2O bond which creates nano-
voids in layer and third is BCO2 bond resulting from 
the formation of functional groups [36]. These results 
not only confirm the successful incorporation of boron 
atoms in rGO network but also show that the inter-
layer spacing  increases and more defects are intro-
duced in rGO network.

For structural and morphological analysis, FESEM 
micrographs are obtained for rGO and boron doped 
rGO samples. As depicted in Fig. 3a–b, rGO exhibit 

of randomly aggregated layered structure where few 
layer of sheets that are closely associated with one 
another and after doping of boron atom in rGO the 
aggregation increases. In addition, Energy Dispersive 
X-ray spectroscopy (EDX) analysis have also been car-
ried out on B-rGO for the elemental analysis of the 
sample. The EDX spectra confirms the presence of C, 
O, and B elements for B-rGO sample is illustrated in 
Fig. 3c–f that further confirm the presence of boron 
atom in rGO network. After successful synthesis of 
rGO and B-rGO samples, they are mixed in PVDF 
and DMF solution to fabricate the polymer composite 
films. The samples of pure PVDF, rGO doped PVDF 
and B-rGO doped PVDF are described as P, PR and 
PBR respectively.

To confirm the existence of different phases in 
pristine PVDF and PVDF composite films, XRD and 
FTIR analysis is carried out. Figure 4a depicts the 

Fig. 3   Morphological char-
acterization of the synthe-
sized a rGO and b B-rGO 
powder sample. c EDX spec-
tra and d elemental mapping 
of C, O, and B atom present 
in the B-rGO sample
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XRD pattern of P, PR and PBR composite films where 
all the samples exhibit two characteristic peak. The 
presence of a small characteristic peak at ~ 18.4° cor-
respond to (100) plane belongs to the non-polar α 
phase, whereas the presence of sharp intense peak 
at ~ 20.4° corresponds to (200) plane of polar β phase 
of the PVDF [37, 38]. It can be clearly seen from the 
graph, that the intensity of peak at ~ 20.4° grows, 
which proves enhanced polar phase in PVDF with 
addition of rGO and B-rGO as a nanofillers materials. 
Moreover, to further investigate the crystal phases 
of PVDF, FTIR analysis is carried out on the syn-
thesized polymer and polymer composite films. Fig-
ure 4b shows the FTIR spectra of pristine PVDF and 

PVDF composite films, where peaks at 612, 764, 795, 
and 1382 cm−1 are attributed to non-polar α phase 
with trans-gauche-trans-gauche (TGTG) conforma-
tion, whereas the peaks at 840 cm−1 and 1275 cm−1 
are related to electroactive polar β phase of PVDF 
and arises due to the asymmetrical stretching of –CF2 
and oscillating vibration of –CH2 dipoles [39, 40]. 
In comparison to pristine PVDF film, the intensity 
of absorbance peaks corresponding to α phase is 
decreasing in PR and PBR films indicating that when 
rGO and B-rGO are doped in PVDF matrix, they aid 
in the formation of crystalline phase. The relative 
content of the polar phases in PVDF is calculated 
with the help of Lambert-Beer law using absorption 

Fig. 4   a–c XRD, FTIR and P–E loops of the pure PVDF (P), 
PVDF/rGO (PR) and PVDF/B-rGO films, respectively, d–
f  FESEM images showing the morphology of P, PR and PBR 
films, g  A schematic representation showing the interaction 

between dipoles present in PVDF and the filed B-rGO in the 
PVDF matrix, h piezoelectric strain coefficient d33 of P, PR and 
PBR films
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bands at 761 cm−1 and 840 cm−1 and is given by the 
equation.

 where, A� and A� are the absorbance of α and β phase 
at 761 cm−1 and 840 cm−1 and k� and k� are the absorp-
tion coeffecient at respective wavenmber ( k� = 6.1 × 104 
cm2 mol−1, k� = 7.7 × 104 cm2 mol−1) and F(β) represents 
the relative fraction of β phase [41]. The value of F(β) 
obtained for pristine PVDF is ~ 69% and after loading 
the rGO and B-rGO the value of F(β) becomes ~ 77% 
and ~ 80% respectively. The substantially increased 
value of F(β) can be understood by the fact that when 
we add rGO and B-rGO in the PVDF matrix, there is 
strong interaction between the surface charges arise 
due to decolalized π electron, boron atom and oxygen 
containing functional group in rGO and B-rGO with 
the –CH2 and –CF2 dipoles of the polymer chain [21, 
42]. The fluorine group of PVDF interacts with boron 
and oxygen containg functional groups present on 
basal plane of B-rGO, allowing PVDF chain to crys-
tallize on their surface in trans-trans-trans-trans(TTTT) 
conformation, faciliating the tranformation of non-
polar α phase to the polar β phase. The proposed 
mechanism for the formation of electroactive polar 
phase after doping is shown in Fig. 4g. Thus, it can be 
concluded that the addition of rGO and B-rGO acts as 
a nucleating agent, which helps in inducing electro-
active polar phase in PVDF segment by rotating the 
polymer chain in all trans configuration. Furthermore, 
to verify the enhanced piezoelectric properties of the 
composite films, a comparison between the polariza-
tion versus electric field (P–E) hysteresis loop analysis 
is done on the films to reveal the effect of rGO and 
B-rGO doping on the ferroelectricity of nanocomposite 

F(�) =
A�

(

k�

k�

)

A� + A�

× 100%,

films. The P–E loops show that after incorporating 
rGO and B-rGO in PVDF matrix, the ferroelectric 
properties of polymer film improve. The value of rem-
nant polarization which indicates the internal dipole 
moment per unit volume when applied electric field 
is zero obtained from the P–E loops are 0.23, 0.26 and 
0.31 µC/cm2 for P, PR and PBR films respectively as 
shown in Fig. 4c. The improved value of remnant 
polarization after addition of rGO and B-rGO illus-
trate that addition nanofillers helps in alignment of 
dipole in the PVDF film and a maximum value of the 
remnant polarization corresponds to PBR composite 
film. In order to further confirm the enhancement in 
the piezoelectric properties of PVDF after doping of 
rGO and B-rGO, the piezoelectric strain coefficient 
d33 is measured with the help of Sino Cera YE2730 
d33 meter, which relates the electric field produced for 
an applied electric stress. The value of d33 for P, PR 
and PBR films are 4, 4.4 and 5.3 pC/N respectively as 
shown in Fig. 4h. The increase in the value of d33 in 
the composite is attributed due to increase in interfa-
cial polarization after addition of the rGO and B-rGO 
in the PVDF matrix which is in agreement with P–E 
and FTIR studies. The effect of addition of rGO and 
B-rGO on the crystallization and melting temperature 
of PVDF composite films were analyzed by DSC as 
the piezoelectric behavior of the nanocomposite films 
are dependent on the crystalline structure as well as 
the stability of the electroactive polar phase of the 
nanocomposite films [43]. Figure 5a–b shows the DSC 
thermographs of pristine PVDF and PVDF nanocom-
posite films, which shows that when we add nano-
fillers in PVDF matrix, the melting temperature (Tm), 
melting enthalpy (ΔHm), and crystalline temperature 
(Tc) increases gradually as shown in Table 1. The shift-
ing of peak towards high temperature is attributed to 
the transformation from α phase to β phase which is 

Fig. 5   DSC a heating and 
b cooling curves of PVDF 
and PVDF nanocomposite 
films
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in accordance with XRD and FTIR studies [44]. The 
percentage crystallinity is determined by the follow-
ing equation.

where, ΔH
m

 is melting enthalpy, � is filler load-
ing percentage, and ΔH◦

m

 is the melting enthalphy 
of 100% crystalline PVDF (i.e. 104.5  J/g). The cal-
culated value of �

c
  for pristine PVDF and PVDF 

nanocomposite films are shown in Table  1. The 
percentage crystallinity also increase from ~ 27% in 
pristine PVDF film to ~ 32% in PBR film. Further-
more, to check the surface morphology of the poly-
mer and polymer composite films, FESEM images 
are taken for the PVDF and PVDF nanocomposite 
films (Fig. 4d–f) which shows that rGO and B-rGO 
nanosheets are evenly distributed in the PVDF poly-
mer matrix without aggregation.

The PNG structure with the corresponding work-
ing principle is illustrated in Fig. 6. In initial state, 
when no force is imparted on device (Fig. 6a), PNG 
does not deliver any electrical output due to pres-
ence of the existing unpolarized electric dipoles in 
the film. Therefore, when we start to apply force on 
device (Fig. 6b), film starts deforming to polarize 
the electric dipoles inside the film and due to polari-
zation effect, electric charges are induced on both 
electrodes, causing charges to flow from bottom to 
top electrode. When force is removed (Fig. 6c) the 
compressive stress fades away in the film leading 
the electron to flow in the opposite direction until 
PNG device returns to its initial state. This periodic 
process results in generation of positive and nega-
tive potential cycles in output of nanogenerator.

The piezoelectric energy harvesting performance 
of PNG device is analyzed by periodic tapping of 
nanogenerator with the help of the dynamic shaker 
and measuring the corresponding open-circuit 

�
c
(%) =

ΔH
m

(1 − �)ΔH
◦

m

× 100%,

voltage (VOC) and short-circuit (ISC) current with 
the help of the oscilloscope and digital multimeter. 
In our previous study, we have demonstrated that 
when we tap the nanogenerator at different fre-
quency, maximum voltage is obtained correspond-
ing to 6 Hz tapping frequency. Therefore, in this 
paper we have measured the open-circuit voltage 
and short-circuit current of P, PR, and PBR films at 
6 Hz frequency only. Figure 7a–c depicts the meas-
ured open-circuit voltage of the fabricated PNG, in 
which maximum voltage of 13.8 V is produced by 
PBR film based PNG, whereas pristine PVDF and 
PR film based PNG produce an output voltage of 7.6 
and 12.2 V respectively. The value of rectified short-
circuit current obtained for P, PR and PBR film based 
PNG are 2.6 µA, 4.72 µA and 5.57 µA respectively 
(Fig. 7d–f). Furthermore, the effect of tapping fre-
quency on the output voltage of PBR film based PNG 
is also examined which also further verify that maxi-
mum output voltage corresponds to the 6 Hz fre-
quency as shown in Fig. 8a. Among all the fabricated 
device, PNG made by PBR film show maximum out-
put in comparison to PVDF and PR film based PNG. 
The enhanced performance of PBR film based PNG 
can be ascribed due to the following aspects. First, 
adding boron doped rGO in PVDF helps in nuclea-
tion of β phase which is supported by XRD, FTIR 
and P–E studies. Second, it has been reported in the 
literature that selective surface adsorption of atoms 
in graphene can induce the piezoelectricity in it by 
breaking the inversion symmetry, therefore it is pos-
sible that when we add boron atom in rGO it will 
break the inversion symmetry and induce piezoelec-
tricity in it [45]. Third, rGO is conducting in nature 

Table 1   The DSC parameters of pristine PVDF and PVDF 
nanocomposite films

Sample Tm (°C) Tc (°C) ΔH
m
 �

c
(%) 

P 160.9 129.3 28.73 27.49
PR 161.1 129.5 31.25 30.21
PBR 161.2 129.7 33.27 32.16

Fig. 6    A schematic showing the working mechanism of piezo-
electric nanogenerator
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therefore when we add it in the polymer matrix it 
forms conducting channels which helps in the better 
charge transfer as a result increase the output per-
formance of the PBR film based PNG device [46]. 

The variation of the output voltage of P, PR PBR film 
based PNG devices across the varied load resistance 
are shown in Fig. 8b, where maximum voltage is 
corresponding to 8 MΩ resistance after that voltage 

Fig. 7   a–c Open-circuit voltage and d–f rectified short-circuit current measurements of P, PR, and PBR film based PNG device

Fig. 8   a The measured output voltage of PBR film based PNG 
as a function of frequency. b  Variation of output voltage and 
c power density as a function of load resistance, d Charging of 1, 
4.7, and 10 µF capacitor by the generated voltage of PBR based 

device, e A circuit diagram for storing the energy generated by 
PNG in the capacitor to power up LEDs f  digital photograph 
showing LEDs powered by PNG
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first saturates and then start decreasing. Figure 8c 
depicts the power density curves of the correspond-
ing films, with a maximum power density of ~ 42.3 
µW/cm2 is attained for PBR based PNG device. As 
the output of the PNG is AC in nature, therefore to 
store the generated energy a bridge rectifier is uti-
lized to convert AC voltage to DC voltage. Figure 8d 
shows the energy generated by PBR film based PNG 
device and is stored in different capacitors (1, 4.7 
and 10 µF). It is clearly seen from the graph that 1 

µF capacitor can charge upto ~ 4.6 V in 60 s while 
4.7 and 10 µF capacitor can charge upto 2.8 V and 
1.4 V respectively. The stored energy is then further 
used to light up different LEDs and their correspond-
ing circuit design is shown in Fig. 8e. The PBR film 
based PNG device can light up maximum 5 LEDs 
with the digital picture illustrated in Fig. 8f and cor-
responding video is placed in supplementary. Fur-
thermore, the as fabricated nanogenerator is utilized 
to harness biomechanical energy from human body 

Fig. 9   a A schematic representation of different parts of human 
body from which energy can be harvested. The output voltage 
generated by PBR film based PNG by b  one finger, c  two fin-
gers, d thumb tapping, e clapping, f wrist bending, g elbow bend-

ing, h knee folding, and i  foot tapping, j variation in the output 
performance of PNG by slow, moderate and fast finger tapping, 
k  The voltage produced by PNG by bending elbow at different 
angles
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by attaching it to different parts of the body and a 
schematic representation of human body parts from 
which energy has been harvested is shown in Fig. 9a. 
Figure 9b–d illustrates the output voltage generated 
by PNG by tapping it with one finger, two finger 
and thumb. The variation of the tapping with fin-
ger in slow, moderate and high speed is also illus-
trated in Fig. 9j. The output voltage generated by 
nanogenerator by clapping and attaching it to wrist, 
elbow, knee, and tapping it with foot are illustrated 
in Fig. 9e–i. We also measured PNG’s output voltage 
by bending elbow at various angles (30°, 45° and 90°) 
as illustrated in Fig. 9k. The above results demon-
strate the flexible PBR film based PNG is an effec-
tive device that can harness biomechanical energy 
from the human motion. Thus, by harvesting the 
energy associated with these various biomechanical 
motions, it is possible to design a pervasive, sustain-
able and environmental friendly energy solution for 
the bioelectronics which will revolutionize the future 
of wearable electronics in upcoming era of IoT and 
artificial intelligence [47–49].

5 �Conclusion

In this work, rGO and B-rGO are successfully syn-
thesized by the hydrothermal technique and are 
incorporated in the PVDF matrix to synthesize 
polymer nanocomposite films. It is realized that 
incorporating rGO and B-rGO into the PVDF matrix 
improves device piezoresponse by increasing nuclea-
tion, which improves content of β phase in PVDF 
nanocomposite film. A maximum open-circuit volt-
age and short-circuit current of 13.8 V and 5.5 µA is 
produced by the boron doped rGO/PVDF film based 
device whereas pristine PVDF based PNG can only 
generate an output voltage and current of 7.6 V and 
2.6 µA, respectively by tapping the nanogenerator 
with 6 Hz frequency. The practical applicability of 
the as fabricated nanogenerator is demonstrated by 
storing the harvested energy in the capacitor which 
is used to power up 5 LEDs connected in series. The 
fabricated PNG also demonstrated energy harvest-
ing from the human movements, which includes 
finger tapping, foot tapping, elbow bending, wrist 
movements and leg folding. Hence, the current study 
proposes an effective strategy of using biocompat-
ible PVDF flexible films for harvesting the various 
biomechanical energy for biomedical sector such 

as drug delivery, cell stimulation, body patchable 
device, sensors, and so on, paving a new path for 
designing a self-powered system by providing a per-
vasive energy solution for smart and versatile wear-
able bioelectronics devices.
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Abstract
Polymers of hydroxy alkanoates (PHA), also known as biodegradable, biocompatible 
plastic, are potential alternatives to petrochemical-based plastics. PHA is synthesized by 
microbes in their cytoplasm in the form of inclusion bodies in stress conditions such as 
nitrogen, oxygen, and phosphorus with excessive amounts of carbon. Sugar extracted from 
potato peel in the form of hydrolysate was employed as a carbon source for PHA produc-
tion after acidic hydrolysis. The acid hydrolysis conditions are optimized for dilute acid 
concentrations and temperatures. The highest sugar-yielding condition (2% 15  min at 
121 ℃) was used for submerged fermentation for PHA production by Bacillus circulans 
MTCC 8167. Fourier transform infrared spectroscopy, nuclear magnetic resonance, and 
differential scanning calorimetry were used for polymer characterization. Gas chromatog-
raphy coupled with mass spectrometry confirmed the monomers such as hexadecenoic acid 
3-hydroxy, methyl esters, pentadecanoic acid 14 methyl esters, and tetradecanoic acid 12- 
methyl esters. Crotonic acid assay was used for quantification of PHA and it was found 
highest (0.232 ± 0.04 g/L) at 37 °C and 36 h of incubation. Hence, potato peel waste could 
be a potential feedstock for waste to valuable production.

Keywords  Cell dry weight · Fermentation · Bioplastics · Potato peel hydrolysate · 
Reducing sugars

Introduction

Plastics play an indispensable role in our day-to-day lives due to their quality and diverse 
applications. The increasing human population has led to the deposition of commercial 
plastics in the form of microplastics, which have adversely affected the marine environ-
ment. Consequently, many countries are now focusing on sustainable alternative materials 
with properties similar to those of petroleum-based synthetic plastics [20]. Polyhydroxy-
butyrate (PHB) is a homopolymer and one of the most extensively studied types of poly-
hydroxyalkanoates (PHAs). These biopolymers are synthesized as intracellular inclusion 
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bodies by various bacterial species under adverse conditions and exhibit similarities to 
commercial plastics [50].

Based on their monomeric subunits, PHAs can be classified into two categories: 
short-chain-length (SCL) PHAs, which contain 3 to 5 carbons, and medium-chain-length 
(MCL) PHAs, with structures containing 6 to 14 carbons [11]. Structurally, PHAs can be 
found in the form of homopolymers (P(HB)) or heteropolymers (P(HB-CO-HV)). These 
biopolymers have various industrial and biomedical applications, including drug deliv-
ery carriers, dental implants, and the synthesis of biodegradable bioplastics [39].

However, the application of these biodegradable plastics has been challenging at an 
industrial level due to the high production costs [39]. This challenge can be mitigated by 
using cost-effective substrates for microorganisms that accumulate PHAs [37]. Sugar-rich 
wastes from different sources, such as wheat straw, rice straw, corn straw, potato peels, 
whey protein, and glycerol, are gaining attention for renewable production [16]. Wheat, 
rice, maize, and potatoes are among the most consumed crops worldwide, leading to sub-
stantial peel waste generation from both industries and households. Potato peel waste, for 
instance, contains 30–40% glucose in the form of starch, which can contribute to environ-
mental pollution if disposed of in open areas [24].

Starch hydrolysis yields monomeric hexose sugar in the form of glucose, which serves 
as the preferred carbon source for energy generation within bacterial cells.

Starch hydrolysis can be achieved through acid hydrolysis or by using amylase and glu-
coamylase enzymes [6]. While enzymatic hydrolysis is a preferable and rapid method for 
generating reducing sugars, the use of commercial enzymes may not be cost-effective for 
large-scale processes [27]. An alternative option for glucose generation is the use of dilute 
acid, which conserves both energy and time. This method can be particularly useful for 
various industrially important chemicals derived from potato peel waste, such as organic 
acids [29], biofuels [2, 27], carbohydrate polymers [1], and bioplastics [8]. Several stud-
ies are underway to enhance product yield using different approaches, including advanced 
pretreatment strategies and simultaneous saccharification and fermentation [41]. However, 
microbial production of PHA from potato peel waste remains relatively unexplored.

In the present work, potato peel waste was subjected to hydrolysis using dilute acid, and 
the extracted sugar was utilized for bacterial polymer production. The production medium 
for the bacterial strain Bacillus circulans MTCC 8167 was prepared by adding sugar 
hydrolysate, 0.5% NaCl, and 0.1% tryptone. PHA was detected and characterized through a 
crotonic acid assay, GC–MS, FTIR, NMR, and DSC.

Material and Methods

Potato Peel Collection and Primarily Processing

A potato peel sample was collected from the Delhi Technological University (DTU) 
canteen and hostels. Processing of the sample was done by washing followed by dry-
ing at 40 ℃ until constant weight. The dried sample was grinded to reduce particle size 
and sieved through a 1-mm mesh.
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Bacterial Culture

An isolated bacterial culture, Bacillus circulans MTCC 8167, was procured from the 
Microbial Type Culture Collection (MTCC) in Chandigarh, India. Culture was maintained 
on Luria Bertani (LB) media containing, yeast extract (5  g/L), peptone (10  g/L), NaCl 
(10 g/L), and agar (15 g/L), the pH was adjusted to 7. The culture media after inoculation 
were incubated at 37 ℃ with 180 rpm for the growth studies.

Composition Analysis and Acid Hydrolysis of Potato Peel Waste

One gram of dried powder of potato peel was subjected to composition analysis in a tripli-
cate. Starch analysis was done using the spectrophotometric method [28]; protein analysis 
was done by multiplying plant factor 6.25 with obtained nitrogen content after three-step 
procedure digestion, distillation, and titration as given in literature [45]; and lignin analysis 
was done using the protocol established by National Renewable Energy Laboratory [44]. 
Structural carbohydrate such as cellulose and hemicellulose analysis was done gravimet-
rically using chlorite method [51]. In which holocellulose was determined with NaClO2 
treatment, cellulose extraction from holocellulose was done using 17.5% NaOH treatment 
and hemicellulose was estimated by subtracting cellulose from holocellulose.

Potato peel biomass is composed of starch, cellulose, lignin, protein, etc. [7, 13]. To 
release fermentable sugar from polysaccharides, a proper treatment strategy is required 
before subjecting the biomass to microbial fermentation [41]. Dilute acid treatment at high 
temperatures is done to convert the potato peel powder into reducing sugar. For chemical 
hydrolysis, 1 L of 3.2 M HCl stock solution was prepared by mixing 275.86 mL of 10% 
HCl in 724.13 mL of distilled water. Different hydrochloric acid (HCl) concentrations (0.5, 
0.75, 1, 1.25, 1.5, and 2%) were prepared from stock solution and pretreatment was done at 
temperatures (50, 100, and 121 ℃). Ten percent solid loading (10 g potato peel in 100 mL 
of aqueous phase) was done in each combination. Hydrolysate obtained after hydrolysis 
was cooled at room temperature and subjected to detoxification. In the process of detoxi-
fication, dry calcium carbonate was added to acidic hydrolysate, and the pH of the sample 
was monitored throughout the time to reach 6.8–7 [3]. After neutralization, centrifugation 
was done to get clear hydrolysate and followed by filtration to obtain the sugar-rich extract. 
Sugar analysis was performed by the DNS method [35].

Analytical Methods

Sugar Analysis, PHA Production, Quantification, and Characterization

Sugar analysis of liquid hydrolysate was done by di-nitro salicylic acid given by Miller [35] 
briefly, 1 mL of DNS reagent was added to 1 mL pretreated liquid hydrolysate and heated 
at 100 ℃ for 10 min, and reducing sugar concentration was determined by UV visible spec-
trophotometer (GENESYS 50) at 540 nm.

After optimization of acid hydrolysis conditions, the reducing sugar (10  g/L), from the 
highest yielding condition (2% HCl at autoclave condition), was applied as a carbon source for 
the cultivation of Bacillus circulans. Hydrolysate was filtered through a 0.22-µm pore-sized 
syringe filter diameter of 25 mm made up of Avantor material limited. Sodium chloride (5 g/L) 
and organic nitrogen source tryptone (1 g/L) were added after autoclaving in sterilized hydro-
lysate. Bacterial culture was prepared by inoculation of a single colony of bacteria in a culture 
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medium in a 250-mL flask at 37 °C in a shaking incubator at 180 rpm. The culture was taken 
from the mid-exponential phase for 1% inoculum for the hydrolysate fermentation. The growth 
pattern of Bacillus circulans was observed in terms of cell dry weight, PHA production, and 
sugar consumption at different time intervals such as 24, 36, and 48 h [15]. Residual sugar was 
analyzed at 540 nm using a thermo-scientific UV visible spectrophotometer (GENESYS 50).

After fermentation, the culture suspensions were subjected to centrifugation (microproces-
sor-based laboratory centrifuge) at 6000 rpm for 15 min at room temperature. Cell pellets were 
washed with deionized water and then dried in the oven (Matrix Scientific) at 55 ℃ until the 
constant weight of cell dry weight in each condition was recorded. The experiment was done 
in a triplicate manner. The extraction of PHA was done with 1:20 ratios of sample and chloro-
form by heating at 60 ℃ for 120 min in a water bath. After cooling the extractives, precipita-
tion was done with a ten-fold volume of ice-chilled methanol as described by Shah [43].

The polymer obtained from the above method was estimated by the crotonic acid 
method. PHA is heated with H2so4, it is converted into crotonic acid, and its concentra-
tion is determined by spectrophotometric assay. The stock solution of crotonic acid was 
prepared by dissolving 0.1 mg of crotonic acid into 1 mL of sulfuric acid. Different con-
centrations of 2, 5, 7, 8, 9, and 10 µg/mL for crotonic acid were prepared from the stock 
solution with a working volume of 1 mL. Sulfuric acid was used as blank, and absorbance 
was recorded at 235 nm. The standard graph was plotted for concentration vs. absorbance. 
From the standard curve concentration of the test sample (PHA) was determined [23].

Biopolymer (PHA) was analyzed by acidic methanolysis. The 20 mg dried biomass was 
subjected to methanolysis by the addition of 2 mL CHCl3, 1.7 mL CH3OH, and 0.3 mL 
H2SO4. The mixture was heated at 100 °C for 2 h and 20 min of duration. A 2-µL sample 
from the bottom organic layer was used for GCMS analysis (Shimadzu QP 2010) and the 
injection temperature of the column was maintained at 260 °C. Monomers were analyzed 
by the NIST library as previously done by Mahato et al. [31].

The functional group of PHA from Bacillus circulans was analyzed by FT-IR with a 
spectral range of 4000–400 cm−1 (Perkin Elmer (Frontier Shelton CT08484)) as described 
in the literature [32]. The thermal degradation behavior of extracted PHA powder was 
checked using a differential scanning calorimeter (DSC) with an instrument make of Per-
kin Elmer model 8000. Nitrogen gas was used for purging with a flow rate of 10 mL/min. 
10 mg PHA was subjected to a thermal profile from − 10 to 300 °C and the heating rate was 
10 °C/min [19]. To check chemical properties 1H NMR was performed. Briefly, 6 mg of 
pure PHA was dissolved in 1 mL CDCl3 (denatured chloroform) and spectra were recorded 
on 500 MHz Bruker spectrophotometer [32].

Result and Discussion

Composition Analysis

The results of the composition analysis of potato peel waste are shown in Table  1. It 
was observed that a high amount of starch (63.34%), followed by protein (14%), lignin 
(7.12%), and nitrogen (2.27%), is present in potato peel waste. In a study by Remedios and 
Domingues [41], 46% starch, 10% protein, ash 7%, and lignin 4% were found in potato peel 
samples. In a literature Lima et al. [30] reported 32.4% cellulose and 10% hemicellulose 
content from potato peel. However, the composition of potato peel varies in different varie-
ties of potatoes and peeling methods [42].
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Acid Hydrolysis

As a result of acid hydrolysis, the complexity of peel biomass decreases, and the amount 
of fermentable sugar increases. Different concentrations of dilute acid (HCl) and time var-
iation for hydrolysate development were applied in this study which resulted in a varied 
amount of reducing sugar. Based on the sugar yields comparative results are shown in Fig. 1 
and Tables  2 and 3. In the acid hydrolysis process, a water molecule is added through a 
nucleophilic reaction due to the breakdown of chemical bonds of starch, and a change in 
porosity occurs which leads to the release of sugar upon hydrolysis [10]. Experimental con-
ditions used in this study such as 50 ℃ and 100 ℃ at different acid ranges were found insuf-
ficient for maximum reducing sugar extraction because sugar yield is directly proportional 
to hydrolysis temperature at a certain limit [46]. In an autoclave (at 121 °C) with  2% acid 
concentration, 71.23 ± 0.46% of sugar was extracted, which is the highest in comparison 
to other hydrolysis conditions (0.5, 0.75, 1, 1.25, and 1.5% HCl concentration). The rea-
son behind this observation is that soft biomass liberates high sugar at mild acidic condi-
tions and high temperatures which are previously observed in the literature [47]. Similarly, 

Table 1   Composition of potato 
peel waste

Parameters % (w/w)

Protein 14 ± 0.40
lignin 7.12 ± 0.22
Starch 63.34 ± 0.20
Cellulose 9.42 ± 0.22
Hemicellulose 2.18 ± 0.22
Others 3.94 ± 0.35

Fig. 1   Sugar releasing pattern in potato peel waste after hydrolysis with different concentrations of acid
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in a report, 23 g/L of sugars using 1% sulfuric acid pretreatment in autoclave condition was 
obtained [33]. In another study [18], 1–5% HCl was used to hydrolyze potato peel and they 
reported 62  g/L glucose from 5% acid concentration at 90 ℃ for 120  min reaction time. 
Martín et al. [34] reported almost similar amount (72%) conversion of glucose from cassava 
stems where in the first step, cassava stems are subjected to acid pretreatment with 0.6% 
H2SO4 and then enzymatic hydrolysis was with a combination of amylase and glucoamyl-
ase. Though high temperatures of more than 121 ℃ and increased acid concentration lead to 
the accumulation of toxic material such as phenolics due to the degradation of sugars [46]. 
Though the goal of this study was to extract maximum sugar for PHA production and there-
fore 2% acid was used which leads to liberating 71.23 ± 0.46% reducing sugar.

PHA Production by Bacillus circulans MTCC 867 in Potato Peel Media

The PHA production by Bacillus circulans in potato peel hydrolysate-containing media 
was observed in three different time intervals (24, 36, and 48  h). The physical growth 
parameters play a vital role in cell dry weight accumulation and PHA production. At 24 h 
of incubation, biomass was minimum (0.926 ± 0.01), as actively dividing cells utilize sugar 
only for growth purposes. Cell biomass was found at maximum (1.36 ± 0.02) up to 36 h 
as secondary metabolites (PHA) produced during the late stationary phase of the growth 
cycle when nutrients are in the limit. The stationary phase is signal when PHA synthe-
sis enzymes such as 3-keto thiolase, acetoacetyl-CoA reductase, and PHA synthase start 
converting PHA from acetyl-CoA which is commonly knowns as inclusion bodies [12]. 
A depletion of cell biomass (1.09 ± 0.06) until 48 h was observed as storage granules are 
utilized as a source of energy by the bacteria [32].

Table 4 and Fig. 2 show representation of cell dry weight and PHA accumulation pattern in 
different time intervals. All three-production media (24, 36, and 48 h) are further subjected to 
extraction by solvent extraction method. Different studies have shown the PHA accumulation 

Table 2   Reducing sugar yield 
(%) after acid hydrolysis

Acid % Sugar % at 121 °C Sugar % at 100 °C Sugar % at 50 °C

0.5 12.47 ± 0.40 7.61 ± 0.52 2.58 ± 0.15
0.75 13.71 ± 0.54 9.69 ± 0.30 4.55 ± 0.46
1 23.58 ± 0.17 16.44 ± 0.29 9.28 ± 0.51
1.25 32.77 ± 0.36 19.06 ± 0.38 12.41 ± 0.53
1.5 43.66 ± 0.34 26.59 ± 0.14 16.22 ± 0.46
2 71.23 ± 0.46 51.84 ± 0.29 35.50 ± 0.20

Table 3   Reducing sugar yield 
(mg/gram of potato peel waste) 
after acid hydrolysis

Acid % Sugar mg/g of 
potato peel at 
121 °C

Sugar mg/g of 
potato peel at 
100 °C

Sugar mg/g of 
potato peel at 
50 °C

0.5 125.55 ± 0.31 76.11 ± 0.22 25.84 ± 0.16
0.75 137.15 ± 0.18 96.94 ± 0.13 45.57 ± 0.40
1 235.84 ± 0.2 164.48 ± 0.29 92.89 ± 0.15
1.25 327.77 ± 0.23 190.64 ± 0.17 124.11 ± 0.21
1.5 436.61 ± 0.11 265.97 ± 0.30 162.28 ± 0.35
2 712.33 ± 0.30 518.46 ± 0.22 355.01 ± 0.20
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ability of a variety of Bacillus species by utilizing different organic wastes as carbon sources 
[5, 23, 49]. Subsequently, these carbon sources were applied in discrete combinations of 
other nutrient components, which showed the high PHA accumulation in the bacterial cyto-
plasm. For instance, in an optimization study [40], high yield of PHA (46.57%) was observed 
in Bacillus endophyticus; however, bacteria were cultivated in media containing salts such 
as Na2HPO4, KH2PO4, and sucrose 40 g/L was used as a carbon source. As several studies 
observed, PHA enhancement by optimizing the desirable C:N ratio [4, 48, 52] or by use of 
genetically engineered microbes [21]. But in the present study, wild-type Bacillus circulans 
was taken and carbon was 10 g/L used from waste potato peels, and other growth-promot-
ing micronutrients were not added in production media. A comparison of PHA production 
by different strains of Bacillus based on different parameters including polymer type, yield, 
and utilized carbon source is shown in Table 5. From the comparative studies, explained in 
above-mentioned table, it is observed that potato peel waste can be a good carbon source for 
an adequate amount of PHA production by Bacillus circulans.

Table 4   Cell dry weight (g/L) at 
different time intervals in potato 
peel hydrolysate media

Time (h) Cell dry weight (g/L) PHA g/L Residual sugar (g/L)

24 0.926 ± 0.01 0.1 ± 0.031 1.38 ± 0.05
36 1.36 ± 0.02 0.232 ± 0.041 0.8 ± 0.21
48 1.09 ± 0.06 0.184 ± 0.015 0.11 ± 0.14

Fig. 2   Growth pattern of Bacillus circulans in potato peel hydrolysate media
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GC–MS Analysis

By GC–MS analysis medium chain length, PHA monomers such as hexa decanoic acid 
3-hydroxy, methyl ester, pentadecanoic acid 14- methyl -esters, and tetra decanoic acid, 
12- methyl esters were identified with area % 4.25, 1.94, and 7.43%, respectively, using 
potato peel waste as a carbon source. However, scl PHA was reported by B. cereus 
SS105 [32]. Moreover Choonut et al. [14] reported five different types of mcl PHA mon-
omers reported by Bacillus theroaylovorans-related strains. The type of monomer accu-
mulation inside the bacterial cell depends on the type of carbon source [9].

Quantification of PHA

Cell dry weight (1  mg) was transformed into crotonic acid by adding 10  mL H2SO4 and 
absorbance was recorded at 235 nm against H2SO4 blank. Obtained PHA was found high-
est at 36 h of incubation 0.232 ± 0.04 g/1000 mL of production media. However, at 24 h and 
48 h, it was found 0.1 ± 0.041 and 0.184 ± 0.015 g/1000 mL of media, respectively. In a study 
0.5 g/L of PHA was extracted from the Bacillus marcorestinctum and mineral salt media con-
taining NH2PO4, KH2PO4, MgSO4,(NH4)2SO4, CaCl2, NaCl, NH4Fe, citrate, mixture of trace 
elements, 2% cane molasses along with 10 g/L glucose were used for PHA production [36]. 
In literature Choonut et al. [14] reported 0.41 ± 0.01 g/L of PHA by thermotolerant bacteria 
Bacillus thermoamylovorans, isolated from palm mill effluent where the MS media (mineral 
salt) enriched with Na2HPO4.12H2O (9 g/L), KH2PO4 (1.5 g/L), nitrogen stress in the form 
of 0.1 g/L NH4Cl, and MgSO.7H2O were taken as the culture media. However, in the present 
study, 1% sugar from potato peel waste, NaCl, and 0.1 g/L tryptone were used in production 
media which is very economical as compared to above-mentioned study.

Characterization of PHA

FTIR

Characterization of extracted PHA from Bacillus circulans was done with FTIR analy-
sis. The distribution of functional groups present in FTIR spectra was performed based 
on existing literature [31, 43]. PHA shows the band at 3437.13  cm−1 represents the 
hydroxyl group, the band at 2925.31  cm−1 represents C–H which shows the presence 
of methane and methylene groups, and sharp band at position 1724.25  cm−1 indicates 

Table 5   PHA production by different species of Bacillus 

Bacteria Type of polymer Carbon source Yield (%) Reference

Bacillus megaterium PHB DSMZ media containing 
glycerol as a carbon source

14.11 Hiremath and Sura [23]

Bacillus cereus PHB Grape residue 18.79 Andler et al. [5]
Bacillus sp. PHB Mineral salt media with 2% 

glucose
20 Hassan et al. [22]

Bacillus megaterium PHA Food waste-derived volatile 
fatty acid

10 Vu et al. [49]

Bacillus circulans PHA Potato peel waste 23 Present study
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the presence of ester bond (C = O) which is a characteristic feature of polyhydroxyal-
kanoates [25]. The 1460.02 cm−1 represents CH2, band position at 1280.21 corresponds 
to C–O, and 1184.10  cm−1 corresponds to C–O–C (Fig.  3). Similar pattern of FTIR 
spectroscopy was obtained by Bacillus megaterium BBST4 in a study done by Porras 
et  al. [38]. Almost similar pattern of FTIR peaks was found in PHA accumulated by 
Bacillus cereus SS105 in which the spectral peak at 3264  cm−1 represents the O–H 
group of polymer; for CH3 group peak, found at 2973  cm−1, an outcome of changes 
of crystalline structure and 1736 cm−1 band was observed due to the presence of ester 
bond [32]. Hence, it is confirmed that the deposited polymer inside Bacillus circulans 
MTCC 8167 is PHA.

DSC

A differential scanning calorimetry technique is done to check the melting temperature (Tm) 
of extracted PHA. The peak obtained in the DSC curve at 165.24 °C indicates the crys-
talization of the PHA polymer (Fig. 4). Thermal characterization of PHA provides detail 
about the self-life of PHA and its stability. DSC of standard PHA ranges between 165 and 
170 °C. Polymer degradation at low temperatures may be because of impurities. Although, 
the rate of degradation of polymer is species specific and may change upon using different 
extraction methods [25]. Cueva-Almendras [17] checked the DSC curve of PHA from iso-
lated Bacillus thuringiensis and they found Tm at 166.92 °C close to the curve observed in 

Fig. 3   FTIR spectra of purified PHA polymer
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this study. Vu et al. [49] reported 145.43 °C Tm, which is lower than the present report from 
polymer accumulated by Bacillus megaterium using volatile fatty acid as a carbon source. 
Hassan et al. [22] observed the Tm at 175.9 °C of a polymer obtained from the Bacillus sp. 
which is higher from the present study.

NMR

The presence of methyl and methylene groups is characteristic feature of PHA monomer. 
The intensity of signals obtained from proton NMR spectra of extracted biopolymer indi-
cated the presence of PHA polymer. The doublet peak at 1.37 is an indication of the pres-
ence of the CH3 group, while the doublet quadruplet at the signal at 2.5 ppm is a charac-
teristic feature of the presence of the CH2 group in the sample; moreover, peak intensity 
between 5.28 and 5.3 ppm is an indication of CH group. The peak at 7.2 ppm is attributed 
to solvents (denatured chloroform). By comparing the peak intensities with previous work, 
a similar pattern of proton NMR spectra was reported by Raghu and Divyashree [40] in 
PHA accumulated inside Bacillus flexus when it is grown on castor oil as a carbon source. 
Ensifer [26] identified the same type of peak pattern of proton NMR of PHA polymer accu-
mulated by a soil isolate Ensifer sp. Moreover, the pattern of NMR obtained by the studies 
[22, 45] confirms the polymer obtained from Bacillus circulans using potato peel waste in 
this study is PHA (Fig. 5).

Fig. 4   DSC thermogram of purified PHA polymer
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Conclusion and Future Prospective

PHA is a promising biopolymer for replacing traditional plastics. The extent of PHA dep-
osition by microbes depends on several factors, including the microbial species’ potency 
and its ability to utilize available carbon sources. Potato peel waste is utilized to liber-
ate sugars, and the resulting reducing sugars serve as a carbon source for PHA accumu-
lation by Bacillus circulans. During a 36-h incubation period, a substantial amount of 
PHA (0.232 ± 0.04 g/L) was extracted, and its characteristics were further analyzed using 
FTIR, DSC, and NMR. While achieving a desirable amount of CDW (cell dry weight) 
remains a challenge, this obstacle can potentially be overcome by optimizing growth 
parameters, such as the ideal quantity of carbon and nitrogen, to achieve a higher dry 
cell weight. Hence, potato peel waste shows promise as a cost-effective alternative carbon 
source for PHA production.
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Abstract— Photovoltaic (PV) power generation is vastly 

dependent on solar irradiance and temperature conditions. In 

this paper, the temperature is chosen at standard test condition 

(STC) i.e., T = 25oC, whereas variable irradiance is considered 

for power flow management. The maximum power point 

technique (MPPT) algorithm is implemented to concur optimal 

power from solar photovoltaic array, which is fed via the dc-dc 

boost converter to a variable dc loading system. A single stage 

switched boost inverter (SBI) is used for high gain dc-ac power 

conversion. The SBI is used to enable the ac loads for the 

operation at high voltage gain with 72 V dc bus. A battery 

energy storage system (BESS) is integrated and the performance 

of battery is measured in terms of state of charge (SOC) under 

different irradiance conditions. The bidirectional converter 

serves to regulate dc bus voltage whilst maintaining the power 

balance during deficit and surplus PV power generation 

conditions. Simulation results are provided to verify proposed 

microgrid network and power flow management. The results 

are in good agreement with theoretical analysis. 

Keywords— Bidirectional converter, maximum power point 

technique (MPPT), perturb and observe (P&O), solar PV, state 

of charge (SOC), switched boost inverter (SBI). 

I. INTRODUCTION  

The advancement in renewable energy sources (RES) is a 
fairly accepted alternative in contemporary times as compared 
to the conventional energy sources. Solar photovoltaic array 
promises to be the leading source of energy. This has become 
possible broadly based on the ability to produce solar energy 
locally with more advanced versions of solar modules that can 
be installed at grassroot level, reducing the dependence on 
imported and fumigating fuels thereby increasing energy 
security. This has been encouraged in the form of multiple 
government incentives promoting use of renewable energy 
through subsidies, tax credits etc. bringing down the overall 
cost associated with solar energy in recent years.  

A microgrid is a cumulative circuit, representing power 
sources and attached loads. The microgrid has a distinguishing 
feature that it operates connected to a traditional centralized 
grid, but subsystems have the capacity to disconnect and 
function as an autonomous unit. Solar energy has huge 
potential which is reflected by the value  of solar energy 
constant i.e. 1373 W/m2 which is a quantitative measure of 
sun’s radiated power density calculated at the outer 
atmospheric layer. This  radiated power density is subjected to 
scattering and absorption and finally a tropical-zone solar 
irradiation peak density of 1000 W/m2 is achieved at the 
surface of earth. This value has been chosen as the case for 
constant irradiance. Utilising a PV array involves  connecting 

multiple low power profile solar PV cells to obtain an 
aggregated output of desired current and voltage levels. The 
PV based microgrid needs to be integrated to other energy 
sources or ac grid since the PV power output is intermittent in 
nature.  

This paper considers a 72V dc bus to which a PV array of 
1340 W is integrated via a boost dc-dc converter. The duty 
cycle of boost converter is controlled using perturb and 
observe (P&O) algorithm as a maximum power point 
technique (MPPT) algorithm so that the PV arrays operate at 
their maximum power point. A lithium-ion battery of rating 
35 Ah, 48V and having initial state of charge (SOC) 50% is 
also integrated to the system. A bidirectional converter is used 
to integrate this Li-ion battery to the considered system and 
regulate the SOC of battery [1]. A switched boost inverter 
(SBI) which is used as high gain inverter is employed, which 
can supply both ac as well as dc loads simultaneously [2], [3]. 

This paper broadly covers design and analysis of three 
controllers viz dc-dc boost controller; bidirectional dc-dc 
controller and SBI control. The MPPT controller is designed 
to extract the maximum power from rated PV array and 
deliver to the dc bus [4]. The SBI control provides improved 
power quality at the user end. Simultaneously, the 
bidirectional controller allows adequate energy management 
and provides user flexibility in terms of charging or 
discharging ability. The paper thoroughly discusses all three 
controllers and overall system to provide user access to higher 
power quality and control. The novelty of this paper is the use 
of high gain inverter which enable the ac loads for the 
operation with 72 V dc bus. 

II. SWITCHED BOOST INVERTER BASED MICROGRID FOR 

AC/DC LOADS 

The system schematic in Fig.1 is proposed in this paper. 
PV array is composed of 4 modules each having a capacity of 
335 W is connected in parallel therefore the installed capacity 
of 1340 W. PV based power generation is considered under 
two assumed conditions. First condition describes a 
hypothetical case of mean irradiance 1000 W/m2 incident over 
the solar array, while a second case is modelled to imitate 
reality therefore irradiance is considered to be varying over 24 
hours span and is incident upon SunPower SPR-X21-335-
BLK module at 25℃ specified temperatures. The plot for PV 
array suggests that the maximum power that can be obtained 
using the module is 1340 W at 57.3 V and it is capable to 
deliver a current of magnitude 23.4 A. In order to obtain these 
desired values, P&O MPPT algorithm is used. The code for 
the P&O algorithm is appended to the function block. Its 
working principle is based upon the observation that a change  
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Fig. 1. Proposed system layout  

in operating voltage produces a corresponding change in 
power output. Following this algorithm, the operating voltage 
can be adjusted again until the MPP is found. The MPP is the 
point at which the solar panel and the designed system 
operates at maximum power. The major advantages drawn out 
of employing P&O technique are that, since it does not require 
prior knowledge of the solar panel's characteristic curve, it 
acts as a simple, robust, cost-effective and efficient solution 
for tracking the maximum power point in photovoltaic 
systems. Battery energy storage system (BESS) controlling 
mechanism is implemented to the amount and timing of 
energy released or absorbed from the electrical grid, 
improving grid stability and reliability. In Fig. 1, The 
difference of Vbus_ref (i.e., reference voltage assumed to be 
72V) and Vbus_act (i.e., actual voltage) is fed to a PID controller 
to obtain the value of reference current. The BESS 
commences alternate cycles of charging the batteries when 
excess energy is available from source to the grid and 
discharging when demand at the load ends is high. This 
process reduces the probability of fault occurring due to  

TABLE I. 

SYSTEM PARAMETERS 

System Components Parameters Values 

PV Array 

Output Power at MPP** 
Open Circuit Voltage Voc, 

Short Circuit Current Isc 

Peak Power Voltage VMPP 
Peak Power Current IMPP 

1340 W 
67.90 V 
6.23 A 

57.30 V 
23.4 A 

Switched Boost 
Inverter 

Input Voltage (Vdc) 
Fundamental Frequency 
Switching Frequency 
Shoot through Duty Ratio 
Modulation Index (M) 
Inductance(L2) 
Capacitance(C3) 
Outer Filter Inductor (LF) 
Load Resistance (RL) 

72 V 
50 Hz 

10 kHz 
0.4 
0.5 

5.6 mH 
100 µF 
4.6 mH 
100 Ω 

Bidirectional 
Converter 

Battery Nominal Voltage 
Rated Capacity 
Initial SOC of Battery 
Inductance (L3) 
Capacitance (Cbo) 

48 V 
35 Ah 
50% 
5 mH 

220 µF 

** at STC (standard test conditions) i.e., 25°C and 1000 W/m2 
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Fig. 2. Operation of SBI during (a) charging cycle, (1-D)×TS time period; and 
(b) discharging cycle, D×TS period. 

regulated power flow from source to end and provides an 
excellent alternative in situations where source supply failure 
occurs so that pressure on load is reduced. The BESS 
presented in Fig.1; Li-ion battery pack is considered which is 
connected with the bidirectional converter. Charging and 
discharging operations take place between 72V dc bus and 
BESS via the bidirectional converter based upon the SOC of 
the battery.  

SBI can be understood as a combination of two sub-
circuits, a switched boost network and a voltage source 
inverter (VSI). As shown in Fig. 2 the switched boost network 
consists of a switch (Sb2), two diodes (D9, D4), inductor (L2) 
and one capacitor (C3) [5]. SBI is assumed to be in shoot 
through state for the duration D×TS within the switching cycle 
TS. Fig. 2. (b) shows that when switch Sb2 is turned on, it 
makes path for current to flow from the C3 to L2 via switch 
Sb2 since the inverter gets shorted due to shoot through state. 
L2 gets charged during this time by discharging of capacitor 
C3 and the inductor current (iL2) equals the capacitor 
discharging current (iC3). D4 and D9 are reverse biased during 
this time since the steady state shoot through voltage across 
capacitor (VC3) is greater than Vdc. Fig. 2. (a) represents the 
remaining duration of the cycle i.e. (1-D)×TS where the 
inverter is not in shoot through state and switch Sb2 remains 
turned off [6]. For simplification, the VSI can be represented 
as a current source during this time. The Vdc and L2 (which 
was charged during D×TS) supply power to both inverter and 
C3 through D9 and D4. During this time iL2 is equal to the sum 
of capacitor charging current (iC3) and inverter input current, 
being fed to ac loads. It can be inferred that the conversion 
ratio (VC3/Vdc) is unity at D = 0 because shoot through state is 
not attained but D is very high when duty ratio approaches 
0.5 and cannot be further exceeded, like the case of Z source 
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inverter. [7]. Relation between D and M is derived in [3]. 
Applying the voltage second balance, 

( ) ( ) ( )3 3 1 0C D C CV D V V D× + − × − =  (1a) 

( )

( )
3

1

1 2

C

DC

DV

V D

−
=

−
 (1b) 

III. PWM GENERATION AND POWER FLOW MANAGEMENT 

The overall system in Fig. 1 can be understood as an 
aggregate of three subsystems, each with their respective 
control. This provides us with three subsystem block diagrams 
consisting of the boost converter, the bidirectional converter 
and the inverter as shown in Fig. 3. Of these, the boost 
converter control has been coded using the function block 
implementing the P&O MPPT algorithm.  

Solar PV 

Power (Ppv) 

Switched boost 

inverter

Battery (Pbat)

 AC Loads 

(PAC)

 DC Loads 

(PDC)

DC Bus

 

Fig. 3. Power flow control in the proposed system. 

Energy management of a PV integrated dc microgrid with 
a BESS involves controlling and coordinating the flow of 
energy between the battery and energy source in a way to 
allow maximum effective utilization of power, so as to meet 
current load demands as well as make viable storage options 
to support the system during non-generative hours. The 
scheme displayed underneath explains the mechanism 
through which control of BESS subsystem is achieved. Iref is 
evaluated by comparing the values of Vbus_ref which is the 
reference voltage assumed to be 72V and Vbus_act as the varying 
voltage considered at an instant and feeding the result obtained 
to a PID controller. This value of Iref obtained is then compared 
with the battery current value and fed to a PI controller. The 
output is subjected to a saturation block that is fed to the PWM 
generator from which boost and buck operation control can be 
achieved using a NOT gate for the buck output. The 
aforementioned systems are represented in the form of 
exclusive block diagrams as shown in Fig. 4 (a). 

A switched boost inverter is a type of dc-ac power inverter 
that uses switching devices such as IGBT is used to regulate 
the input dc voltage and convert it to ac power. The term 
"boost" in the name refers to the fact that the inverter increases 
the voltage of the input dc power source before converting it 
to ac power. This allows for a higher output power than 
traditional inverters, but also requires a higher input voltage 
and a larger circuit. Due to the high frequency of the switching 
devices used in the SBI, stress on the components of the 
inverter is reduced which further leads to increased lifespan of 
the inverter. 

SBI also faces many challenges in its usage. One of the 
major challenges observed are harmonic distortion and 
electromagnetic interference (EMI). The switching operation 
of the inverter can cause harmonic distortion in the output ac 
waveform, which can lead to poor power quality and damage 
to other electrical equipment. The switching operation of the 
inverter can also generate EMI, which can cause problems 
with other electronic devices and equipment. Due to this, we 

can control the efficiency and reliability of the SBI using 
certain control strategies. One such control strategy is 
discussed in this paper. 

SBI uses shoot-through state (both switches of the voltage 
converter are ON at the same time) to invoke boost operation. 
Since traditional PWM techniques do not permit shoot 
through state for a VSI, the PWM control strategy used in this 
paper is based on sine-triangle pulse width modulation with 
unipolar voltage switching as shown in Fig. 4 (b) [8]-[9]. 
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Fig. 4. (a) Bidirectional converter control; and (b) schematic of PWM control 
circuit of SBI. 

Gate signals for S1 and S2 are generated by comparing the 
reference sinusoidal signal Vm(t) with a high frequency 
switching / triangular carrier wave Vtri(t). Frequency of the 
carrier wave is chosen such that it is much greater than the 
frequency of the modulation signal, thus, Vm(t) is assumed to 
be nearly constant. The signals Sa and Sb are generated by 
comparing Vtri(t) with two constant voltages VST and –VST, 
respectively. Sb2, S3 and S4 are generated using these two 
signals. 

3 2 4 1 2; ;a b b a bS S S S S S S S S= ∧ = ∧ = ∧  (2) 

The output voltage of the inverter side of the SBI has nine 
switching intervals in each switching cycle during which 
different conducting devices are active as can be seen from 
Table II. From Fig .5. we can observe that the duty ratio D can 
be varied by varying VST. Using Fig. 5 it can be derived as 
follows:  

ˆ
;  0

( / 4 ) 4 2
( )

ˆ 3
;   

( / 4 ) 4 2

tr i S S
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tri

tri S S
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V T T
t if t

T
V t

V T T
t if t T

T

−  
− < < 

 
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 
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 (3) 
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1 2 2 1( ) ( ) ;  
2

S

tri tri ST

DT
V t V t V and t t= = − − =  (4) 

Using (3) and (4), t1 and t2 can be calculated as follows: 

1 21   3
ˆ ˆ4 4

S ST S ST

tri tri

T V T V
t and t

V V

   
= + = −      

   
 (5) 

The duty ratio D is chosen such that the shoot through 
interval does not disturb the power interval of Vac i.e., D is 
chosen such that the total available width of zero interval in 
any switching cycle should be greater than total width of shoot 
through interval. 

TABLE II. 
CONDUCTING DEVICES WITHIN RESPECTIVE INTERVALS 

Interval Number Conducting Devices of the Converter 

(1), (9) S2, S3, S4, Sb2 

(2), (8) S2, S4 

(3), (7) S1, S2 (S3, S4 in negative half cycle of Vm(t)) 

(4), (6) S1, S3 

(5) S1, S3, S4, Sb2 

(1) (2) (3) (4) (5) (6) (7) (8) (9)

t1 t2
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Fig. 5. PWM control signals generated for switched boost inverter during 
positive half cycle of Vm(t). 

IV. RESULTS AND DISCUSSION 

The energy storage system integrated with the solar PV 
array with isolated dc microgrid system has been analyzed 
using MATLAB software. The results have been discussed 
under variable irradiance and constant irradiance conditions. 

A. Under variable irradiance condition: The irradiance 
condition is considered for 24 hours for a day scenario. 
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Fig. 6. a) Variable Irradiance for 24 hours b) PV Power c) dc power across 
load d) ac Power across load e) battery Power f) load demand and supply. 
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Fig. 7. Switched boost inverter waveforms, a) DC bus voltage, b) inverter 
output voltage, c) capacitor voltage, and d) load current. 
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Fig. 6. (a) represents the variable irradiance provided to 
the PV array across an entire day. The power provided by the 
PV array is represented by Fig. 6. (b) the maximum power 
obtained is equivalent to 1060 W. Fig. 6. (c) The voltage gets 
boosted by a boost converter which is controlled using P&O 
MPPT algorithm so that the PV arrays operate at their 
maximum power point, then power is supplied to the loads. 
The dc load is fluctuating, the load is increased at 10 and 15 
hours for which the dc powers are 200 W (T1), 400 W (T2), 
600 W (T3) respectively. This has been plotted as dc load 
power diagram. Fig. 6. (d) represents the ac power drawn 
across constant ac load which is maintained at 64.31 W. Fig 
.6. (e) represents the power supplied by the battery. Battery 
power is both negative (battery charging mode) and positive 
(battery discharging mode) i.e., 280.5 W(T1), -535.8 W(T2) 
and 680.4 W(T3). Fig. 6. (f) represents the power flow 
management of the system. The total load power (ac and dc) 
is approximately equal to the power supplied by the PV array 
and the BESS. 

The SBI derives voltage from 72 V dc bus shown in Fig. 
7. (a). This voltage gets boosted and subsequently inverted by 
SBI and it is obtained as Fig. 7. (b) across the ac loads (Lf, RL) 
as inverter output voltage. When the SBI is suitably 
controlled by applying PWM techniques Fig. 7. (c) 220V is 
achieved across the capacitor (C3) and Fig. 7. (d) ac current / 
load current of the SBI.  
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Fig. 8. Characteristics of BESS, a) variable irradiance for 24 hours b) PV 
power c) total power d) battery current e) battery voltage f) battery SOC. 

Fig. 8. (a) and (b) represents the irradiance and the PV 
power respectively obtained. The results presented show the 
BESS characteristics. Fig. 8. (c) represents the total load 
power 266.9 W (T1), 469.2 W (T2) and 662.7W (T3). It is 
the summation of the dc load power and the ac load power for 
which the dc loads are fluctuating at intervals of 10 and 15 
hours. Fig. 8. (d) represents the current provided by the 
battery. Battery current reaches a maximum value of -10.34 
A at time T4 (negative sign represents that the current is 
flowing into the battery i.e., battery is getting charged). Fig. 
8. (e) shows the battery voltage at different times: 51.60 V 
(T1), 51.98 V (T2) and 51.30 V (T3). Fig. 8. (f) represents the 
battery SOC. The increasing and decreasing characteristics of 
SOC depends on the availability of solar irradiance with 
respect to total load demand. 

B. Under Constant Irradiance Condition: Fig. 9. (a) 
represents a constant irradiance of 1000W/m2 provided to the 
PV array. Fig. 9. (b) is the power provided by the PV array 
under constant irradiance i.e., 1330 W. Fig. 9. (c) represents 
the dc load power which is fluctuating due to the fluctuating 
loads connected at 10 and 15 hours. DC power varies as 200 
W at T1, 400W at T2 and 600 W at T3. Fig. 9. (d) shows ac 
power across the load, which is considered constant 
throughout the simulation study at the value of 64.20. Fig. 9. 
(e) represents the power supplied by the battery. Battery 
power is negative (battery charging mode) due to constant 
irradiance at all times and varies as -981.8 W (T1), -793.5 
W(T2) and -582.5 W (T3) due to variable loading. Fig. 9. (f) 
displays the power flow management of the system as total 
load ac and dc load power is equal to the total power supplied 
by the PV array and the BESS. 
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Fig. 9. Power flow management under constant radiance condition, a) 
constant irradiance for 24 hours, b) PV power, c) dc power across load, d) ac 
load power, e) battery power, f) total load demand and supply. 

Fig. 10. (a) and (b) show the irradiance and the PV power 
respectively Fig. 10. (c) represents the variation of total load 
power at different points in time when dc load is varied at an 
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interval of 10 and 15 hours respectively whereas ac load 
remains constant throughout. Total load power obtained is 
261.3 W till the first 10 hours of the day (T1), it escalates to 
475.9 W at a point midway between 10 and 15 hours (T2) and 
reaches a level of 685.4 W after 15 hours (T3). In that 
duration, battery gets charged by the PV array as the current 
is supplied to it. Fig. 10. (d) Battery Current varies as the load 
is varied: -18.66 A (T1), -15.00 A (T2), -11.40 A (T3). Fig. 
10. (e) The battery voltage is maintained at 52.2 V. Fig. 10. 
(f) Since the battery is only getting charged under constant 
irradiance, the battery state of charge should keep on 
increasing. This is verified by the simulation results obtained. 
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Fig. 10. Characteristics of BESS under constant irradiance condition, a) 

constant irradiance, b) PV power, c) total load power, d) battery current, e) 
battery voltage, f) battery SOC. 

V. CONCLUSION 

The proposed Solar PV switched boost inverter based 
microgrid system allows renewable solar energy integration, 
which is considered at 25°C and at variable irradiance. It is 

observed that the SOC of the battery increases when the load 
demand is lower than the total PV generated power and 
therefore the bidirectional converter is operating under buck-
mode (charging mode). However, the bidirectional converter 
is employed to provide energy during hours when solar 
irradiation is insufficient to compensate the load demand (i.e., 
discharging mode). The SBI obtains voltage from dc bus at 72 
V and boosts it to 220 V by charging of capacitor. This 
boosted voltage is inverted by the voltage source inverter 
component of SBI and used to provide to ac loads. The active 
front end boost stage is used to improve the bus voltage and 
attain higher value of rms output voltage that can be used to 
supply to ac loads. Therefore, the SBI enables the ac loads for 
the operation with high voltage gain with the input of 72 V dc 
bus. The performance of BESS is evaluated in terms of SOC 
under different irradiance conditions. 
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We demonstrate that the XMR material ytterbium monoarsenide (YbAs) shows transitions from a trivial to a non-trivial 
topological phase with hydrostatic pressure of 20 GPa and maintains its topological character up to structural phase 
transition pressure. We observed band inversions close to the Fermi level at the X high symmetry point at 20 GPa and band 
parities are used to confirm the same with consideration of Spin-orbit coupling (SOC) effect. The evolution of the surface 
states and the bulk band structure in YbAs are discussed.  
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1 Introduction 
The Z2 topological semimetals are a subclass of 

topological materials. These can be distinguished from 
trivial insulator via Z2 topological invariant and 
requires time-reversal symmetry (TRS) to protect their 
nontrivial topological characteristics. These topological 
systems do not exhibit a gap in the bulk band structure 
e.g., rare earth monopnictide LnPn (Ln = Ce, Pr, Sm,
Gd, Yb; Pn = Sb, Bi)1. These systems have shown
the Z2 topological character at ambient pressure.
However, LaAs2, LaSb3,TmSb4, PbTe, PbS, PbSe,
GeTe5exhibited inversion when external pressure is
applied. Similarly, the rare earth monopicnide family
also includes YbAs, which was experimentally
reported to be a topologically trivial semimetal under
ambient pressure6 and theoretically demonstrated to
show band inversion under applied pressure of 6 GPa7,
turning it into a Z2 topological insulator. In this study,
we discussed the effect of pressure on topological
phase of YbAs by implementing a more accurate
hybrid functional with density functional theory (DFT).
The invariants, calculated from the parity table of wave
functions on high symmetry points, and Wannier
Charge Centres (WCCs) along with existence of odd
number of gapless topological surface states confirm
the topological phase in YbAs.

2 Computational Details 
Our calculations were based on the projector 

augmented wave (PAW) approach8 as implemented 

in the VASP code10. The screened hybrid functional 
of HSE0611 was used to calculate the exchange-
correlation potential. The plane wave basis set had 
a kinetic energy cutoff of 380 eV and 7x7x7 
k-mesh applied to sample the Brillouin zone (BZ).
The maximally localised Wannier functions
(MLWFs)12 were used to construct the TB
Hamiltonian and surface band structure. The Wannier
charge centers (WCCs) were obtained using the
Wannier Tools code13.

3 Result & Discussions 
At ambient pressure, the NaCl-type (space group

Fm3m ) structure of YbAs have (0, 0, 0) and (1/2, 1/2, 
1/2) position coordinates for As and Yb, respectively, 
as illustrated in Fig. 1(a). The optimized lattice 
parameter (5.722 Å), structural phase transition (SPT) 
and dynamical stability of NaCl-type structure of 
YbAs with applied hydrostatic pressure is discussed 
in our previous report7. The band structure of YbAs at 
normal pressure is shown in Fig. 1(c). K-path for band 
structure includes the Time Reversal Invariant 
Momenta (TRIM) points in the BZ (i.e., X, Γ and L). 
A small overlap between the valance and conduction 
bands around the Fermi level (Fig. 1(b)), in the orbital 
projected density of states (PDOS), demonstrated that 
YbAs is semimetallic in nature which is fully agree 
with previous experimental study6. The band 
structure, Fig. 1(c), indicates that YbAs is a 
topologically trivial and the p-orbital of As dominate 
in valance band and the d-orbital of Yb dominate in 

—————— 
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conduction band near the Fermi level. There is no 
evidence of a band inversion near Fermi level, at 
ambient pressure, as it was reported experimentally 
using angle-resolved photoemission spectroscopy 
(ARPES) measurement6. So, the true nature of YbAs 
at ambient pressure has been anticipated by our 
investigation which also confirmed by SDOS and 
WCCs in Fig. 1(d) & (e). We raised the external 
hydrostatic pressure inside the SPT limit to 
investigate the topological quantum phase transition 
in semimetal YbAs. 

External pressure leads to change in lattice 
parameter, which influences the energy width 
between bands without changing charge neutrality of 
the YbAs. We examined the band inversion at each 
TRIM point to look for the sign of a topological 
quantum phase transition. Unlike to earlier findings7, 
we observed that the band structure of YbAs does not 
change adiabatically from 0 to 19.5 GPa and retains 
its trivial state. As we increased the pressure from 
19.5 to 20 GPa, we discovered a band inversion at the 
X point (shown by the bold arrow in Fig. 2(a)). With 
applied hydrostatic pressure, the elevation in SOC 
takes place which results this inversion at X point. 
The presence of the C4v double group3 at the X point 
in the rock salt structure of YbAs indicates that it 
contains both time and space inversion symmetries. 
To further confirm the quantum phase transition, we 
have examined the parity of the bands close to the 
Fermi level at the X TRIM point. The band parities at 
ambient pressure and 20 GPa are listed in Table 1. 

Applied hydrostatic pressure of 20 GPa switch the 
parities at X TRIM point near Fermi level which 
verifies the band inversion. It appears that YbAs is 
not a Dirac semimetal due to the opening of the band 
gap at the X point with inversion (inset of Fig. 2(a)). 
Table 1 shows that all three X point in BZ have 
opposite parities, implying that YbAs may be a 
topological insulator described on curved Fermi 
surface3. However, at 20 GPa, an inverted 
contribution of the d-orbital of Yb in valance band 
and p-orbital of As in conduction band can be 
observed at X point near the Fermi level (Fig. 2(a)). 
Additionally, we derived Z2 topological invariants as 
described by Kane and Mele14 to confirm the non-
trivial topological phase of YbAs under applied 
hydrostatic pressure of 20 GPa. There are eight 
distinct TRIM points for three-dimensional systems 
that may be expressed as: 

 

1 2 3( ) 1 1 2 2 3 3( ) / 2i m m mG m a m a m a       ... (1) 

 

where mj = 0,1 and the reciprocal primitive lattice 
vectors are a1, a2, and a3. Four Z2 indices (ν0; ν1, ν2, ν3) 
can be examined with the help of change in the sign 
of parity to identify adiabatic change in the band 
structure. The following relationship between parity 
and Z2 indices can be used to determine ν0: 
 

0

1
0 ,1

2 3( 1)
j

ν

m

m m m


      ... (2) 

 
 
Fig.1 — (a) NaCl-type structure, (b) Orbital projected density of states (PDOS), (c) Orbital projected band structure, (d) Surface density
of states (SDOS), (e) wannier change centers (WCCs), of YbAs at ambient pressure (P=0 GPa). The Fermi energy is set at 0 eV. 
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where δi signifies the parities of all the filled bands at 
all TRIM points. YbAs is topologically trivial since 
there is no band inversion at ambient pressure and 
which can be verified with ν0 value 0 calculated from at 
the X point when we apply 20 GPa pressure and it 
turns ν0 into 1, indicating a topologically non-trivial 
phase. Fig. 2(e) shows the change in the first Z2 
topological index as a function of pressure. We 
computed the (001) surface band structure to further 
illustrate the topologically nontrivial nature of YbAs 
under hydrostatic pressure. YbAs exhibits bulk band 
inversion at three X TRIM points, showing three Dirac 
cones on the surface states associated with the 
inversions. These Dirac cones related to band in version 
are projected onto the surface Brillouin zone. These 
three X TRIM points are projected on M point in surface 
Brillion zone (SBZ). In Fig. 2(c), surface Dirac cone is 
shown along X-M-X k-path. To examine the topological 
phase and Z2 topological invariants of YbAs, we 
calculate WCCs on six ki = 0, π (i = x, y, z)TRIM 

planes. The behaviour of WCCs for six in variant planes 
along given k-path is shown in Fig. 1(e) & 2(d). 

Fig. 2(d) shows odd number of crossings of WCCs 
with horizontal reference line on ki = 0 planes in half 
Brillion zone (BZ) which verifies the non-trivial 
topological phase with the invariant Z2 = 1. Even 
number of crossings of WCCs with horizontal reference 
line in Fig. 1(e) with ki = 0, π planes and in Fig. 2(d) 
with ki = π planes show a trivial phase with the invariant 
Z2 =0. Four distinct 3D topological invariants (ν0; ν1ν2ν3) 
= (1;000) have been identified with the help of the parity 
table (Table 1) and WCCs (Fig. 2(b) & Fig. 4(b)), which 
confirms the non-trivial phase of YbAs protected by 
TRS at a hydrostatic pressure of 20 GPa.  
 
4 Conclusion 

We have discovered the non-trivial topological 
phase of experimentally synthesized YbAs under 
applied hydrostatic pressure. Our First-principles 
calculations have shown that YbAs is topologically 
trivial at ambient pressure with SOC. The strength of 
SOC in system enhanced due to applied hydrostatic 
pressure resulting in a topological phase change from 
trivial to a non-trivial at 20 GPa. We have 
investigated the (001) surface states where the 

 
 

Fig.2 — (a)Orbital projected band structure,(b)wannierized band structure,(c) Surface density of states (SDOS),(d) wannier change
centers (WCCs),(e) first Z2 topological index,w.r.t. hydrostatic pressure of YbAs at P=20 GPa. The Fermi energy is set at 0 eV. 
 

Table 1 — Parity table of YbAs at 0 GPa and 20 GPa. 

TRIMs Pressure 4L Γ 3X ෑ𝛿௠ Z2 

0 GPa - + + + 0 
20 GPa - + - - 1 
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characteristic crossing can be observed. We have 
found that YbAs hosts three Dirac cones along three 
X TRIM points which are projected to M point in 
surface Brillion zone. Band inversion has been 
confirmed by an exchange of orbital contribution in 
bands close to the Fermi level under pressure. The 
calculation of Z2 indices or Z2 topological invariants 
has established the topological phase transition. 
Product of parities and WCCs shows the change from 
zero to non-zero in first Z2 topological invariant at 20 
GPa pressure. This has shown that over the mentioned 
pressure value, a topologically non-trivial state of 
YbAs can be achieved. 
 
Acknowledgement 

One of the authors (Ramesh Kumar) would like to 
thank Council of Scientific and Industrial Research 
(CSIR), Delhi, for financial support. The authors also 
acknowledge the National Supercomputing Mission 
(NSM) for providing computing resources of 'PARAM 
SEVA′ at IIT, Hyderabad, which is implemented by  
C-DAC and supported by the Ministry of Electronics and 
Information Technology (MeitY) and Department of 
Science and Technology (DST), Government of India. 

References 
1 Duan X, Wu F, Chen J, Zhang P, Liu Y, Yuan H & Cao C, 

Commun Phys, 1 (2018) 71. 
2 Khalid S, Sabino F P & Janotti A, Phys Rev B, 98 (2018) 

220102(R). 
3 Guo P J, Yang H C, Liu K & Lu Z Y, Phys Rev B, 96 (2017) 

081112(R). 
4 Wadhwa P, Kumar S, Shukla A & Kumar R, J Phys: 

Condens Matter, 31 (2019) 335401. 
5 Barone P, Rauch T, Sante D D, Henk J, Mertig I & Picozzi S, 

Phys Rev B, 88 (2013) 045207. 
6 Xie W,Wu Y,Du F, Wang A, Su H, Chen Y, Nie Z Y, Mo S 

K, Smidman M, Cao C, Liu Y, Takabatake T, Yuan H Q, 
Phys Rev B, 101 (2020) 085132. 

7 Singh M, Kumar R & Bibiyan R K, Eur Phys J Plus, 137 
(2022) 633. 

8 Kresse G, Joubert D, Phys Rev B, 59 (1999) 1758. 
9 Kohn W & Sham L J, Phys Rev, 140 (1965) 1133. 
10 Kresse G & Furthmü J, Phys Rev B, 54 (1996) 11169. 
11 Heyd J, Scuseria G E & Ernzerhof M, J Chem Phys, 118 

(2003) 8207. 
12 Mostofi A A, Yates J R, Pizzi G, Lee Y S, Souza I, 

Vanderbilt D & Marzari N, Comput Phys Commun, 185 
(2014) 2309. 

13 Wu Q, Zhang S, Song H F, Troyer M & Soluyanov A A, 
Comput Phys Commun, 224 (2018) 405. 

14 Fu L, Kane C L & Mele E J, Phys Rev Lett, 98 (2007) 
106803. 

 
 



Received: 13 March 2023 / Accepted: 30 August 2023
© The Author(s), under exclusive licence to Springer Nature B.V. 2023

	
 Ali Reza Noori
a.noori@kpu.edu.af

S.K. Singh
sksinghdce@gmail.com

1	 Department of Environmental Engineering, Delhi Technological University, Delhi, India
2	 Department of Water Supply and Environmental Engineering, Faculty of Water Resources and 

Environmental Engineering, Kabul Polytechnic University, Kabul, Afghanistan

Rainfall Assessment and Water Harvesting Potential in an 
Urban area for Artificial Groundwater Recharge with Land 
Use and Land Cover Approach

Ali Reza Noori1,2  · S.K. Singh1

Water Resources Management
https://doi.org/10.1007/s11269-023-03602-0

Abstract
Cities in arid and semiarid regions face the dual challenges of managing urban floods and 
water shortages, threatening their sustainability. Urban areas are particularly vulnerable to 
flooding despite minimal rainfall and are prone to drought. This is evident in the capital 
of Afghanistan, Kabul, where groundwater decline and urban floods pose severe chal-
lenges. This study investigates the possibility of utilizing rainwater harvesting (RWH) to 
manage urban floods and recharge groundwater. The research examines various aspects 
of rainfall patterns, such as variability, rainy days, seasonality, probability, and maximum 
daily precipitation. The analysis of precipitation statistics reveals that rainfall exceeding 
30 mm occurs approximately every 3–4 years. Rainfall in Kabul follows a seasonal pat-
tern, with a coefficient of variation of 127% in October and 46% in February during the 
wet period. The study then assesses the potential of RWH in Kabul City as a solution for 
stormwater management and groundwater recharge. Based on the typology of land use 
and land cover, implementing a rainwater harvesting and recharge system (RWHRS) could 
increase mean annual infiltration from 4.86 million cubic meters (MCM) to 11.33 MCM. 
A weighted Curve Number (CN) of 90.5% indicates impervious surfaces’ dominance. The 
study identifies a rainfall threshold of 5.3 mm for runoff generation. Two approaches for 
collecting rainwater for groundwater recharge are considered: RWHRS for a residential 
house with an area of 300m2, which yields approximately 88m3/year, and RWHRS for a 
street sidewalk to collect water from streets and sidewalks. These findings highlight the 
potential of RWHRS as an effective strategy for managing urban floods and recharging 
groundwater artificially.
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1  Introduction

Water, vital for life, faces major challenges in quantity and quality. These challenges are due 
to climate change, population growth, and urban and industrial expansion in cities world-
wide. In arid and semiarid regions, people rely mainly on groundwater as their primary water 
source (Noori and Singh 2021a). Unfortunately, excessive usage and continuous extraction 
often lead to the depletion and scarcity of this valuable resource. Approximately 2.5 billion 
people rely solely on groundwater for their daily needs, accounting for 50% of the global 
drinking water supply. The growing dependence on these resources has resulted in a global 
dilemma regarding access to clean groundwater (Sarma and Singh 2021). Roughly 26% of 
the world’s renewable freshwater supplies come from.

Kabul, a city with a population of over four million, relies heavily on groundwater 
resources to meet its water needs. However, a recent trend analysis conducted by (Noori 
and Singh 2021b) suggests that the water levels in the aquifers of the Kabul Plain have 
significantly decreased. The study highlighted that certain observational wells in Kabul 
experienced a decline rate of more than 2 m per year. Findings of previous studies indicate 
that the quantity and quality of Kabul’s groundwater are seriously threatened (Mack et al. 
2009, 2013; JICA 2011; Taher et al. 2013; Zaryab et al. 2017; Brati et al. 2019; DACAAR 
2019; Jawadi et al. 2020, 2022). Groundwater challenges in the Kabul Plain stem from 
population growth, excessive water consumption, urbanization, soil impermeability, and cli-
mate change. A pilot project called the Kabul Managed Aquifer Recharge Project (KMARP) 
was implemented in Kabul, specifically at four designated sites(Noori and Singh 2021a). 
This project aimed to evaluate the feasibility and effectiveness of managing groundwater 
recharge (MAR) as a potential solution to combat water scarcity in the city.

Rainwater harvesting is a traditional technique used to tackle water scarcity in arid and 
semiarid regions. Ancient civilizations have employed it to meet their drinking and agricul-
tural water needs (Mahmoud et al. 2014).

Rainwater harvesting has become popular for increasing surface and groundwater sup-
plies to meet water resource needs. Numerous research studies have recently been con-
ducted regarding rainwater collection techniques and their applications (Dhakate et al. 
2013; Gwenzi and Nyamadzawo 2014; Jung et al. 2015; Sayl et al. 2016; Tiwari et al. 2018; 
Wu et al. 2018; Sadeghi et al. 2019; Matomela et al. 2020). In modern times, rainwater har-
vesting is recognized as a sustainable adaptation strategy in urban areas, helping to mitigate 
water scarcity and manage flooding problems (Gado and El-Agha 2020; Zabidi et al. 2020; 
Krishna et al. 2021; Ranaee et al. 2021). In urban areas, hydrological issues arise from 
changes in surface runoff and river flow, reduced infiltration and groundwater recharge, and 
the presence of impermeable surfaces (Nachshon et al. 2016). Traditional rainwater harvest-
ing involves collecting and using rainwater for various purposes. However, a new approach 
to collecting rainwater to replenish underground aquifers has gained attention (Ghazavi et 
al. 2018; Hussain et al. 2019; Qi et al. 2019; B R and Lokeshwari 2021; Huang et al. 2021).

Inadequate management of rainfall and surface runoff can result in severe urban flood-
ing. These floods can have numerous detrimental effects, including disruptions to daily 
life, damage to infrastructure, erosion of riverbanks and riverbeds, contamination of water 
resources, and loss of life. Urban floods also have significant economic and environmen-
tal consequences, impacting traffic systems, water and electricity supply, and telephone 
lines and causing socio-cultural disturbances. Urban flooding poses a significant problem 
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in Kabul City. According to a study by (Manawi et al. 2020) there have been substantial 
changes in land use and land cover pattern in North Kabul from 1964 to 2009. The study 
reveals a 15% reduction in green areas, a 27% decrease in bare soil, and a 51% increase in 
impervious surfaces. The primary factors contributing to urban floods in Kabul are unsus-
tainable urbanization, inadequate drainage systems, and significant alterations in land cover.

Implementing a water harvesting strategy can help mitigate water loss from surface run-
off and enhance water resource availability in various settings, including watershed systems, 
metropolitan areas, and regions with unequal water distribution. As urban populations grow 
and develop, land surfaces become less porous, leading to floods even with minimal rainfall. 
Rainwater harvesting (RWH) can serve as a supplementary water source in arid and semi-
arid urban areas, helping to address water scarcity challenges. The current study will con-
centrate on rainwater harvesting strategies incorporating infiltration of the captured water to 
groundwater, referred to as a “rainwater harvesting and recharge system” (RWHRS). This 
study aimed to exhibit the precipitation variability and concentrations and look for appro-
priate management strategies for urban flooding and groundwater recharge using RWHRS 
approaches in the Kabul basin. The study’s discoveries provide additional understanding 
of the rainfall patterns in Kabul city and the use of rainwater harvesting strategy, particu-
larly the RWHRS, to tackle water scarcity and control urban flooding in urban areas. The 
RWHRS methods can be adapted to support sustainable water resources management in arid 
and semiarid areas to overcome water scarcity, MAR, and urban flooding problems.

2  Materials and Methods

2.1  Study Area

The study area is the Kabul Basin (JICA 2011), which encompasses most of Afghanistan’s 
capital city of Kabul. The study area is situated between 34°36′30” and 34°24′40” N latitude 
and 69°01′25” and 69°22′30” E longitude in the country’s central-east (Fig. 1). The basin 
has a total area of 487 km2. The research region has arid to semiarid climatic conditions. 
The basin’s highest and lowest average temperature ranges were 32ºC in July and − 7˚C in 
January (Zaryab et al. 2017). Built-up is the most prevalent land use type in the study area. 
It is the country’s leading national commercial base, and many refugees returned to their 
homeland after 2001, mostly settling in Kabul city.

Additionally, many neighboring provinces’ residents migrated to Kabul for employment. 
Mountain ranges that are low yet relatively steep surround the basin. The elevation of the 
basin ranges from 1763 to 2823 m. Generally, the mountains in the southern and southwest-
ern boundaries are higher than the others.

Three rivers are entering the city of Kabul. Paghman River spills out from east to west. 
The Maidan River (Kabul River) arrives at the study area from the south and flows 21 km 
before joining the Paghman River. The Logar River, an enormous tributary of the Kabul 
River, flows south-north and joins the Kabul River around 17 km downstream of the Pagh-
man waterways mouth.

The common surficial geological forms confirmed in the Kabul basin are conglomerate 
and sandstone, loess, metamorphic rocks, limestone, fan alluvium and colluvium, gneiss, 
limestone and dolomite, sandstone and siltstone, ultramafic intrusions and river channel 
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alluvium. A collection of terrestrial and lacustrine deposits, primarily uncemented and semi-
consolidated lacustrine, fluvial, and aeolian sedimentary rocks, including sand, gravel, and 
silt from the Quaternary and Neogene eras, is present across the Kabul Basin (Tünnermeier 
and Houben 2005; Mack et al. 2009; Zaryab et al. 2017).

According to (JICA 2011), there are three main aquifer clusters in the study region: The 
shallow aquifer is located within the alluvial deposits and a deeper aquifer in Neogene 
layers (“the upper Neogene aquifer”), and a deep aquifer (“the lower Neogene Aquifer”). 
According to some available literature, the city encompasses four major interconnected 
aquifers (Uhl and Tahiri 2003; Pell Frischmann 2012; Zaryab et al. 2017). Meanwhile, shal-

Fig. 1  Location map of the study area
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low aquifers, also known as “Alluvial Aquifers” or “Quaternary Aquifers,“ may be found 
across the city at different depths, albeit the deposits that store such groundwater are denser 
and have a larger groundwater potential near river systems.

2.2  Data Acquisition

Precipitation figures of six meteorological stations in Kabul province were obtained from 
the Department of Meteorology, General Directorate of Water Resources, Ministry of 
Energy and Water of Afghanistan for 2008–2020. The gathered data were in the form of 
daily logs from 2008 to 2020, which were then transformed into monthly and yearly totals 
for study. Only one meteorological station (Payin-i-Qargha), located within the research 
region, is considered out of the six stations for the current study. Since the data for 2008 and 
2020 were incomplete, they were omitted from the analysis, and it was intended to consider 
the records from 2009 to 2019 only. Landsat imagery was downloaded to create land use and 
land cover (LULC) identity maps for 2020. The required satellite data were obtained from 
USGS Portal (https://earthexplorer.usgs.gov/) using the address “path 153 and rows 36.”

2.3  LULC Development

The availability and sustainability of groundwater are impacted by several variables, includ-
ing land use and land cover (Machiwal et al. 2011; Martin et al. 2017). Expanding imperme-
able land surfaces, such as asphalt, concrete roads, streets, and waterproof roof materials, 
would hinder groundwater recharge. To create the LULC map of the study area, remotely 
sensed Landsat-8 satellite data was analyzed. “Supervised classification approach with 
maximum likelihood algorithm” in ENVI 5.3. was applied to create the LULC of the study 
area (Fig. 2). The research area has bare land and rock, cropland and vegetation, settlements 
(built-up area), water bodies, and marshland. Built-up areas reduce the effect of groundwa-
ter recharge, whereas vegetation-covered regions provide better prospects for groundwater 
recharges.

2.4  Rainfall Analysis

In this study, many precipitation characteristics have been examined: variability, the number 
of rainy days, their distribution across the season, the likelihood of daily precipitation, and 
the highest amount of rainfall ever recorded in a day.

The precipitation concentration index (PCI) and seasonal index (SI) were introduced 
by (Oliver 1980; Walsh and Lawler 1981), and the contribution index (CI) (Mahmoud et 
al. 2014) were utilized to identify the irregularity and seasonal distribution of precipitation 
over the year.

Equation 1 was used to calculate the PCI using RStudio, while Eq. 2 was used to get the 
SI.

	
PCI = 100×

12∑

n=1

(
X2

n

R2

)
� (1)
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SI =

1

R

12∑

n=1

∣∣∣∣
Xn −R

12

∣∣∣∣� (2)

R displays the yearly precipitation, and Xn indicates the rain in month n. The daily, monthly, 
or seasonal rainfall is calculated as a percentage of the annual total precipitation for the 
contribution index. By employing the Weibull method (Mansell 2003), daily precipitation 
data collected from Payin-i-Qargha meteorological station from 2009 to 2019 were statisti-
cally evaluated:

	
P =

m

N + 1
× 100� (3)

Where P shows the probability of the precipitation (%), N is the data size, and m is the rank 
given to the data when sorted in descending order.

The probability of maximum daily precipitation and its return period were analyzed 
employing the Gumber distribution approach. The method is the limiting form of a large 
number of uniformly sized samples with an exponential starting distribution. The cumula-
tive distribution is used to calculate the likelihood (percent) that a rainfall depth X (mm) will 
be greater than a specified rainfall depth x0 (mm). (Mahmoud et al. 2014):

	 P (X ≥ x0) = 1− e−e−y� (4)

Where y is a dimensionless variable and calculated as follows:

Fig. 2  LULC map of the study area
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y =

1.286(x− −
x)

σx
+ 0.577 where x is variate =

σx(yT − 0.577)

1.2825
+

−x � (5)

−
x  is the mean value and σx is the standard deviation of variate x, as well as yT is the reduced 
variate for a given T

	
yT = −

[
ln.ln

T
T − 1

]
� (6)

By determining the reduced mean yn and reduced standard deviation Sn using tables based 
on the sample size, the frequency factor K can be calculated as follow:

	
K =

(yt −
−
yn)

Sn

� (7)

The following equation may be used to compute Xt by providing the value of K.

	 xt =
−
x +Kσn−1� (8)

2.5  Rainwater Harvesting Potential Based on LULC

Land use is a fundamental factor determining the likelihood of surface runoff, which directly 
affects how quickly rain and other precipitation permeates the ground. More porous surfaces 
become impenetrable as cities expand. Different sources have reported the permeability 
coefficients of various materials. (Nachshon et al. 2016), quoted from (Pauleit and Duhme 
2000), illustrated the infiltration coefficients for the built-up and asphalt areas at 5%, pave-
ment areas at 20%, woody and vegetation area at 25%, meadow, and pastures at 35%, arable 
land 40%, and bare soil 50%. Also, according to the argument by (Nachshon et al. 2016), 
the permeability coefficient for the built-up areas with (RWHRS) increases up to 80% and 
the remaining 20% they consider as the reason for evapotranspiration. As aforementioned, 
contrary to conventional rainwater harvesting (RWH) systems, which store the water on 
the land for individual use by the property owners, some researchers recently addressed the 
potential of rainwater for recharging the nearby aquifers through infiltration wells.

The site’s hydrological, climatic, and surface area characteristics must be considered 
while building the infiltration well structure tools for the rainfall. Considering the hydraulic 
conductivity of the medium at the specific site of infiltration, it is necessary to create a deep 
enough infiltration well with a long filter length to allow sufficient water flow from the well 
into the ground to ensure the effective infiltration of collected rainwater into the aquifer 
without flooding the infiltration well system.

2.6  Groundwater Recharge

Estimating the rainwater infiltrating the underground water and the vadose zone depends on 
the target area’s infiltration coefficients. And the infiltration coefficient is related to various 
factors such as soil hydraulic characteristics, topography, land surface coverage, etc. (Nach-
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shon et al. 2016). For the different types of substrates mentioned in Table 1, (Nachshon et 
al. 2016) used an illustration from (Pauleit and Duhme 2000) to show the infiltration coef-
ficients (Ic) values in percent, which indicate the portion of yearly rainfall that infiltrated 
underground.

Here, it is projected that 80% of the water is seeping into groundwater for RWHRS that 
route the gathered water from the collecting sites straight into the subsurface, either into 
the vadose zone or the aquifer. In other words, instead of the 5% shown in Table 1 for non-
RWHRS situations, the Ic of constructed areas where RWHRS is applied is 80%. This cau-
tious estimate permits a 20% water loss due to evaporation and retention along the RWHRS 
system. This percentage is most likely significantly lower than 20%.

By using the weighted arithmetic mean of various infiltration coefficients from regions 
with different land cover qualities (Ic(i)) and taking into account the associated surface areas 
(A(i)) of each LULC (e.g., built-up, bare soil, cropland, etc.), the effective infiltration coef-
ficient (Ic(eff)) can be calculated.

	
Ic(eff)

∑
(Ai × Ic(i))∑

Ai
� (9)

The exact amount of infiltrated water into groundwater I (m3) is determined as:

	 I = A.R·Ic(eff)� (10)

Where A is the surface area (m2) through which infiltration is occurring, and R is the yearly 
rainfall (m). By assumption of three main land cover components in urban contexts (i.e., 
built-up, bare soil, and arable land), it is straightforward to estimate Ic(eff) for any given area 
with any combination of the three components by knowing the Ic values for each of these 
constituents. According to Table 1, the infiltration coefficients (Ic) of built-up areas without 
RWHRS are equivalent to 5% and 80% for regions developed with RWHRS,50% for bare 
soil, and 40% for arable land.

2.7  Surface Runoff

Due to drainage systems failing during extreme rain, extreme flooding events occur more 
frequently in urban contexts due to the combined effects of global climate change and the 
impervious nature of modern cities. Flooding threatens structures, additional public and pri-
vate infrastructure, and people’s lives. Surface runoff must be decreased in urban settings to 
lessen the risk of flooding and the cost of drainage systems (Nachshon et al. 2016). RWHRS 

Land cover Ic (%)
Built up (without RWHRS) 5
Asphalt 2
Pavement 20
Woody Vegetation 25
Meadow and pastures 35
Arable lands 40
Bare soil 50
Built up (with RWHRS) 80

Table 1  Infiltration coefficient of 
different surfaces (Nachshon et 
al. 2016)
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may be beneficial since it increases the quantity of water that permeates the subsurface 
instead of flowing as surface runoff.

A variety of circumstances influence runoff and rainfall relationships. Some refer to 
meteorological properties such as precipitation intensity, duration, and evapotranspiration. 
In contrast, others relate to physical factors of the surfaces receiving the precipitations, like 
their permeabilities and slopes. These elements function in how much of the rainfall depth 
is absorbed by the atmosphere, the surface of the earth, or both. Runoff coefficients were 
established to calculate the potential runoff from a given depth of rainfall. These coefficients 
show how much of the precipitation depth should be subtracted and accounted for as a loss 
to runoff.

The “Natural Resources Conservation Services (NRCS)” equation for rainfall runoff has 
been employed to determine the possible runoff from a rainstorm. The equation, formerly 
known as the “Soil Conservation Service (SCS)” approach for estimating direct runoff from 
rainstorms, was created by the “United States Department of Agriculture (USDA) in 1972” 
(Mahmoud et al. 2014). It is seen as either a probabilistic or deterministic model.

Since the only relevant rainfall data for this study were daily rainfall time series, apply-
ing this approach is ideal for the study region because it eliminates rainfall intensity and 
removes time as a component. The correlation between the land cover, the “Hydrologic Soil 
Group (HSG),” and the “Curve Number (CN)” is included in the model. A soil class with 
high CN values is impermeable and will have more runoff than infiltration:

	
Q =

(P − Ia)2

P − Ia + S
=

(P − 0.2S)2

P + 0.8S
� (11)

Q represents the amount of daily runoff in mm, P represents the amount of daily precipita-
tion in mm, S represents the region’s potential maximum storage (mm), and Ia represents 
the initial abstraction (usually taken as 0.2 S) in mm. The following equation indicates how 
much rainfall is directed to surface runoff by using CN, the runoff curve number of a hydro-
logic soil group and land cover combinations:

	
S =

25, 400

CN
− 254� (12)

According to (USDA 2009), the average CN values for impervious surfaces (built-up area) 
are about 98. For cropland, it is taken around 76; for bare land, it is assumed to be about 
86. The following equation gives the weighted calculated curve number (CNw) considering 
different land-use classifications of the study area.

	
CNw =

∑
CNwi

100
� (13)

Where CNwi stands for the weighted curve number of the specific land cover.
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2.8  Models for Rainwater Harvesting and Groundwater Recharge

Two models have been designed to use precipitation to replenish groundwater, avoid waste 
in terms of surface flows, and stop urban floods. The first model is used to collect and 
direct rainwater from residential houses to feed underground water, and the second model 
is employed to manage and control rainwater from the surfaces of roads and streets for 
groundwater recharge. The first case considers a typical residential home, where rainfall is 
collected and channeled to the groundwater recharge well (absorbing well) from the roof 
and the yard. The rainwater collecting channels collect the water from the roof and the yard 
and send it to the grease and oil trap basin.

Grease and oil traps allow water accumulation to be separated from grease and oil resi-
dues. It is constructed from a tank with a baffle wall in the middle. Water enters the basin 
from one side; solid particles sink to the bottom, while grease and oil float to the top. The 
clear water enters the basin’s other side from under the baffle wall and exits to the sand filter.

Sand filters refine the water by passing it through fine sand to eliminate the tiniest con-
taminants. It comprises of a basin with a fine-sand layer and a gravel layer. The water enters 
the basin from above and passes through both of these layers to be purified. In order to 
prevent pore clogging, this filter also has to be backwashed sometimes. For backwash water 
that can have its overflow linked to municipal rainfall channels, a backwash water drying 
basin is also taken into consideration. The filtered water then enters in the recharge well 
which typically equipped with a casing, screen, gravel pack, and gravel bed.

Similarly, the second model is considered for collecting rainwater from roads and streets 
to direct it to groundwater recharge wells. The system of groundwater recharge wells can 
be constructed at a distance on the sides of the streets (pedestrian area). The rainwater from 
the road surface and sidewalk is collected through the closed channel on the side of the 
road equipped with screens and enters the sedimentation basin through specific chambers. 
The settling tank is separated into two separate parts by a buffer wall. The first part is the 
grease and oil separator, and the second is the settling tank. The settling tank is connected 
to a recharge well similar to recharge wells of residential houses based on construction. The 
settling tanks can be cleaned out regularly during the year.

3  Result and Discussions

3.1  Rainfall Conditions

The rainfall in Kabul varies over the months, as seen in Fig. 3. The last six months of the 
year are the wettest according to the coefficient of variation, and the coefficient of variation 
for the rainfall during these months reached as high as 127% (October). In contrast, it is 
decreased during the first six months of the year and the coefficient of variation has a mini-
mum value of 46% (February).

According to many indexes, Kabul has inconsistent, seasonal, and intense precipitation 
(Fig. 4). The most rainfall occurred during February, March, and April. In 2019, the first five 
months (January through May) had more than 83% yearly rainfall. In 2019, the two wettest 
months (February and April) alone saw up to 45% of the annual precipitation.
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Given the region’s yearly rainy days, concentration feature, and low overall quantity of 
precipitation, understanding how much rain falls over a day is crucial. For the time series 
depicted in Fig. 5, the mean annual rainfall is 368 mm, with an average rainy day of about 
80 days each year.

According to Figs. 5 and 2019 had the most precipitation, totaling 486.21 mm. The mini-
mum amount of rainfall happened in 2018, with a total record of 269.4 mm. The maximum 
daily rain has recorded on 17 March 2014 with a rainfall amount of 80.77 mm, which caused 
floods with an inundation level of 60 to 80 cm (Manawi 2020). According to the maximum 
rainfall record of the meteorological station, the minimum (from the daily ultimate precipi-
tation record) precipitation was observed on 28 January 2010 with a precipitation amount 
of 18.04 mm. According to observations of rainy days, the research region experienced a 
minimum of 30 rainy days in 2017 and a maximum of 102 rainy days in 2019.

The Weibull approach’s probability analysis for 2009 to 2019 (Fig. 6) shows a return 
period of 3 to 4 years for daily rainfall of less than 30  mm. Therefore, the previously 
described urban issues, such as street floods, would happen every 3–4 years. The quantity of 
80.77 mm, which has a return cycle of ten years, was the largest amount of rainfall recorded 
in 2014 thus far.

The statistical analysis used the Gumbel technique for rainfall extremes and produced 
mean and standard deviation values of 36.87 mm and 18.23 mm, respectively. Consequently, 
the constants yn and Sn Eq. (7) had respective values of 0.4996 and 0.9676. Figure 7 depicts 
the probability curve for the highest daily precipitation.

Using Eq. (6), a return period of 1 to 5 years is calculated for the threshold rainfall depth 
of 55 mm, which is expected to enhance the danger of flooding in the city. For the 122 mm 
record, a return time of about 150 years has also been discovered. The findings described 
above demonstrate a high likelihood that the problematic runoff from the 55 mm precipi-
tation will reoccur. As a result, there is a very high likelihood that RWH will occur in the 
urban region of the Kabul basin.

3.2  RWHRS vs. non-RWHRS Conditions

Based on a developed LULC map, the Ic(eff) was estimated for the research region under the 
circumstances with and without RWHRS. As stated previously, it is expected that the pri-
mary land covers of the urban environment are built up having Ic of 5% without RWHRS, 
and 80% with RWHRS, arable land with Ic of 40%, and barren soil with Ic of 50% has been 
applied. After segregation of LULC of the study area, built-up, bare land, and arable land, 

Fig. 3  Variability of precipita-
tion during normal times as 
determined by the coefficient of 
variation
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Fig. 4  The seasonality and concentration of precipitation (a) precipitation concentration index, (b) sea-
sonality index, and (c) average percent contribution to annual rainfall
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as well as their Ic, it was possible to compute the total Ic(eff) of the entire region employing 
(Eq. 9).

The spatial proportion of each LULC is illustrated in Table 2, including the computed 
Ic(eff) and groundwater infiltration rates for RWHRS and non-RWHRS situations with 
R = 368 mm (average yearly rainfall at the region from 2009 to 2019 data from Payin-i- 
Qargha meteorological station). The significance of groundwater recharge by RWHRS for 
the regional and municipal water cycles is illustrated in Table 2. According to Table 2, com-
pared to non-RWHRS circumstances, RWHRS will increase Ic(eff) by factors of 2.33 for the 
studied area.

Implementing RWHRS across the entire built-up area of the city may increase average 
annual infiltration from 4.86 MCM (million cubic meters) to 11.33 MCM for Ic(eff) values of 
27.13% and 63.18%, which are calculated for study area for non-RWHRS and RWHRS con-

Fig. 6  Daily precipitation probability curve from Jan 2009 to Dec 2019

 

Fig. 5  Time series of annual precipitation, daily maximum precipitation, and yearly rainy days
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ditions, respectively. This value is obtained according to the total size of Kabul City (487.24 
km2 ) and the annual rainfall (368  mm). This straightforward calculation indicates how 
the Kabul Basin’s groundwater recharge might rise by 6.5 MCM due to the deployment of 
RWHRS, which is more than 200% greater than groundwater recharge under non-RWHRS 
conditions. The computed Ic(eff) of 63.18% has a limited potential to create severe flood 

Table 2  Calculated spatial proportion of LULC and their influence on Ic(eff) and groundwater recharge in the 
Kabul basin
LULC Total area Spatial frac-

tion (%)
Calculated Ic(eff) Calculated groundwater 

recharge (cu.m)
Without 
RWHRS

With 
RWHRS

Without 
RWHRS

With 
RWHRS

Built up 234.2079 48.06 27.13% 63.18% 4,864,510 11,328,409
Arable land 60.381 12.39
Bare Soil 192.6495 39.53

No. LULC Area (sq. 
km)

Land 
cover 
area (%)

CN 
(%)

CNwi 
(%)

1 settlement 
(impervious 
area)

234.21 48.07 98 4710.707

2 cropland 60.38 12.39 76 941.8297
3 barren land 9.63 1.98 86 170.0537
4 barren rock 183.01 37.56 86 3230.306
Total 487.2384 100 9052.896

Table 3  Curve Number values 
based on LULC.
 

Fig. 7  Maximum daily rainfall probability curve (2009–2019)
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events concerning surface runoff. Based on Eqs. (3) , (4), and (11), (12) it is predicted that 
implementing RWHRS in the study region will result in a 36% reduction in surface runoff 
volumes for an average land cover of 48% built-up, 12% arable land, and 40% barren land. 
Please remove the text from here to the end of this paragraph.  (11)  (12),r

Fig. 9  The proposed RWHRS structure for residential houses a) location plan b) cross-section of recharge 
structures 

 

Fig. 8  Potential runoff time series
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3.3  Surface Runoff Estimation

The land-use map of the Kabul Basin is depicted in Fig. 2. The correlation between rainfall 
and runoff is determined by the land cover, which equates to the soil’s ability to retain water. 
The region is divided into five types: settlements, cropland, marshland, barren land, and 
barren rocks. According to soil characteristics studied by (Ahmadzai and Omuto 2019) the 
soil is deep and varies in texture from sandy loam to loam and clay. Therefore, based on soil 
classification by (USDA 2009) the hydrological soil group of the area is assigned to group 
B. Soils in this group have moderately low runoff potential when thoroughly wet.

The CNwi values for each land use class are displayed in Table 3 concerning the associ-
ated region. The area’s domination of impervious surfaces is confirmed by the CNw value, 
which is determined to be 90.5% (Eq. 13). The initial abstraction and maximum soil reten-
tion are equal to 26.6 mm and 5.3 mm, respectively when the CNw value is substituted 
in Eq.  (12). This allows for the determination of the probable runoff depth for the daily 
precipitation. The amount of rainfall required to generate runoff is discovered to be 5.3 mm.

The highest daily precipitation for the year 2014 was 80.77 mm (Fig. 5). The accom-
panying runoff depth (potential) is calculated to be about 74.7 mm, resulting in a surface 
runoff volume of roughly 37 MCM (Fig. 10). Since many rainfall-runoff models employ a 
rainfall threshold of 5 mm/event for runoff production, the US-NRCS technique provides a 
fair approximation of the rainfall-runoff relationship in the research region (Mahmoud et al. 
2014) A projected runoff volume of 18.06 MCM would result from the 42 mm rainfall that 
occurred in 2013 as an intense rainstorm event. This volume is far more than the capacity of 
the urban drainage system and has a return period of 5 years (Figs. 6 and 10). Consequently, 

Fig. 10  The proposed RWHRS structure for roads and streets a) location plan b) cross-section of recharge 
structures
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it can be said that water harvesting in the research region has great potential to manage 
water deficits and mitigate drought.

3.4  Rooftop and Street Surface Rainwater Harvesting for Groundwater Recharge

Residential houses in Kabul city typically have an area of 200–400 m2 and 2–4 stories. 
This study analyzed a residential home with a total area of 300 m2. About 60% of its total 
land area is considered for building, and the rest is considered a yard. The groundwater 
recharge well with its accessories, fed by roof and yard rainwater, is regarded inside the 
yard (Fig. 8a).

Considering the rainfall amount of 368 mm/year and taking into account the area of 300 
m2, the total size of the residential house, including its yard, and taking into account 80% of 
the ability to collect rainwater, the total volume of rainwater that can be ordered for ground-
water recharge is about 88 cubic meters. To prevent oil and silt from entering the absorption 
well, rainwater, after collection, enters the grease and oil trap basin, whose dimensions have 
been taken 150 × 150 × 100 cm, with an overflow height of 120 cm (Fig. 8b). The oil trap 
basin has a capacity of 1.8 m3. The sand filter basin installed after the oil trap basin has a 
dimension of 150 × 300 × 100 cm. Its lower part is contained filter material with a depth of 
45 cm, and the upper portion includes a freeboard with a depth of 30 cm. The top layer (fine 
sand) has a thickness of 24 cm, and the bottom layer, which consists of gravel, has a thick-
ness of 20 cm.

The maximum daily precipitation is about 81 mm/day with a return period of 12 years 
(Fig. 6). Since the soil characteristic in the Kabul basin has good hydraulic conductivity 
(Noori and Singh 2021a) the recharge wells have a total diameter of 1 m which its casing 
is about 0.8 m diameter. The recharge depth will be typically considered 20 m based on the 
maximum daily rainfall and the total catchment area (total residential house area).

To collect rainwater from roads, streets, and their sidewalk areas, the system of ground-
water recharge wells with its accessories can be constructed at a distance of 100–150 m on 
the sides of the road (pedestrian area) (Fig. 9a). The distance between the wells depends on 
the side of the streets and the hydraulic conductivity of the soil. A settling tank has been con-
sidered before adding water to absorption wells to prevent silt and clay entry. The settling 
tank is separated into two parts by a buffer wall (Fig. 9b). The first part acts as the grease and 
oil separator, and the second is for solid particle settlement. The tank is 350 × 150 × 100 cm 
with a 20 cm freeboard. The settling tank is connected to a recharge well similar to recharge 
wells of residential houses based on construction.

4  Conclusions

An effort has been made to discuss the principles of rainwater harvesting systems and their 
potential for contributing to sustainable water management in urban areas. The study also 
examines the variability and concentration of precipitation in the specific study area. How-
ever, the expansion of cities and the rapid transformation of virgin lands into urban set-
tings necessitate applying rainwater harvesting techniques in these locations to minimize 
the negative impact of urbanization on the local and regional water cycle. The benefits of 
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rainwater harvesting, such as groundwater recharge, reduction of surface runoff, and mitiga-
tion of flooding risks in metropolitan areas, are thoroughly discussed.

The rainfall pattern in Kabul is seasonal, with most rainfall occurring in February, March, 
and April. For instance 2019, the two wettest months (February and April) accounted for 
approximately 45% of the total annual precipitation. On average, the yearly rainfall is 
368 mm, typically distributed over 80 wet days. Considering the land use and land cover 
typology, the effective imperviousness (Ic) was calculated for the study area under two 
conditions: with rainwater harvesting systems (RWHRS) and without RWHRS. Utilizing 
RWHRS could increase yearly infiltration from 4.86 million cubic meters (MCM) to 11.33 
MCM. Using the “US-NRCS” approach, a weighted CN value of 90.5% was determined, 
indicating the dominance of impervious surfaces. Furthermore, the threshold for runoff for-
mation was found to be 5.3 mm of rainfall. Probability analysis using the Weibull approach 
predicts a return period of 3–4 years for daily rainfall below 30 mm.

Two approaches for collecting rainwater to recharge groundwater are described in the 
study. The first method involves implementing RWHRS for a residential house with an area 
of 300 m2, which can yield approximately 88 m3 of water for groundwater replenishment. 
The second approach involves implementing RWHRS in street sidewalks to recharge the 
local aquifer. It is also suggested to consider implementing RWHRS for commercial build-
ings and public institutions. Additionally, it is recommended to prioritize the use of RWHRS 
in urban environments where a local aquifer is present, as it is an environmentally friendly 
approach that eliminates the need for complex pumping systems, reduces the space required 
for water storage tanks, and allows for fair distribution of the available rainwater resource to 
the entire urban population. The study also proposes the development of collection systems 
and absorption wells on a larger scale to capture rainwater in public and impervious areas.

These findings underscore the significant potential of rainwater harvesting and stor-
age systems (RWHRS) as an effective strategy for managing urban floods and artificially 
recharging groundwater. By implementing RWHRS, cities can mitigate the impact of exces-
sive rainfall and reduce the risk of flooding. The stored rainwater can also replenish ground-
water levels, which is crucial for sustaining water resources in urban areas. This research 
emphasizes the importance of adopting RWHRS as a proactive and sustainable approach to 
address the challenges of urban flood management and groundwater recharge.
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Abstract  Colloidal processing of ceramics has gained 
significant attention in recent years owing to its widespread 
application in biomedical and various industrial sectors. 
Polymer-assisted colloidal synthesis offers additional advan-
tages and possibilities for development of advanced ceramic 
materials. This review enumerates the ancient techniques 
for ceramic production, the factors influencing the surface 
chemistry in colloidal processing of ceramics, together with 
the description of the interparticle forces, such as electro-
static and van der Waals interaction, steric and depletion, 
that contribute majorly to surface chemistry involved in 
colloidal processing of ceramics. The literature pertain-
ing to the surface chemical interactions of various ceramic 
materials with polymeric additives are surveyed. Finally, the 
developments underlying major advancements in colloidal 
processing of ceramic materials are highlighted.

Keywords  Ceramics · Polymeric additives · Surface 
chemical interaction · Interparticle forces · Bioceramics

1  Introduction

The archaeological pottery portrays ceramic components 
as one of the oldest manufactured materials [1]. Pot-
tery artefacts were discovered at various archaeological 
sites worldwide, providing insights into the early stages 
of ceramic production. Over the centuries, ceramic tech-
nology has advanced with improvements in kiln design, 
glazing techniques, and the discovery of new clay types. 
Ceramic production expanded beyond pottery to include 
the manufacturing of tiles, bricks, figurines, sculptures, and 
other functional and artistic objects [2]. Hitherto, the typi-
cal system used to create ceramic materials was dry grind-
ing of compacts [3]. Due to dry pressing, inhomogeneous 
densification could be observed that resulted in decreasing 
the strength and stability of the material [4]. For the man-
ufacture of low-tech parts, dry pressing promised to be a 
novel approach, however, for applications that required high 
consistent quality ceramics, this approach proved to be dis-
advantageous. This is because of major reasons including: 
(1) de-agglomeration of dry powder or removal of defects 
present in the powder at the time of manufacturing was dif-
ficult, and (2) to achieve prior manufactured products, shape 
restrictions and disproportionate machining hindered the 
processing and also made it uneconomical for production 
of complex ceramic structures. Subsequently, dry pressing 
paved the way for colloidal synthesis techniques to create 
more meaningful shapes for widespread applications and 
extending their scope for both thick and penetrable ceramic 
creation [5]. The term “colloid” refers to the particles pos-
sessing one-dimensional size ranging from 10–3 to 1 µm. All 
colloidal systems have a distinctive property showing large 
contact area between dispersion medium and the particles 
[6]. Colloidal synthesis enables the integration of different 
components or dopants into the ceramic matrix, leading to 
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the development of composite or multifunctional materials. 
These systems combine the properties of different materi-
als to achieve enhanced performance or new functionalities 
through regulation of basic suspension "structure" and its 
progression during formation [7–12].

The major strength and reliability of ceramic materials 
is attained by inter-particle forces that control isolation and 
elimination of agglomerates and defects during colloidal 
processing [13]. Polymer-assisted colloidal synthesis offers 
advantages such as the ability to control the morphology, 
porosity, and structure of the final ceramic material. It allows 
for the fabrication of complex and tailored ceramic struc-
tures. The use of polymers as templates or precursors also 
enables the synthesis of ceramic composites and hierarchical 
structures [14, 15]. The advancements in the field of ceramic 
material production have expanded their application in con-
temporary life including their usage in electronic compo-
nents, aerospace, automobile, medical equipment, industrial 
applications and chemical processing [16].

The main focus of this paper is to review the surface 
chemistry involved in the colloidal processing of ceramics. 
The review is divided into various sections beginning with 
a brief history of ancient techniques adopted for the manu-
facture of ceramics. This is followed by a description of the 
factors influencing surface chemistry of ceramic materials 
with polymeric additives. Additionally, various inter-particle 
forces, such as van der Waals, electrostatic, and steric con-
trols governing colloidal processing in the presence of poly-
mers and electrolytes, are discussed. The surface-chemical 
interactions of ceramic materials with polymeric additives 
and surfactants are enumerated. Finally, developments and 
applications underlying the importance of surface-chemistry 
in colloidal synthesis for production of bio-ceramics, adop-
tion of additive manufacturing techniques and molecular 
modelling tools as sustainable strategies for ceramic pro-
duction are highlighted.

2 � Historical Perspective

The origins of ceramic processing using colloidal science 
can be traced to the ancient manufacturing of earthenware 
products exploiting the plasticity of clays. The clay parti-
cles dispersed in water were the first colloidal dispersion 
employed by humans, but without a clear comprehension 
of the process. [17]. Intercalation of water between clay 
particles allowed formation of a double-layer-like force that 
helped to maintain plasticity and also permitted it to deform 
on application of shear stress. Since centuries, this mixing of 
ceramics with water did not only serve as paste for pottery 
formation, but was also used for formation of slips for pro-
cesses like slip casting. At the end of the eighteenth century, 

slip casting was used for manufacturing a large number of 
clay products [18]. One of the notable milestones in the 
development of colloidal processing was the work of the 
Scottish scientist, Thomas Graham, referred to as the “father 
of colloid chemistry.” In the mid-1800s, Graham conducted 
extensive studies on the diffusion of substances in solution 
and recognized the presence of particles dispersed in liquids, 
now known as colloids. His work laid the foundation for 
understanding colloidal phenomena and their significance 
in various applications since 1845 [19]. Following this, in 
1909, Ashley applied the knowledge of colloid theory to 
describe the properties of clay [20]. Later during 1950s, sus-
pension-based processes for manufacturing metal-ceramics 
(or cermets) were developed, though the real application 
only started after three decades. Ceramic materials gained 
popularity in the industrial sector in 1980s and 90 s after 
development of pure materials for production of advanced 
ceramics having high density. In a seminal paper, it was 
demonstrated for the first time that by adopting colloidal 
processing route, high-strength sintered alumina with 1.04 
GPa bend strength could be obtained [21]. Eventually, col-
loidal processing played a crucial role in the manufacturing 
of advanced ceramics with a high degree of dependability 
[22].

3 � Factors Influencing the Surface Chemistry 
of Ceramic Materials with Polymeric Additives

The surface chemistry of ceramic materials can be influ-
enced by several factors when polymeric additives are 
introduced. The surface qualities of any polymer inevitably 
affect the properties of ceramics including wetting, bonding, 
contact, and biocompatibility. Some of the key factors that 
can impact the surface chemistry of ceramic materials with 
polymeric additives are highlighted below:

(a)	 Polymer composition The composition of the polymer 
additive can significantly affect the surface chemistry 
of ceramic materials [23]. Different polymers possess 
unique chemical properties, such as functional groups 
and molecular weight, which can interact differently 
with the ceramic surface [24]. The presence of spe-
cific functional groups can facilitate chemical bonding 
or interactions between the polymer and the ceramic 
material.

(b)	 Polymer concentration The concentration of the pol-
ymer additive plays a crucial role in surface chem-
istry. Higher concentrations of polymers can lead to 
increased polymer-ceramic interactions, resulting in 
modified surface properties [25]. Additionally, the con-
centration can influence the phase separation behaviour 



Trans Indian Inst Met	

1 3

of the polymer within the ceramic matrix, affecting the 
distribution of the polymer at the surface.

(c)	 Polymer molecular weight The molecular weight of the 
polymer additive can influence the surface chemistry 
of ceramics. Higher molecular weight polymers tend to 
exhibit stronger interactions with the ceramic surface 
due to increased chain entanglements and extended 
conformations. This can lead to enhanced adhesion and 
surface modification effects (Fig. 1) [26].

(d)	 Polymer compatibility The compatibility between the 
polymer and ceramic material is essential for achiev-
ing desired surface chemistry [27]. Compatibility 
ensures good wetting and spreading of the polymer on 
the ceramic surface, leading to improved adhesion and 
surface modification [28]. Incompatibility can result 
in phase separation or poor interactions, limiting the 
effectiveness of the polymer additive.

(e)	 Processing conditions The processing conditions dur-
ing the incorporation of the polymer additive can affect 
the surface chemistry of ceramics [29]. Parameters such 
as temperature, pressure, and duration of processing 
can influence the degree of polymer-ceramic interac-
tion and the formation of interfacial bonds [30]. Proper 
processing conditions are crucial to achieving desirable 
surface modifications.

(f)	 Surface preparation The surface preparation of the 
ceramic material before incorporating the polymer 
additive is critical. Cleaning, roughening, or function-

alizing the surface can enhance the interaction between 
the polymer and ceramic surface, leading to improved 
adhesion and surface modification [31]. The surface 
roughness and chemistry play a role in determining the 
strength and stability of the polymer-ceramic interface.

(g)	 Environmental factors Environmental conditions, such 
as humidity, temperature, and exposure to chemicals, 
can affect the surface chemistry of ceramic materi-
als with polymeric additives [32]. These factors can 
influence the stability, degradation, or reactivity of the 
polymer on the ceramic surface, potentially altering the 
surface properties over time.

It is important to note that the specific combination of 
ceramic material and polymeric additive, as well as the 
intended application, dictate the extent and nature of the 
surface chemistry modifications. Different ceramic systems 
and polymers exhibit unique interactions and behaviour, 
making it essential to consider these factors when designing 
and engineering ceramic materials with polymeric additives.

4 � Forces Governing the Surface Chemistry 
in Colloidal Processing of Ceramics

Various surface chemical forces are involved in the colloidal 
processing of ceramics in the presence of polymeric addi-
tives. For efficient processing of these ceramic and poly-
meric additives, control of inter-particle attraction or repul-
sion, governed by Derjaguin–Landau–Verwey–Overbeek 
(DLVO) forces, is mostly studied [33] (Fig. 2).

	 i.	 Electrostatic forces:
		    Colloidal particles often carry an electrical charge 

on their surface, which leads to electrostatic interac-
tions between them. These forces arise due to the pres-
ence of ions in the solution or dissociation of func-
tional groups on the particle surface. The magnitude 
of the electrostatic force decreases with increasing 
distance between the particles. A medium with high 
dielectric constant, like water, enables the substance to 
acquire a surface electric charge [34]. Stern or Helm-
holtz layer contains some of the immobile counter-ions 
rigidly bound to its surface [35]. A high electric field 
at the surface causes dissociated ions to induce repul-
sive interaction, whereas a stronger coulombic attrac-
tion is generated towards the surface [36]. As a result, 
dissociated ions and charged surface of particle form 
an electrical double layer [37]. On close proximity of 
two similar charged particles, an electrostatic repul-
sion occurs between two surfaces as the double layers 
overlap [38]. Thus, electrostatic stabilization prevents 
particles from agglomerating together [39]. The most 

Fig. 1   Adsorption isotherms of polyacrylic acid of different molecu-
lar weights on alumina  (Adapted from Santhiya et al., 1998 with per-
mission)
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common additives imparting electrostatic stabilization 
to colloidal suspensions are polyelectrolytes. Poly-
electrolytes contain an ionizable group like sulfonic 
or carboxylic group, that blocks copolymers contain-
ing ionizable segments [40]. Investigations on alumina 
and zirconia suspensions as a function of pH showed 
that electrical double layer forces acted as regulators in 
determining the behaviour of suspensions. There was 
a significant difference in single and mixed suspen-
sions with respect to pH. The DLVO theory was used 
to study the effect of electric double layer force on 
yield stress [41, 42].

	 ii.	 Van der Waals forces
		    Van der Waals forces are a type of intermolecular 

force that arise due to fluctuations in electron distribu-
tions. These forces include London dispersion forces, 
which arise from temporary fluctuations in electron 
density, and Keesom forces and Debye forces, which 
arise due to the orientation and induced polarization of 
dipoles [43]. Van der Waals forces are generally attrac-
tive and act over short distances. They become sig-
nificant when particles are in close proximity to each 
other, even in the absence of an electrical charge. All 

the ceramic materials are subjected to van der Waals 
attractive forces. The value of the Hamaker constant is 
an assessment of the magnitude of interaction between 
ceramic materials and polymeric additives [44]. A 
higher Hamaker constant indicates stronger van der 
Waals forces, suggesting a stronger interaction between 
the ceramic material and the polymeric additive. Con-
versely, a lower Hamaker constant suggests weaker 
interaction. By knowing the Hamaker constant of the 
ceramic material and the polymeric additive, research-
ers and engineers can assess the potential for adhesion, 
compatibility, or dispersion between these materials. 
This information can be crucial in various applications, 
such as composite materials, coatings, or adhesives, 
where the interaction between ceramics and polymers 
is of interest [45].

	iii.	 Steric forces
		    Steric or entropic forces arise from the repulsion 

between particles due to the overlap of their surface 
layers [46]. These forces are influenced by the size, 
shape, and surface chemistry of the particles, as well 
as the presence of polymer chains or other molecules 
attached to the particle surface. Steric forces can pre-

Fig. 2   Forces governing the surface-chemistry involved in colloidal processing of ceramics
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vent particles from coming too close to each other 
and thus stabilize colloidal dispersions [47]. There-
fore, short-range structure of densely packed colloidal 
particles can be determined by steric force [48]. The 
presence of steric forces has important implications 
for the short-range structure of densely packed col-
loidal particles. Due to the repulsive nature of steric 
forces, they can prevent or inhibit the formation of 
close-packed arrangements or aggregation of parti-
cles. Instead, the particles tend to arrange themselves 
in a more dispersed or loosely packed manner, forming 
structures, such as random close-packed or disordered 
arrangements [49]. Electrolyte concentration does not 
affect steric interactions between particles and is stable 
at low and high concentration of particles [50]. Longer 
and more densely packed polymer chains tend to pro-
vide stronger steric repulsion, effectively increasing the 
distance at which particles can approach each other 
before experiencing significant repulsion [34].

	iv.	  Depletion forces
		    The interaction between large colloidal particles sus-

pended in continuous phase consisting of polymers, 
non-ionic surfactants, polyelectrolytes and small par-
ticles is termed as depletion interaction [51]. These 
forces arise from the entropic effects caused by the 
presence of non-adsorbing polymer molecules or large 
particles in the colloidal system. When non-adsorbing 
polymer molecules or large particles are added to a col-
loidal suspension, they can create an excluded volume 
effect. This effect leads to a decrease in the available 
volume for colloidal particles to move freely [52]. As 
a result, colloidal particles tend to aggregate or cluster 
together to minimize the entropic penalty associated 
with their restricted movement [53]. On increasing the 
free polymer concentration, the thickness of depletion 
layer decreases [54]. The depletion attraction occurs 
when the non-adsorbing polymers or particles create 
a region of lower particle density between them. This 
leads to an effective attraction between colloidal par-
ticles, causing them to come closer together. On the 
other hand, the depletion repulsion occurs when the 
non-adsorbing components create a region of higher 
particle density, resulting in an effective repulsion 
between colloidal particles [55]. On increasing the 
depletant concentration, non-adsorbing molecules 
induce depletion stabilization [56]. Electrostatically 
stabilized colloidal particle exhibits similar interac-
tion as non-adsorbing polymer at large separation [57]. 
Demixing polymer segments from solvent results in 
repulsive interaction and inhibits particle aggregation 
thereby inducing depletion stabilization [58]. The floc-
culation of colloidal suspensions using population bal-

ance model has also been demonstrated for polymer 
bridging on ceramic suspensions [59].

5 � Surface‑Chemical Interactions of Ceramic 
Materials with Polymeric Additives

For providing excellent property to the formed ceramics, the 
combination of different constituents (microarchitectures) 
integrating ceramic and polymeric layers becomes essential 
[60]. Table 1 provides a brief overview of the most com-
monly used polymeric additives for ceramic materials. Dif-
ferent polyelectrolytes have been used with ceramic powders 
to study the electrokinetic and dispersion characteristics 
of ceramic suspensions [61]. Some examples of various 
ceramic systems are illustrated in this section.

5.1 � Single Oxide Systems

Poly (acrylic acid) (PAA) and poly (vinyl alcohol) (PVA) 
were adsorbed onto alumina to study their surface-chemical 
interactions. On increasing the pH, the adsorption density 
of PAA decreased, while the opposite was observed for PVA 
(Fig. 3). High-affinity Langmuirian trend was observed for 
adsorption isotherm of PAA at acidic pH range, whereas it 
was low for PVA. After analysing the desorption studies, 
it was determined that around 80% PVA was desorbed in 
3–9 pH range, whereas it was 70% for PAA in the pH range 
of 3–8. FTIR spectroscopic studies lent support for surface 
chemical interaction and hydrogen bonding mechanisms for 
PAA-alumina, compared to hydrogen bonding only for PVA-
alumina system [63].

Spurred by the above study, Saravanan and Subramanian 
investigated the surface properties of zirconia suspension 
with widely used dispersants, ammonium poly(methacrylate) 
(APMA) and poly (ethylene glycol). In presence of APMA, 
adsorption density of PEG significantly reduced, however, 
the reverse was not true. Dispersion studies revealed that zir-
conia suspension was more stable in the presence of APMA, 
whereas no characteristic difference could be observed in 
the presence of PEG. Complexation of zirconium species 
with APMA was revealed by co-precipitation tests and FTIR 
spectral studies confirmed hydrogen bonding and complexa-
tion for APMA and hydrogen bonding alone for PEG, as the 
interaction mechanisms with zirconia [64].

Near-net shape alumina ceramics could be produced 
using the hydrolysis-induced hydrogel casting (GCHAS) 
technique [67]. Suspensions containing 50% solids yielded 
approximately 95% alumina forms of about 300 mm height 
and 130 mm diameter using GCHAS technique. Alumina 
was dispersed in an aqueous solution of methylene bisacryla-
mide and methacrylamide with polycarboxylic acid as a 
dispersing agent. The sintered (1600 °C, 2 h) mechanical 
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properties were essentially similar to those obtained by gel 
casting (GC), hydrolysis assisted (HAS) and normal dry 
pressing of lyophilized granules [67].

Slip casting was used to produce transparent alumina 
ceramics using three stabilization methods: (a) plasma 
treatment (b) electrostatic stabilization and (c) electrosteric 
stabilization [68]. Electrostatic stabilisation performed best 
in terms of all examined metrics (green body porosity and 
density, sintering temperatures, densities, and real in-line 
transmittance (RIT)). Plasma treatment produced similar 
outcomes, but exhibited low RIT, attributable to tiny cracks 
that reduced transparency. Despite having much bigger 

pores, lower green density, and higher grain size, the stand-
ard electrosteric technique produced samples with higher 
transparency, compared to the plasma method [68].

5.2 � Mixed Ceramic Oxide Systems

The surface chemical interactions using various polymeric 
additives was investigated in the presence of xanthan gum 
taking alumina and silica suspensions as ceramic materials 
[69]. In presence of xanthan gum, the adsorption maximum 
was observed at pH 2 for alumina, whereas no adsorp-
tion took place on silica. On increasing the xanthan gum 

Table 1   Polymeric additives for ceramic materials

Name of polymer Structure of polymer References

Polyborosiloxanes [62]

Polysiloxanes [62]

Polyacrylic acid [63]

Poly(methyl methacrylate) [64]

Poly(Vinylidene fluoride) Hexafluoropropylene [65]

Polycarbosilane [62]

Polyethylene glycol [64]

Polyvinyl alcohol [66]



Trans Indian Inst Met	

1 3

concentration, the isoelectric point of alumina shifted to 
the acidic pH range. Flocculation of alumina suspensions 
increased to approximately 92% on addition of xanthan 
gum beyond 50 ppm. However, silica suspension showed no 
observable effect on electrokinetic and flocculation property 
after xanthan gum addition [69].

Zirconia-alumina suspensions were used to study the 
effects of powder size, coverage, solid loading and dis-
persion during processing [70]. A tight packing size dis-
tribution alone was not enough for attaining high-density 
crude compacts and hence it was necessary to simultane-
ously control the suspension rheology while optimizing 
solid loading and dispersion dosage. Furthermore, it was 
emphasized that high green density did not guarantee the 
best sintering condition, especially if it was achieved by add-
ing coarse powder [70]. A model to generate shear from 
a mixture of alumina–zirconia flocculated suspensions was 
developed, which could provide quantitative information on 
solids, composition, and particle size distribution for a bet-
ter understanding of fine particles [71]. Clear macroporous 
ceramics composed of titania and zirconia were produced 
by two techniques, namely, by template-assisted colloid pro-
cessing and the other by heterocoagulation. In both cases, 
consistent and uniform macropores were produced [72].
Yttria-stabilized tetragonal zirconia ceramic suspensions 
(Y-TZP) were investigated using colloid route to fabricate 
green bodies by slip casting [73]. The hardness (H) value of 
17 and Young’s modulus (E) of 250 GPa were obtained by 

nano-indentation. The samples were then subjected to low 
temperature degradation (LTD) treatment with conditions set 
at 130 °C, 240 h with 60-h increments. The Raman spectros-
copy studies showed monoclinic phase in all samples with 
the Raman peaks centred at 180, 191, and 383 cm−1, while 
nano-indentation after 240 h of LTD showed that H and E 
values were reduced to 10 and 175 GPa, respectively, indi-
cating a significant reduction in mechanical properties [73]. 
Colloidal processing of tetragonal zirconia polycrystalline 
(Y-TZP) suspensions stabilized with yttria along with vari-
ous dispersants resulted in highly transparent Y-TZP [74].

Zirconia-alumina composites ZTA-30 (70 Al2O3: 30 
ZrO2) and ZTA-60 (40 Al2O3: 60 ZrO2) of utility in ortho-
paedic applications were prepared by colloidal processing 
and agglomerated by hydrolysis, slip and gel casting of 
ceramic mixtures containing 50% solids by volume [75]. 
For evaluation, the same ceramic composite was also sta-
bilized with freeze-dried particle inlay (FG). Green (three-
point bend) strengths (B 17 MPa) of ceramics consolidated 
using gel casting (GC) were higher than those cemented 
using other procedures. Additionally, after 1 h of sintering 
at 1600 °C, the GC ceramics demonstrated superior fracture 
toughness and flexural strength qualities, when compared to 
those cemented by other processes, including traditional die 
pressing (FG) [75].

5.3 � Electroceramics

The tape casting of lead zirconate titanate (PZT) using dis-
persant D3021, poly(vinyl alcohol) binder, Surfynol SE-F 
wetting agent, and poly(propylene glycol) plasticizer [76] 
was carried out through the colloidal processing route. 
Measurements of pH, conductivity, and zeta potential were 
performed to assess the suspension stability in the presence 
of a dispersant. The isoelectric point of PZT was located 
approximately at pH 6.5. The results exhibited shear thin-
ning rheological behaviour, corresponding to a weakly floc-
culated system with low time-dependent viscosity effects. 
Rheological and mechanical properties were further studied 
[76]. The thermal stability and degradation of Al2O3 and 
(Ba,Sr)TiO3 (BST), and other organic additives for ceramic 
manufacturing were observed by mass spectrometry and 
thermal gravimetric analysis [77].

Ammonium polymethacrylate surfactant was used to 
disperse lead lanthanum zirconate titanate (PLZT) parti-
cles at different pH levels. The adsorption density of the 
polymer and slurry rheology was studied as a function of 
pH, to explain the stabilization mechanism. At the optimum 
surfactant concentration and pH, loading of suspension up 
to 50% solids by volume, at a relatively low viscosity was 
achieved [78].

Fig. 3   Schematic representation of the interaction between a Alu-
mina-PAA b Alumina-PVA  (Adapted from Santhiya et al., 1999 with 
permission)
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5.4 � Ultra‑high Temperature Ceramics

Colloidal processing of zirconium diboride (ZrB2) ultrahigh 
temperature ceramics (UHTC) was investigated for formulat-
ing lattice forming systems. Colloidal route formed samples 
with higher density compared to samples produced by dry 
route with 99% density attained by hot pressing. It is envis-
aged that complex shaped ceramics can be formed from 
above-mentioned methods [79]. The suspension dispersion 
and colloidal processing of complex shaped ultra-high tem-
perature ZrB2 ceramics has been recently reviewed [80].

6 � Developments and Applications Underlying 
Colloidal Synthesis for Ceramic Production

Colloidal processing for ceramic manufacturing imparts 
control over rheological properties, interparticle forces, 
structural evolution and drying behaviour thereby elimi-
nating heterogeneities [81]. The major principle behind 
this methodology focuses on understanding interrelations 
between colloidal structure and its various properties [82]. 
Although the hypothetical comprehension of interparticle 
forces is fairly well established, the direct force estimations 
of ceramic materials having different colloidal chemistry, 
composition and crystallography are essential. The major 
consideration for processing ceramics requires stability 
of fabrication process to accommodate a wide range of 
properties.

6.1 � Biopolymer Additives

Use of biopolymer additives for ceramic manufacturing 
offer great potential for colloidal processing [83]. Typical 
biopolymers used for ceramic applications are summarized 
in Table 2. For example, chitosan, a cationic bio-polymer, 
is considered to be biodegradable and non-toxic with a wide 
range of applications in pharmaceuticals, cosmetics, food 
processing and biomaterials [84]. Saravanan et al. (2006), 

studied the surface chemical interactions of chitosan with 
silicon carbide (SiC) demonstrating maximum adsorption 
density at pH 7. On addition of chitosan to SiC suspen-
sion, zeta potential of SiC surface was + 30 mV at pH 2–5, 
whereas it increased to + 40 mV at pH 9–11. Based on these 
findings, it was found that chitosan served as an efficient 
biopolymer for SiC synthesis (Fig.  4) [85].Saccharides 
(sucrose, galactose, lactobionic acid and l-ascorbic acid) 
are sustainable organic additives applied in colloidal syn-
thesis [86]. They are commonly used as polymeric binders 
and dispersants owing to their non-toxic, and water-soluble 
properties [87]. Gel-casting of foams followed by use of 
surfactants and gelation of polysaccharides results in stable 
ceramic suspensions [88]. The sintering process generates 
a clean burnout on using saccharide-based derivatives com-
pared to the conventionally used organic additives. Organic 
synthesis allows for modification of saccharides in different 

Table 2   Biopolymers for 
ceramic applications

Sr. No Biopolymer Application References

1. Gelatin Cosmetics, pharmaceutical industry, distillery, fingerprinting [90]
2. Cellulose Biofuel, blending agent, drug delivery, coating [91]
3. Lignin Photocatalyst, water treatment, immune booster, synthesizing polymers [92]
4. Starch Agriculture, food industry, drug delivery [93]
5. Dextran Anticoagulant, surgical treatment [94]
6. Curdlan Food industry, immunomodulator, therapeutics [95]
7. Pullulan Adhesives, binder, vegetables, paper industry, flocculant [96]
8. Gellan gum Stabilizer in food, tissue regeneration and bone repair [97]
9. Agar Electrophoresis, selection of antibiotic, chromatography, purification [98]
10. Scleroglucan Construction, oil engineering, pharmaceutical industry, thickener [99]

Fig. 4   Zeta potential values of SiC suspension as a function of pH, 
before and after interaction with chitosan  (Adapted from Saravanan 
et al., 2006 with permission)
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functional groups thereby opening a new range of applica-
tions in ceramic technology [89].

6.2 � Additive Manufacturing

Additive manufacturing of three-dimensional (3D) structures 
commonly scaffolds, facilitates its use in tissue engineering 
applications [100]. Polycarbonate, polyamide and polyether 
ether ketone (PEEK) are widely used thermoplastic poly-
mers for scaffold engineering using selective laser sinter-
ing technology [101]. Tribological testing and mechanical 
properties confirm new estimates on strength and rupture of 
3D samples including a composition of PEEK + nano tita-
nium oxide + or hydroxyapatite ceramics, thereby proving 
to be useful materials for biomedical applications [102]. 
Casting and machining are traditional fabrication methods 
for manufacturing of ceramics which are now being widely 
replaced by 3D printing that enables preparation of highly 
complex structures using computer-aided design (CAD) 
[103]. Ceramic 3D printing can be categorized on the basis 
of feedstock form as slurry-based, powder-based and bulk 
solid-based [104]. To further enhance the functional parts 
of ceramic structures, 3D printing process is integrated with 
feedstock preparation and post-treatments [105]. 3D printing 
also offers an advantage of forming porous ceramics [106]. 
In manufacturing of porous ceramics, three-dimensional 
lattice is separated into numerous small units, followed by 
spraying of binder on the ceramic surface bed, aided under 
computer control. Rheological properties and liquid con-
tent of binder are adjusted prior to extrusion of binder from 
print head [107]. Therefore, porous ceramics are formed by 
combination of hollow spheres on powder bed and binder. 
Hollow spheres allow to design the micropore size of porous 
ceramics thereby attaining porosity of 97% useful for appli-
cation in industry and biomedical environment [107].

6.3 � Bioactive Ceramics

Bioactive ceramics find their application for skeletal recon-
struction as a result of diseases such as osteoporosis in aged 
or obesed, globally [108]. Areas of bone which are too large 
require healing by bioactive materials that replace dam-
aged bone with glass ceramics. Bioactive glass–ceramics 
are polycrystalline in nature having very low contents of 
alkali oxides [109]. Apatite-wollastonite (A-W) is the most 
common glass–ceramic possessing high bending strength, 
fracture toughness and Young’s modulus, compatible for 
orthopaedic applications [110]. This ceramic is majorly used 
for load-bearing areas of bone and is also used for vertical 
replacements, where high compressive strength is required 
[111].

6.4 � Molecular Modelling

Molecular modeling techniques provide a powerful 
means to gain molecular-level insights into the interac-
tions between ceramic powder surfaces and dispersants 
[112]. By understanding these interactions, researchers 
can develop strategies to enhance dispersion, improve the 
stability of ceramic suspensions, and optimize the for-
mulation of dispersants for ceramic powder processing 
[113]. Molecular dynamics (MD) simulations can be used 
to study the behaviour of ceramic powder surfaces and dis-
persant molecules at the atomic level [114]. By simulating 
the motion and interactions of individual atoms over time, 
MD simulations can provide information on the structure, 
dynamics, and energetics of the system. The simulations 
can capture the adsorption and desorption of dispersant 
molecules onto the ceramic powder surface and explore 
the effects of different factors, such as pH, temperature, 
and concentration [115].

7 � Summary

Colloidal processing of ceramics has been widely practised 
since ancient times. The traditional methodologies adopted 
for synthesis of ceramics like slip casting and drying pro-
cessing time have limitations to form complex shapes. 
The surface-chemistry involved in the colloidal process-
ing of ceramics using different organic additives strongly 
influences the behaviour and rheological characteristics of 
ceramic materials. The study of interparticle forces such as 
electrostatic, van der Waals, steric and depletion is impor-
tant to better understand the surface chemical properties 
of ceramic suspensions. From a conventional perspective, 
ceramic applications had been limited to a narrow range. 
However, advancements in the field of colloidal processing 
using additive manufacturing (3D printing), synthesis of 
biopolymer composites, bioceramics, and porous ceramics 
along with shaping of complex ceramic structures, have 
paved the way for the utilization of ceramics in a wide 
range of applications such as tissue regeneration, bone for-
mation, scaffold generation, injectable ceramics and also 
in coatings and inks. Thus, it is envisaged that the future 
advancements in colloidal processing of ceramics can sig-
nificantly contribute in providing better opportunities for 
utilization of ceramic materials.
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ABSTRACT 

Background. The results of observing the abilities of students at this 

school, it can be seen that grade 5 students at SD Negeri 122395 

Pematangsiantar have the basic skills to master the use of English well. 

Purpose. This study aimed to investigate the importance of giving 

socialization to the students about basic skills that the students need to 

acquire in learning English well.  

Method. This ability can be seen from the speed of students in 

understanding and responding to learning that has been socialized. 

Grade 5 students of SD Negeri 122395 Pematangsiantar consisting of 

20 students are the subject of this observation. This socialization was 

conducted at SD Negeri 122395 Pematang Siantar. Three phases were 

implemented such as preparation, implementation and evaluation. 

Results. The results showed that importance of building English skills 

starts from elementary school. Interesting learning methods can also 

build student activity and skills in the learning process that takes place 

in the classroom.  

Conclusion. This is also based on the communication skills that 

students get in the learning process, not only limited to knowledge, 

students will be motivated and feel that what they have learned will be 

useful and used in the future..  
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INTRODUCTION 

English is the main language in most countries in the world, English is a universal language 

or is called an international language (Martina dkk., 2021; Oh dkk., 2023). Also, one of the most 

important languages to be learned or mastered by all people in the world. Many countries, 

especially former British colonies, consider English a second language that must be learned after 

the national language (Enríquez Raído & Cai, 2023; Hoque dkk., 2023; Tarp, 2021). 

In this increasingly advanced era of globalization, proficiency in English is an undeniable necessity. 

English has become an international language that is widely used in various sectors, including 

business communications, international trade, technology, education and tourism (Sohn dkk., 2023). 

Therefore, it is important for students in schools to have strong English skills in order to 

communicate effectively and successfully in an increasingly connected world. 

In Indonesia, the government and education system have recognized the importance of 

building English skills from an early age (Crăciun & Bunoiu, 2019; Fung dkk., 2023). The need for 

a workforce proficient in English is increasing along with the economic and industrial development 

in the country. In addition, success in facing global competition is also very dependent on good 

English skills (Pamuji & Limei, 2023). In Indonesia, English is introduced as one of the subjects in 

schools since the elementary education level. However, the acquisition of English language skills at 

school is often still limited to a basic understanding of grammar, vocabulary, and limited practice in 

speaking and writing(Jones, 2023; Stauss dkk., 2021). This creates a challenge for students in 

mastering English comprehensively and being able to use it in real-life contexts. 

In facing this challenge, it is important for schools to build students' English skills with a 

holistic and contextual approach. The development of effective English skills involves a 

combination of good grammar and vocabulary, deep understanding of English language culture, 

fluent listening and speaking skills, and good writing skills (Al Awabdeh & Albashtawi, 2023; 

Faubl dkk., 2021). In addition, the application of innovative and interactive teaching methods is also 

needed to encourage student motivation and participation in learning English. Methods such as 

language games, group discussions, real-life simulations, and the use of technology can help 

students become actively involved and improve their ability to speak English. Apart from in the 

classroom, the widespread use of English in the school environment can also be an effective means 

of strengthening students' English skills (Deignan & Morton, 2022; Kildė, 2022). Extracurricular 

activities such as English clubs, debates, plays or student exchanges with schools abroad can 

provide practical opportunities for students to use English in real situations. 

In order to build strong English skills in schools, it is also important to involve professional 

and well-trained teachers. A qualified English teacher can provide appropriate guidance, foster 

students' interest in learning English, and expose them to diverse resources, such as English 

literature, film and music (Blake dkk., 2019; Räisänen, 2020; “Video Component of Media 

Education in Direct and Reverse Acculturation at North Carolina State University and Texas 

Christian University,” 2021). As such, building English skills in schools is an important step in 

supporting students' personal development and preparing them for an increasingly globally 

connected world. Through a holistic, innovative and interactive approach. There are many strategies 

for learning English that can no doubt arouse students' interest in the subject. For English teachers 

at SD/MI, this creates difficulties (Fadiyah dkk., 2023; Fiqih dkk., 2023; Ranal dkk., 2023). In order 

for students to participate actively in the learning process, teachers must continue to innovate. 
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Under 8% of Indonesians are proficient in using English accurately and precisely, which is 

still a relatively low percentage. Despite the fact that Indonesia has the potential to communicate 

effectively with this global language, English has helped this nation become more globally known 

(Auliani dkk., 2023; Mustafiyanti dkk., 2023; Wanti dkk., 2023). In addition, although this is not 

true, there is still an opinion that Indonesians who speak English are not considered nationalists. 

Because Indonesia is still developing, it must follow the rest of the world, making English a global 

language  

 

RESEARCH METHODOLOGY 

This research was conducted so that students are more active in conveying or re-applying 

information that has been conveyed to them by the teacher, the role playing method emphasizes 

learning skills while playing can make students more creative, enthusiastic, and interested in the 

learning process (Silitonga et al., 2022). This technique is very much in demand by students 

because a game will make learning interesting. Games will foster enthusiasm and a sense of 

togetherness through fun learning. 

There are several procedures carried out in carrying out this socialization activity as shown 

below: 

 

 
Figure 1. Procedures for socialization (Purba et al., 2022) 

 

Phase 1. Preparation 

At this stage several activities were carried out such as: 

a. Conduct team discussions regarding the distribution of material to be delivered. 

b. Coordinate with the school to provide a place and time for socialization and determine which 

class will be socialized. 

c. Confirm the participants' readiness to take part in socialization activities. 

d. Prepare the media and tools needed for socialization activities. 

 

Phase 2: Implementation 

This activity was attended by 20 fifth grade elementary school students and 1 English subject 

teacher as well as 6 presenters who will deliver socialization material on the topic of the importance 

of building English skills for elementary school children based on the lesson plan that has been 

prepared. 

 
Figure 2. Participants participating in the socialization 
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Figure 3. Self-introduction by the Team 

 

In this phase the activity is broken down into 2 stages, namely delivery of material or modules 

and a question and answer session. 

 

Phase 3: Evaluation 

After the presenter explained the material regarding the importance of building English skills 

for elementary school children, then the presenter team invited the students to do ice breaking 

(singing, dancing, and playing games), after which the presenter team gave several questions to the 

students about the material that had been delivered (Mulyasari dkk., 2023; Noer dkk., 2023). After 

the students were able to answer these questions the presenting team gave rewards (books, pens, 

candy, and snacks), then the presenting team concluded the extent of their mastery of English.. 

 

RESULT AND DISCUSSION 

 

1. Phase 1.Preparation 

1) Conducting discussions with the socialization implementation team regarding the activities to 

be carried out 

2) Preparing materials and tools needed during socialization activities 

3) Ensuring that all tools and materials are complete 

 

2. Phase 2. Implementation 

A. Submission of Material About the Importance of Building English Skills for Elementary 

School Children 

The use of English is very important in keeping up with current technological advances. This 

is caused by several factors, one of which is English as an international language which demands 

that everyone master English. 

1) The Concept and Importance of Learning English in Elementary Schools Students should be 

able to know how the concepts and the importance of the English language. This concept is a 

start for students to understand that English is a language that really needs to be mastered. 

2) Strategies to Improe English Language Skills in Elementary Schools Students need to know 

several strategies that must be mastered to improve English language skills. 

a) Listening to English music 
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This method can be tried because listening to music in English can make us speak 

English fluently. like listening to western songs playing on television, radio, Spotify or 

Joox song applications and so on (which smells of English). 

b) Reading books and newspapers in English 

Apart from listening, watching and regularly speaking English. So this method can 

improve our ability to speak English, such as reading books and newspapers in English. 

The more we get used to reading foreign language literature, it will help us master the 

foreign language and be able to hone our reading and pronunciation skills well. 

 

3) Benefits and Purpose of Learning English, Some of the benefits obtained from learning 

English are: 

a) Improving Language Skills 

By improving English skills students will learn to understand grammar and sentence 

structure correctly. 

b) Giving more Wider Insights 

By mastering English students can find out information about the culture and life of 

other countries. 

c) Increasing Career and Study Opportunities 

By mastering English, children can increase career opportunities and study in the future. 

d) Easy to Get along with and Adapt in New Environments 

With this, students will more easily make friends and exchange information about the 

culture of their respective countries. 

e) Helping to Prepare Yourself In The Future 

English skills are important in the current era of globalization. By mastering English, 

students can prepare themselves to compete in the future. 

 

Some of the objectives of learning English are: 

a. Improving Communication Skills 

Through learning English, we will be taught to communicate. In a different Language. Learn 

basic vocabulary (Vocabulary), simple phrases and sentences that allow them to talk about 

themselves, their siblings, family, friends, hobbies, and their surroundings. 

b. Understanding of Culture and Diversity 

As explained earlier that English is an international language by studying it, we will gain a 

better understanding of the culture, traditions and diversity that exist in other English-

speaking countries. We can learn about cultural differences and develop tolerance and 

respect for diversity. 

c. Preparing for Higher Education Levels 

Mastery of English at the basic level helps all younger siblings build a strong foundation for 

language skills at the higher education level. Good English language skills will support them 

in understanding the material provided by teachers in secondary schools to tertiary 

institutions which often use English as a medium of delivery. 

d. Global Skills 

As an international language in many fields such as business, technology, science, and 

tourism. By learning English from an early age, you will have an advantage in global 

competition in the future and have wider opportunities in your career. 

e. Development of cognitive skills 
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Learning English can help improve our cognitive skills. 

 

B. Question and Answer Session 

There are findings that are illustrated after the question and answer session, namely the lack 

of students' interest in learning English is because the participants think that English is difficult and 

unpleasant (Al Maarif dkk., 2023; Hermansyah dkk., 2023; Utami dkk., 2023). Therefore, we use 

the role playing method in our socialization to increase students' interest in learning English. 

 

3. Phase 3. Evaluation 

Evaluation at this stage is obtained from presentations and question and answer sessions. 

a. Evaluation of the Presentation Session 

Some of the students were less enthusiastic in listening to the material presented because 

some of the students were less focused, some were busy playing with their classmates, some 

were sleepy. 

b. Evaluation of the Question and Answer Session 

When giving questions there are students who are active in conveying questions to the 

presenter. There are also students who actually want to ask/answer but they lack the 

confidence to submit questions and answers. 

  

 
 

Figure 4. Question and Answer Session 

 

4. Challenges in the Implementation of Socialization 

There were several challenges faced by the team when carrying out socialization at SDN 

122395 namely the lack of adequate facilities so that a media was not delivered in the form of a 

video, besides that the atmosphere outside the class was not conducive due to the class carrying out 

Physical Education (Sports) subjects 

 

CONCLUSION  

Based on the results of the socialization about the importance of building English language 

skills which were carried out for fifth grade students of public elementary schools. The existence of 

English is actually very important for students. These things can be seen from the response that was 

seen during the presentation of the material carried out, the students were very interested in the 

material presented. During the question and answer session students could understand the questions 

given so they were very interested in the questions that were conveyed. 
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Abstract
Chlorophenols are the persistent organic contaminants released in the aquatic bodies by industrial manufacturing units. 
Treatment of phenolic wastewater is an arduous process for conventional treatment methods because of their high stability 
and complexity. The present study deals with degradation of 2,4,6-Trichlorophenol, using Photo-Fenton’s process. The study 
commences the optimisation and validation of different regulating parameters like pH, oxidant (H2O2), and Fe2+ ions at 
variable concentration in batch mode. At pH 3.0, Fe2+ 0.5 mM, and H2O2 (10.0 mM), complete degradation of trichlorophe-
nol was observed within 6 min of reaction time. The mineralisation of the model pollutant was studied over TOC analyser 
and HPLC. Response Surface Plots were drawn to define the interactive relationship between process governing Fenton’s 
process. Under optimized conditions, different Fenton-integrated processes, such as Solar-Fenton, Sono-Fenton, and Sono-
Photo-Fenton (UV365), were compared for degradation of TCP. Among all the processes, Solar-Fenton resulted in rapid and 
complete degradation of TCP within 5 min. The mineralisation efficiency of Fenton’s process, Solar-Fenton, Sono-Fenton, 
Sono-Photo-Fenton, and Photo-Fenton’s processes were 50%, 98%, 90%, 75%, and 50%, respectively. The results indicated 
Solar-assisted Fenton as potential and efficient approach toward degradation of Trichlorophenol.

Keywords  Wastewater · Trichlorophenol · Photo-Fenton · Fenton-integrated processes · AOPs

Abbreviations
AOPs	� Advanced oxidation processes
BBD	� Box–Behnken design
CPs	� Chlorophenols
HPLC	� High-performance liquid chromatography
POP	� Persistent organic pollutants
ROS	� Reactive oxygen species
RSM	� Response surface methodology
TCP	� 2,4,6-Trichlorophenol
TOC	� Total organic carbon
USEPA	� United States Environmental Protection Agency

1  Introduction

The prevalence of Chlorophenols (CPs) is continuously 
detected in various environmental matrices like water, soil, 
sediments, air, food commodities, and biological tissues, as 
well. These refractory organic contaminants are released 
in the natural environment via industrial manufacturing 
units related to pharmaceuticals, agricultural products, 
wood preservatives, paper, etc. (Guo et al. 2017). CPs are 
formed as reaction by-product during disinfection process 
of drinking water, incomplete combustion or incineration 
of organic waste or burning of chlorophenol-treated wood 
as well (Vlastos et al. 2016). The pollutants are likely to 
enter the aquatic ecosystem via soil erosion, leaching, agri-
cultural run-off, atmospheric deposition, and volatilization 
(Czaplicka 2004). High solubility of CPs in water results in 
entry into the food chain and their lipophilic property allows 
passage through the lipid bilayer membrane of organisms, 
thus leading to accumulation (Yadav et al. 2023). Owing to 
the bioaccumulation, the organochlorines bear the poten-
tial of acute and chronic toxicity to diverse class of organ-
isms, thus casting a signal of health concern for the livings 
(Michałowicz 2010). CPs belongs to the class of persistent 
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organic pollutants (POPs), possess low biodegradability, 
high toxicity, carcinogenic, mutagenic, and teratogenic char-
acteristics, and are categorized as priority toxic compounds 
by USEPA (ATSDR 2007). The International Agency for 
Research on Cancer has also classified them as Group 2B 
probable carcinogens (IARC 2004). Literature has reported 
the worldwide production of CPs exceeding 200,000 tons 
per year (Ge et al. 2017). Although the occurrence of these 
emerging pollutants is in trace amounts in the natural envi-
ronment, usually in ng/l to µg/l, they are reportedly found 
in the concentration up to 190 mg/l in polluted surface and 
ground water (Olaniran and Igbinosa 2011). Considering 
the harmful effect over the aquatic environment, emphasis 
is given on managing the water quality and subsequently 
removing the CPs from aquatic environment. The removal of 
these chloroderivatives of phenols depends on the position 
and number of chlorine atoms on the benzene ring (Yadav 
et al. 2023). The presence of chlorine atoms imposes steric 
hindrance, inductive effect, and resonance effect (Xu and 
Wang 2013). The degree and extent of ionization decreases 
with increase in the count of chlorine atoms. This is in 
proposition with the high pKa values that multichlorophe-
nols (dichlorophenols, trichlorophenols, tetrachlorophenols, 
and pentachlorophenols) strongly interact with oxide sur-
faces than monochlorophenols through chemical bonding 
resulting in accumulation in soils and sediments (Czaplicka 
2004). Because of the chemical and structural stability, tra-
ditional methods cannot break the C–Cl bonds associated 
with aromatic structures; biological treatment is inefficient 
in treating these harmful organics when present in lower 
concentration, whereas high levels of CPs inhibit the growth 
of microbial community (Czaplicka 2004). The metabo-
lites generated from their partial degradation like chloro-
catechols or chlorine substituted fission products suppress 
the development of halo aromatic-utilizing microorganisms 
(Annachhatre and Gheewala 1996). On the other hand, the 
advancement of Advanced Oxidation Processes (AOPs) has 
indeed received the attention of scientific world as promis-
ing wastewater treatment methodologies. AOPs have high 
removal efficiency, high rate of reaction, less generation of 
waste (sludge), and application to diverse spectrum of pol-
lutants like pharmaceuticals, textile dyes, pesticides, landfill 
leachate, etc. (Sharma et al. 2016; Pipil et al. 2022; Bilal 
et al. 2018). These processes rely on the in-situ generation 
of highly reactive and oxidizing radical species (ROS). The 
AOPs are classified on the basis of formation of different 
oxidation radicals, such as HO·, HO2·, O·, sulfate radicals, 
etc. (Yadav et al. 2023). These powerful ROS interact with 
the organic molecules and induce progressive oxidation, 
transforming the parent compounds into more innocuous 
and biodegradable intermediate product (Yadav et al. 2022). 
The treatment process is non-selective in nature, thus can 
easily react with broad category of contaminants. AOPs 

has been found effective toward treating various classes 
of contaminants, including micropollutants, endocrine-
disrupting chemicals (EDCs), persistent organic pollutants 
(POPs), and antibiotics like amoxicillin (Verma and Har-
itash 2020; Yadav et al. 2023). The treated effluent can be 
efficiently reused in various industrial and domestic pro-
cesses. The process reduces the toxicity levels, simultane-
ously increasing the biodegradability of pollutants, further 
bringing down to permissible limits (Yadav et al. 2022). The 
current study deals with treatment of 2,4,6-Trichlorophenol 
(TCP) using Fenton’s process coupled with solar energy and 
ultrasound; comparison of efficiency toward degradation, 
and optimisation of process with maximum degradation and 
mineralisation.

2 � Materials and methods

2.1 � Chemicals

Analytical grade 2,4,6-TCP (purity 98%) was procured from 
Thermo Fisher Scientific (USA), FeSO4·7H2O as source of 
Fe (II), Hydrogen peroxide H2O2 (30% w/v) which was 
used as an oxidant was purchased from Central Drug House 
(CDH), India; and HPLC grade methanol was obtained 
from Merck & Co (India). For pH adjustment, NaOH and 
H2SO4 were procured from Central Drug House (CDH), 
India. Sodium acetate, hydroxylammonium chloride, and 
1,10-phenanthroline were purchased from SRL Chemicals, 
India.

3 � Experimental procedure

Experimentation work was performed based on Fenton, 
Photo (UV365) Fenton, Solar-Fenton, Sono-Fenton, and 
Sono-Photo-Fenton. The optimization of key operating 
parameters like pH, oxidant dose, and iron concentration 
against degradation of 2,4,6-TCP was studied. Synthetically 
prepared stock solution of 2,4,6-TCP of strength 100 mg/l 
was prepared using ultrapure Type-I water and was stored 
in dark. The Photo-Fenton’s treatment for 2,4,6-TCP was 
performed by varying the concentration of Fe(II) and 
H2O2 at different pH according to the runs provided by 
Response Surface Methodology (RSM)-based Box–Behnken 
Design. The concentration of 2,4,6-TCP was kept constant 
(100 mg/l) and optimized conditions were noted. TCP degra-
dation was examined using varying concentrations of Fe(II) 
(0.1 mM to 0.5 mM) and the oxidant H2O2 (10.0 mM to 
60.0 mM). The research was carried out in a glass beaker 
with 200 ml of a synthetically prepared stock solution of 
2,4,6-TCP (100 mg/l). The reaction solution was subjected to 
continuous magnetic shaking at 200 rpm under continuous 
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irradiation of UV light (λ-365 nm). The Photo-Fenton treat-
ments were executed in a fabricated UV chamber integrated 
with eight UV tubes (Phillips 36 W each) of wavelength 
365 nm having aerial arrangement, positioned parallel to 
each other (Fig. 1). The combined source intensity of UV 
chamber as calculated by Verma and Haritash (2019) was 
672 W/m2. A distance of 10.0 cm was maintained between 
UV source and sample for effective UV penetration. An ali-
quot of 5.0 ml was extracted using pre-rinsed syringe for 
analysis at regular intervals of 1 min. The above procedure 
was repeated until maximum/complete degradation was 
achieved or the residual concentration of TCP got stabilized. 
All the experiments were performed in triplicates to assure 
the reliability of analysis.

3.1 � Analysis of 2,4,6‑TCP

A double-beam UV–Vis spectrophotometer (Lab India 
manufacture UV 3092 model) was used to determine deg-
radation of TCP. The absorption spectra of 2,4,6-TCP were 
detected in the wavelength range of 190 nm–800 nm and 
the wavelength of maximum absorption (λmax) was observed 
at 293 nm, which was also reported in the studies (Pandit 
et al. 2001; Gaya et al. 2010; Zhu et al. 2021). The calibra-
tion graph for the model pollutant was plotted at regular 
intervals of 10 mg/l in a concentration range from 0.0 mg/l 
to100.0 mg/l. The following equation (Eq. 1) was used to 
calculate the removal efficiency of the processes:

where Ci is the initial concentration of TCP; and Ct is the 
concentration of TCP at time ‘t’.

The residual reaction concentration during the oxidation 
of TCP was also ascertained using the chromatographic 

(1)Efficiency (%) =
[

Ci − Ct

Ci

]

× 100,

analysis. The HPLC system (Shimadzu, LC-20AD) equipped 
with UV/Vis detector (SPD-20A) and C-18 column (Inert-
sil® ODS-3V, 5 µm 4.6 × 250 mm) was used for the analysis. 
A standard curve of model chemical (TCP) was plotted at 10 
mg/l intervals in the concentration range of 0.0–100.0 mg/l 
over the HPLC system. The mobile phase of methanol and 
water (70:30 v/v) was used in binary mode at flow rate of 
1.5 ml/min for separation by HPLC, and the response was 
recorded at 290 nm. Mineralisation of TCP was confirmed 
over TOC Analyser (TOC-L Shimadzu Make, Japan) as well 
to validate the observations over UV–Vis spectrophotometer 
and HPLC. The residual concentration of ferrous ion and 
total dissolved iron was determined using spectrophotometer 
at 510 nm using 1,10-phenanthroline method as mentioned 
in APHA (APHA, Method 3500-Fe 1997). Residual con-
centration of H2O2 in the solution was determined through 
iodimetric titration.

3.2 � Design of experiment and statistical analysis

RSM, a multivariate statistical tool widely used for design-
ing of experiment and optimization of process parameters, 
was used for process optimisation in the present study. RSM 
based on Box–Behnken Design (BBD) using JSM Design 
of Expert ver. 16.2.0 software was used to obtain optimized 
conditions toward degradation of TCP. The BBD is a three-
level fractional design with a central point. Three independ-
ent operating variable factors, (A) pH (1.0–5.0), (B) fer-
rous ion concentration (0.1mM-0.5mM), and (C) oxidant 
dose (10.0mM-60.0mM), led to a total of 15 experiments 
(Table 1). A second-order polynomial equation as shown in 

Fig. 1   Schematic presentation 
of Photo-Fenton setup
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Eq. 2 was used to determine the mathematical relationship 
between independent variables (A, B, C) and response (Y)

To test the adequacy of the model, analysis of variance 
(ANOVA) was calculated with predictability at 95% con-
fidence level. The interactive and individual response of 
independent variables against TCP degradation is illustrated 
using respective surface plots.

4 � Results and discussion

4.1 � Degradation of 2,4,6‑TCP

The effect of different parameters was studied by varying 
the concentration of regulating factors based on the runs 
given by JMP Design of Experiment (version 16.2) soft-
ware. Keeping the TCP concentration constant (100 mg/l), 
the effects of factors like pH, Fe2+, and H2O2 were examined 
in the range of 1.0–5.0, 0.1–0.5 mM, and 10.0–60.0 mM 
respectively (Table 1) for degradation of TCP. Addition 
of oxidant, H2O2 imparted dark brown color to the reac-
tion mixture having iron and TCP and the solution became 
turbid within few seconds. As the reaction proceeded, the 
dark color starts fading changing to light yellow and color-
less at the end indicating completion of the reaction. Under 
optimum doses of pH 3.0 ± 0.2, Fe2+ 0.5 mM, and H2O2 

(2)
Y = �

0
+ �

1
A + �

2
B + �

3
C + �

11
A
2
+ �

22
B
2

+ �
33
C
2
+ �

12
AB + �

13
AC + �

23
BC.

10.0 mM, TCP disappeared to non-detectable levels within 
6 min of the reaction time during the process of Fenton’s 
oxidation.

4.2 � Effect of pH

The pH of solution determines the removal efficiency of 
organic pollutants in the Photo-Fenton system. It is evident 
from literature that Fenton’s process works efficiently under 
acidic condition (pH = 3 optimum) (Verma and Haritash 
2019; Sharma et al. 2016). The present study was carried 
out at pH 1.0, 3.0, and 5.0 in which at pH 3.0, complete 
(100%) degradation of TCP was observed within 6–7 min 
of the reaction time. This is attributed because of the stabil-
ity of Fe2+ and H2O2 which is more at pH 3.0. The results 
are in strong agreement with observation in the studies car-
ried out by Karci et al. (2012) and Kavitha and Palanivelu 
(2016). However, at pH 1.0, only 10%-25% of the removal 
was achieved which took twice the time as taken by the deg-
radation process at pH 3.0. This is due to the formation of 
complex iron species and oxonion (H3O2

+), while H+ ions 
scavenge the hydroxyl radicals (Pipil et al. 2022). The solu-
bility of Fe (II) is low under acidic pH. Moreover, at pH 5.0, 
60%-70% degradation of TCP was observed and the time 
taken for degradation was twofold as compared to degrada-
tion at pH 3.0. Under alkaline condition, the solubility of 
Fe(III)/Fe(II) decreases, and iron precipitates as Fe(OH)3/
Fe(OH)2 sludge, while H2O2 dissociates to form water and 
oxygen. This results in inactivation and inhibition of further 
generation of ·OH radicals (Pipil et al. 2022). Also, the elec-
trostatic force of repulsion between CP and catalyst surface 
(Fe acts as catalyst in Fenton’s process) dominates under 
alkaline conditions reducing the dissociation of CPs (Kantar 
et al. 2019). Furthermore, the dissociation constant (pKa) 
for CPs is in the range from 4.7 for PCP to 9.41 for 4-CP 
and 6.23 for 2,4,6-TCP, suggest the ionization of polychlo-
rophenols to begin at lower pH. Thus, in the present study, 
complete degradation of TCP was observed at optimum pH 
of 3.0.

4.3 � Effect of Fe2+

Fe2+ is a significant factor determining the removal rate of 
the recalcitrant pollutants in the Fenton’s treatment (Pipil 
et al. 2022). In the present study, experiments were per-
formed with iron concentrations of 0.1 mM, 0.3 mM, and 
0.5 mM. It was observed that at iron concentration 0.5 mM 
and acidic conditions (pH = 3.0) and oxidant concentra-
tion 10.0 mM, rapid and complete degradation (100%) of 
TCP took place in 6 min. However, at lower concentration 
0.1 mM and 0.3 mM, the maximum degradation observed 
was 45% (oxidant dose = 60.0  mM) and 75% (oxidant 

Table 1   Box–Behnken design for three independent variables, and 
predicted and observed responses for TCP degradation

Run pH Fe2+ H2O2 Removal efficiency (%)

Observed Predicted

1 3 0.3 35 75 75
2 3 0.1 10 25 25
3 3 0.3 35 75 75
4 5 0.5 35 71 78
5 1 0.1 35 18 11
6 3 0.3 35 75 75
7 5 0.3 60 64 57
8 5 0.1 35 11 10
9 3 0.5 60 55 55
10 3 0.5 10 100 92
11 1 0.3 60 20 19
12 1 0.3 10 24 31
13 3 0.1 60 45 53
14 1 0.5 35 12 13
15 5 0.3 10 54 55



Rendiconti Lincei. Scienze Fisiche e Naturali	

1 3

dose = 35.0 mM), respectively in 6 min. Redox recycling 
process of Fe2+/Fe3+ takes place in the bulk solution generat-
ing reactive oxidative species (Eq. 3), while some ferrous ion 
species are generated through reaction (4) and (5)

Similar results were observed by Kavitha and Palanivelu 
(2004, 2016) with iron concentration of 0.4 mM and 0.8 mM 
toward degradation of phenol and TCP, respectively. The OH 
radicals generated from the reaction between iron and H2O2 
attack the π system of the aromatic phenolic ring accelerat-
ing the oxidation of TCP (Kavitha and Palanivelu 2004). 
The residual concentration of total dissolved iron and ferrous 
ions determined at the end of the experiment reported com-
plete consumption of ferrous ions, whereas total dissolved 
iron concentration measured was 0.03 mM.

4.4 � Effect of H2O2

The effect of H2O2 was studied at concentration of 10.0 mM, 
35.0 mM, and 60.0 mM. Maximum removal efficiency (com-
plete degradation, 100%) of TCP was observed with H2O2 
dose of 10.0 mM (pH = 3.0; Fe2+ = 0.5 mM) within 6 min 
of treatment time. On increasing the H2O2 concentration, 
no significant improvement toward the degradation of TCP 
was observed. At maximum concentration of oxidant, i.e., 
60.0 mM, only 55% degradation of TCP was achieved in 
7–8 min of reaction time. Peroxide acts as electron acceptor 
and inhibits the recombination of electron–hole thus facili-
tates the generation of OH radicals (Eq. 6)

where e−CB refers to the presence of electrons in the conduc-
tion band.

H2O2 when present in excess amount acts as scavenger 
and self-destruction of peroxide occurs (Eq. 7). The hydrop-
eroxyl radicals are produced from reaction between OH radi-
cals and excess peroxide (Eq. 8). The reduction potential 
of these hydroperoxyl radicals (1.0 V) is less than that of 
hydroxyl radicals (2.8 V) thus is the most probable reason 
for decrease in the degradation rate with increase in H2O2 
concentration above the optimized value

(3)Fe2+ + H2O2 + H+
→ Fe3+ + ∙OH + H2O

(4)Fe3+ + H2O2 → Fe2+ + HOO∙ + H+

(5)Fe3+ + HOO∙
→ Fe2+ + O2 + H+.

(6)H2O2 + e−
CB

→ OH∙ + OH−,

(7)2 H2O2 → 2 H2O + O2

The results of the present study are in agreement with 
Karci et al. (2012) where, under the same optimized dose 
of H2O2, the degradation of 2,4-DCP took 8 min for com-
plete degradation. The residual concentration of H2O2 cal-
culated at the end of the experiment was 2.5 mM, indicat-
ing that only 7.5 mM of H2O2 was consumed during the 
complete oxidation of TCP. Literature has also reported that 
H2O2 > 15.0 mM results in reduction in degradation of chlo-
rophenolic compound in parallel with the scavenging effect 
of H2O2 on OH radical (Gan et al. 2018).

4.5 � Optimization of TCP degradation

An interactive relationship between process variables and 
studied response for degradation of TCP was assessed and 
response surface plots were drawn. The pH had a pronounced 
effect in governing the degradation of TCP. It played a deter-
mining role in controlling the dominant iron species, the activ-
ity of oxidant, and its stability. As seen in Fig. 3a and b, with 
increase in pH values, the removal efficiency also improved 
and was maximum between 3.0 and 4.0, whereas at pH 5.0, 
the removal efficiency started decreasing. At higher pH lev-
els, iron precipitates as hydroxide and H2O2 undergoes self-
decomposition (Verma and Haritash 2019). The degradation 
of TCP was enhanced with increase in the dose of iron and was 
maximum at 0.5 mM with pH 3.0 and H2O2 dose of 10.0 mM 
(Fig. 3a). Positive impact of addition of oxidant on degradation 
of TCP can be seen in Fig. 2b. The effect of variables, Fe and 
H2O2 at pH 3.0 revealed that complete degradation of TCP 
took place with iron dose of 0.5 mM and H2O2 concentration 
of 10.0 mM (Fig. 3c).

On the basis of model prediction and interaction of vari-
able parameters, the optimized values for variable factors were 
deduced (Fig. 4). Based on the BBD, the optimized values 
were found to be 3.8 of pH, 0.53 mM of Fe2+, and 10.14 mM 

(8)OH + H2O2 → H2O + HO2.
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Fig. 2   Normal plot of observed degradation (%) of 2,4,6-TCP against 
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of H2O2. The results represent an insight of the effects of 
parameters toward degradation of TCP.

4.6 � Regression model and analysis of variance

Analysis of the observed response (degradation of TCP) as 
given in Table 2 is represented by quadratic regression model 
using Eq. 2 shown below in the coded factors

To determine the goodness of the fit of the above equa-
tion, analysis of variance (ANOVA) of the experimental 
data was done, and the results are summarized in Table 2. 
F-value for the model suggests that it is significant for 
the value 20.18 with corresponding p value of regression 
being 0.002. The correlation coefficient (R2) between 
observed response and predicted response was 0.9732, 

Y = 75 + 15.75A + 17.375B− 2.375C

− 31.375A
2− 15.625B

2− 3.125C
2

+ 16.50AB− 3.5AC + 3.50BC.

Fig. 3   Response surface plot of a Fe2+ and pH, b pH and H2O2, and c Fe2+ and H2O2 as regulating parameters for degradation of 2,4,6-TCP
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whereas the corresponding adjusted R2 value obtained 
was 0.9250. The values of R2 and adjusted R2 ensured 
the quadratic model a good fit with respect to the experi-
mental response. The comparative plots of the observed 
value and predicted value for removal of TCP indicated 
significant agreement between the actual response against 
the response of model (Fig. 2). The significance of each 
independent variable was examined as per the p value (p 
value < 0.05 implies the term significant and vice versa). 
In the midst of test variables, the pH value (A) and Fe(II) 

(B) had significant effect on the degradation of TCP. The 
quadratic effect coefficients of pH value (A2) were highly 
significant, whereas coefficient of quadratic effect of Fe2+ 
(B2), and interaction effect of pH and Fe2+ (AB), as well as 
Fe2+ and H2O2 (BC) were slight significant model terms, 
while the rest other factors were statistically insignificant.

4.7 � Solar light and UV‑assisted Fenton’s treatment

A comparative study using different AOPs like Fenton’s 
process, Solar-Fenton, Sonication, Sonolysis coupled with 
Fenton, and Sono-Photo-Fenton was conducted (Fig. 5). 
The experiments were performed at optimized conditions 
obtained in Photo-Fenton process, i.e., Fe2+ 0.5 mM, pH 3.0, 
and H2O2 10.0 mM. The experiments involving sonication-
integrated processes were conducted at operating frequency 
of 40 kHz. Among all the processes, Solar-Fenton was found 
to be most efficient, resulting in complete degradation of 
TCP within 5 min of the reaction time. Availability of suf-
ficient high-intensity solar light resulted in a faster and 
complete degradation with 98% mineralisation of the model 
pollutant. It could also be reasoned from the fact that the 
average annual sunshine hours of India are 2780 h with land 
area receiving 4–7 kWh/m2 of the solar energy (Solar Energy 
2022). The Solar-Fenton experiments were conducted in 
presence of sunlight on a hot sunny day with temperature 
ranged between 43 °C and 46°C. Early, quick, and complete 
degradation of TCP was observed in presence of solar light 
(Solar-Fenton) in comparison to UV365 Photo-Fenton. In 
case of Photo-Fenton (UV365), complete removal efficiency 
was attained within 6 min of the reaction duration because 
of the direct nucleophilic attack of the OH radicals. These 

Fig. 4   Optimization of regulat-
ing parameters (pH, Fe2+, and 
H2O2) for degradation of 2,4,6-
TCP by Photo-Fenton (UV365) 
treatment

Table 2   Analysis of variance (ANOVA) for percentage degradation 
of 2,4,6-TCP by Photo-Fenton treatment

R-squared = 0.9732; Adj. R-squared = 0.925

Source D.O.F Sum of 
squares

Mean square F-ratio P

Regression 9 10,922.2 1213.58 20.18 0.002
pH 1 1984.5 1780.37 29.6 0.002
Fe 1 2415.1 1071.94 17.82 0.001
H2O2 1 45.1 192.76 3.2 0.426
pH*pH 1 3634.67 3634.67 60.43 0.0006
Fe*Fe 1 901.44 901.44 14.99 0.012
H2O2*H2O2 1 36.1 36.1 0.6 0.476
pH*Fe 1 2194.2 2194.2 12.16 0.008
pH*H2O2 1 1089 1089 18.1 0.408
Fe*H2O2 1 49 49 0.81 0.008
Residual 

error
1 1056.3 1056.25 17.56 0.009

Lack-of-fit 3 300.7 100.25
Pure error 2 00 00 * *
Cor total 14 11,222.9 0.002
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reactive oxidation species attack the phenolic ring at the 
carbon not occupied with chlorine and abstract the π electron 
cloud over benzene ring causing mineralisation. However, 
the process resulted in only 50% mineralisation indicating 
the formation of intermediates. Presence of chlorine atoms at 
ortho and para position results in steric hindrance and lower 
mineralisation (Saritha et al. 2009). The HPLC analysis also 
confirmed the conversion of phenolic compound to inter-
mediates (Fig. 6). When Fenton’s process was used, though 
complete degradation was there, the system took 15 min, 

twice the time taken by Photo-Fenton process. The process 
reported 50% mineralisation, while similar observation has 
also been reported by Saritha et al. (2009). Fenton’s process 
when coupled with sonication resulted in 90% of degrada-
tion attained in 27 min of the reaction time. The slower rate 
of degradation is because both the processes compete for 
H2O2 for generating OH radicals. Sonolysis coupled with 
Photo-Fenton demonstrated complete degradation within 
15 min with higher mineralisation (75%) as compared to 
Photo-Fenton alone. The transmission of ultrasound waves 

Fig. 5   Comparison of Fenton’s 
treatment with ultrasound and 
light (UV and solar) integrated 
Fenton for degradation of 2,4,6-
TCP

0

10

20

30

40

50

60

70

80

90

100

0 2 4 6 8 10 12 14 16 18 20 22 24 26

R
em

o
v

al
 (

%
)

Time (minutes)

Photo-Fenton Fenton Sono-Photo-Fenton Sono-Fenton Solar-Fenton

Fig. 6   The HPLC spectra 
of 2,4,6-TCO (100 mg/L 
untreated), Photo-Fenton 
(UV365) and Solar-Fenton-
treated TCP-containing waste-
water confirming mineralisation

0.0 1.0 2.0 3.0 4.0 5.0 6.0 7.0 8.0 9.0 10.0 11.0 min

0

500

1000

1500

2000

2500

uV

Data3:Solar-Fenton.lcd Detector A:290nm

Data2:Post Photo-Fenton.lcd Detector A:290nm

Data1:Stock 100ppm.lcd Detector A:290nm

Possible 

Intermediates 

of TCP 

Degradation 



Rendiconti Lincei. Scienze Fisiche e Naturali	

1 3

through the aqueous solution generates acoustic cavitation 
with production of highly reactive radicals (Anandan et al. 
2020). The ultrasound irradiation induced cavitation effect 
generates heat, facilitates the proper mixing or mass transfer, 
and promotes the contact between materials and dispersion 
of contaminated layers of chemicals (Othmer and Over-
berger 1983). The physical impact of ultrasound accelerated 
the reaction by proper mixing of reagents and enhancing the 
surface are of the catalyst (Anandan et al. 2020). Thus, the 
synergistic effect of sonication and UV light enhanced the 
degradation and mineralisation of TCP. Table 3 reflects the 
summary of all the processes employed, conditions, and time 
taken toward maximum degradation.

4.8 � Kinetics of TCP degradation

The degradation kinetics for TCP during its degradation by 
Fenton’s process was modeled to pseudo-first order kinet-
ics using Eq. 9

where CO represents the initial concentration of TCP at time 
‘t’ = 0, Ct is the final concentration of TCP at any time, ‘t’, 
and ‘k’ is the reaction rate constant. The pseudo-rate con-
stant for all processes is represented in Table 3. It can be 
observed that the value of rate constant is maximum in case 

(9)ln Ct∕CO = −kt,

of Solar-Fenton indicating higher degradation rate, whereas 
minimum in case of Sono-Fenton indicating slower degrada-
tion. Sunlight and UV-induced Photo-Fenton process pro-
vide photons, stimulating the regenerations of ferrous ions 
for the cyclic production of OH·. The rate of degradation 
followed the order:

5 � Conclusion

The study revealed that Fenton’s process is an effective 
tool for degradation of 2,4,6-TCP in wastewater originat-
ing from pulp & paper and textile industries. Coupling 
Fenton’s process with light (UV365) can significantly 
enhance the rate of TCP degradation. Under optimized 
conditions (Fe2+ 0.5 mM; H2O2 10.0 mM and pH 3.0), 
complete degradation of TCP was attained, however only 
50% mineralisation efficiency was observed. Integration 
of ultrasound with Fenton’s treatment compromises with 
the efficiency of the process, and should be avoided. Since 
solar Fenton could rapidly degrade TCP, it may be treated 
as a sustainable and cost-effective solution to treatment 

Solar - Fenton > Photo
(

UV
365

)

- Fenton

> Sono - Photo - Fenton > Fenton

> Sono - Fenton.

Table 3   Comparison of different processes for maximum time taken for degradation

Processes Conditions Time for complete degrada-
tion (minutes)

Rate constant Mineralisation 
efficiency (%)

Solar-Fenton Fe2+: 0.5 mM
H2O2: 10.0 mM
pH: 3.0

5.0 0.92103 98

Photo-Fenton Fe2+: 0.5 mM
H2O2: 10.0 mM
pH: 3.0
Light Source: UV tubes (365 nm)
Intensity: 672W/m2

6.0 0.76753 50

Sono-Photo-Fenton Fe2+: 0.5 mM
H2O2: 10.0 mM
pH: 3.0
Light Source: UV tubes (365 nm)
Intensity: 672 W/m2

Ultrasound: 40 kHz

12.0 0.38376 75

Fenton Fe2+: 0.5 mM
H2O2: 10.0 mM
pH: 3.0

15.0 0.30701 50

Sono-Fenton Fe2+: 0.5 mM
H2O2: 10.0 mM
pH: 3.0
Ultrasound: 40 kHz

27.0 0.00466 90
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of TCP. Solar-Fenton was observed with nearly complete 
mineralisation of the chlorophenolic compound as com-
pared to Photo-Fenton in similar stipulated time period. 
Solar-Fenton treatment for degradation of TCP represents 
a rapid degradation rate which may be owing to chemical 
oxidation by Fenton’s process as well as photolysis under 
sunlight. The quick degradation results in the treatment of 
larger volumes of high strength wastewater in the stipu-
lated time and ensures mineralisation, thereby removing 
toxicity associated with residual reaction intermediates. 
The study recommends chemical/Fenton’s oxidation of 
secondarily treated wastewater of textile or pharmaceu-
tical effluent to minimize the environmental effects of 
chlorophenols.
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Speech Dereverberation with Frequency Domain
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Abstract—Speech applications in far-field real world settings
often deal with signals that are corrupted by reverberation. The
task of dereverberation constitutes an important step to improve
the audible quality and to reduce the error rates in applications
like automatic speech recognition (ASR). We propose a unified
framework of speech dereverberation for improving the speech
quality and the ASR performance using the approach of envelope-
carrier decomposition provided by an autoregressive (AR) model.
The AR model is applied in the frequency domain of the sub-
band speech signals to separate the envelope and carrier parts.
A novel neural architecture based on dual path long short term
memory (DPLSTM) model is proposed, which jointly enhances
the sub-band envelope and carrier components. The dereverber-
ated envelope-carrier signals are modulated and the sub-band
signals are synthesized to reconstruct the audio signal back.
The DPLSTM model for dereverberation of envelope and carrier
components also allows the joint learning of the network weights
for the down stream ASR task. In the ASR tasks on the REVERB
challenge dataset as well as on the VOiCES dataset, we illustrate
that the joint learning of speech dereverberation network and
the E2E ASR model yields significant performance improvements
over the baseline ASR system trained on log-mel spectrogram as
well as other benchmarks for dereverberation (average relative
improvements of 10-24% over the baseline system). The speech
quality improvements, evaluated using subjective listening tests,
further highlight the improved quality of the reconstructed audio.

Index Terms—Frequency domain auto-regressive modeling,
Dereverberation, end-to-end ASR, Joint modeling.

I. INTRODUCTION

THE wide spread adoption of voice technologies like
meeting assistants, smart speakers, in-car entertainment

systems, and virtual assistants imply that the audio signal at
the input of these system is impacted by reverberation and
noise artifacts [1]. The performance of the downstream appli-
cations like, automatic speech recognition, speaker/language
recognition, emotion recognition or voice activity detection, is
shown to degrade significantly in reverberant conditions [2]–
[6]. The performance deterioration is primarily attributed to the
smearing of the temporal envelopes caused by reverberation
[7]. The temporal smearing is caused by the emplacement
of the direct path signal on reflected signals, resulting in a
weighted summation of delayed components [8].
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One of the approaches to deal with the adverse far-field
conditions is to develop a front-end which performs sig-
nal enhancement. Several techniques for dereverberation like
signal processing based (for example, weighted prediction
error (WPE) [9]), mask estimation based (for example, time-
frequency mask estimation [10]) and multi-channel beamform-
ing based (for example, time-delay estimation [11], general-
ized eigen-value [12], [13]) have been explored to improve the
signal quality. On the other hand, another effective approach
for system development in reverberant conditions is that of
multi-condition training [14]. However, even with these pre-
processing and multi-condition training methods, the beam-
formed signal contains significant amount of temporal smooth-
ing which adversely impacts the ASR performance [15].

In the traditional setting, the first step in the analysis of a
signal is the short-term Fourier transform (STFT). The key
assumptions about the convolution model of reverberation
artifacts, is applicable for a long-analysis window in the time
domain, or using convolutional transfer function with cross-
band filters in the STFT domain [16], [17]. In our case, we
use the former approach of long analysis window and explore
dereverberation in the sub-band envelope domain. As the
reverberation is a long-term convolution effect, we highlight
that room impulse response (typically with a T60 > 400ms)
can be absorbed as a multiplication in the frequency domain,
as well as a convolution in the sub-band envelope domain.

In this paper, we investigate the effect of reverberation on
the long-term sub-band signals of speech using an envelope-
carrier decomposition. The extraction of the sub-band envelope
is achieved using the autoregressive (AR) modeling approach
in the spectral domain, termed as frequency domain linear
prediction (FDLP). Our previous work showed that a feature
level enhancement with the FDLP envelope improves speech
recognition performance [18], [19]. However, the prior works
did not allow the reconstruction of the audio signal for quality
improvement. Further, the enhancement of the carrier signal
was not addressed in the previous work due to the challenges
in the handling the impulsive nature of the carrier signal.

In this paper, we propose a novel approach to the joint
dereverberation of the envelope and carrier signals using a
neural modeling framework. While using the sub-band sig-
nals directly, the sample level de-convolution with a suitable
loss function can be a difficult design choice to learn using
neural models. Hence, we propose using an envelope-carrier
decomposition of the sub-band signals. Our rationale for the
envelope-carrier decomposition based setup is the fact the
envelope information is alone used in the ASR experiments.
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Thus, the ASR loss has to impact only the envelope dere-
verberation branch. However, the carrier and the envelope
components are part of the signal reconstruction branch.

We develop a dual path long short term memory (DPLSTM)
architecture for the dereverberation of the temporal envelope
and carrier signals. In our case, the goal of the neural model
is to perform a dereverberation of the envelope and the carrier
components of the sub-band signal. These signals have a time
profile, with varying dynamic range and properties. Further,
merging all the sub-band signals in the decomposition also
brings in a frequency profile. Thus, the design choice of the
neural model, for enhancing the sub-band envelope-carrier
signals, has to learn the sequence level patterns in both the
time and frequency domains. The DPLSTM [20] is a suitable
choice, as the model is able to integrate information effectively
in both the time and frequency domains.

Following the dereverberation step, the sub-band modu-
lation and synthesis step generates the reconstructed audio
signal. The neural enhancement and sub-band synthesis can
also be implemented as a part of the larger neural pipeline for
downstream tasks like ASR, thereby enabling the joint learning
of the ASR and dereverberation model parameters. We refer
to the proposed approach as Dual path dereverberation using
Frequency domain Auto-Regressive modeling (DFAR) and the
joint end-to-end model as E2E-DFAR.

Various ASR experiments are performed on the REVERB
challenge dataset [21] as well as the VOiCES dataset [22],
[23]. The key contributions from this work, over the prior
work [18], can be summarized as follows,

• Proposing an analysis for dereverberation with a sub-band
decomposition and envelope-carrier demodulation.

• Proposing a dual-path long short time memory model
named, DPLSTM for the dereverberation of sub-band
envelope and carrier signals. This approach is termed as
DFAR.

• Developing a joint learning scheme, where the ASR
model and the DFAR model are optimized in a single
end-to-end framework. This model is referred to as the
E2E-DFAR.

• Evaluating the proposed approaches on speech quality
improvement tasks as well as on ASR tasks on two
benchmark datasets - REVERB challenge dataset and the
VOiCES dataset.

II. RELATED PRIOR WORK

A. Enhancement and dereverberation

For speech enhancement, Xu et. al. [24] devised a mapping
from noisy speech to clean speech using a supervised neural
network. In a similar manner, ideal ratio mask based neural
mappings [25] have been explored for speech separation tasks.
On the dereverberation front, Zhao et. al. proposed an LSTM
model for late reflection prediction in the spectrogram domain
[26]. Han et. al [27] developed a spectral mapping approach
using the log-magnitude inputs and Williamson et. al [10]
proposed a mask-based approach for dereverberation on the
complex short-term Fourier transform. In a different line of

work, speech enhancement in the time domain was pursued
by Pandey et. al [28].

The application of speech dereverberation as a pre-
processing step for downstream applications like ASR have
been explored in several works (for example, [29]–[31]). The
recent years have seen the use of recurrent neural network
architectures for dereverberation. For example, Maas et. al
[32], utilized a recurrent neural network (RNN) to establish
mapping between noise-corrupted input features and their
corresponding clean targets. Also, the use of a context-aware
recurrent neural network-based convolutional encoder-decoder
architecture was investigated by Santos et. al. [33].

B. Robust multi-channel ASR

In the design of robust ASR, Generalized sidelobe canceller
(GSC) [34], [35] is a common approach. It was introduced
by Li et. al in [36], where the authors proposed a neural
network-based generalized side-lobe canceller. To combine
spectral and spatial information from multiple channels using
attention layers, an end-to-end multi-channel transformer was
investigated in [37]. In another attention modelling approach,
the streaming ASR model based on monotonic chunk-wise
attention was proposed by Kim et. al in [38]. Ganapathy et.
al. [4] proposed a 3-D CNN model for far-field ASR.

C. Joint modeling of enhancement and ASR

The attempt proposed by Wang et. al. [39] incorporates a
DNN based speech separation model coupled with a DNN
based acoustic model. The work reported by Wu et. al. [40] ex-
plored a unification of separately trained speech enhancement
neural model and the acoustic model, where the joint model is
fine-tuned to improve the ASR performance. Here, the DNN
based dereverberation front end leverages the knowledge about
reverberation time. While traditional GSC is optimized for
signal level criteria, the neural network-based GSC, proposed
by Li et. al [36], was optimized for ASR cost function.

III. PROPOSED DFAR APPROACH

A. Quadrature Mirror Filter (QMF)

For the sub-band decomposition, we had the following
design considerations

• The decomposition approach should allow the long-term
artifacts of reverberation to be captured in the sub-band
domain as a convolution,

• The analysis method should allow a perfect reconstruc-
tion back to the audio using the synthesis part, and

• The sub-band components should be critically sampled
for efficient computation of the dereverberated compo-
nents in a deep neural model.

The quadrature mirror filter (QMF) met all the above require-
ments and hence, this work has used the QMF analysis and
synthesis for speech dereverberation task.

A quadrature mirror filter (QMF) is a filter whose magnitude
response is a mirror reflection at quadrature frequency (π2 )
of another filter [41]. In signal processing, the QMF filter-
pairs are used for the design of perfect reconstruction filter
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Fig. 1. Illustration of a 4-channel uniform QMF decomposition using a 2-stage binary QMF tree. In our work, we use 64-channel decomposition, using a
6-way binary tree.

banks. Let H0(e
jΩ) and H1(e

jΩ) denote low-pass and high-
pass filter’s frequency domain function, where Ω is the digital
frequency. In addition to the quadrature property (H1(e

jΩ) =
H0(e

j(Ω−π))), the filters used in QMF filter-banks also satisfy
the complimentary property,

|H0(e
jΩ)|2 + |H1(e

jΩ)|2 = 1. (1)

The design of sub-band decomposition scheme with QMF
involves a series of filtering and down-sampling operations
for the analysis [42]. The synthesis is achieved by up-sampling
and filtering operations. A tree-like structure can be formed us-
ing a recursive decomposition operation. The down-sampling
process enables a critical rate of processing, where the sum of
the number of samples in each sub-band equals the number
of the samples in the full-band signal.

In this work, we use an uniform 64-band Quadrature Mirror
Filter bank (QMF) for decomposing the input signal into
64 uniformly spaced frequency bands. Inspired by the audio
decomposition scheme outlined in Motlicek et. al. [43], we use
a 6-level binary tree structure. The schematic of the sub-band
decomposition is shown in Fig. 1. For the implementation in a
neural pipeline, the down-sampling operation is equivalent to
a stride, while the up-sampling operation is that of un-pooling.

B. Autoregressive modeling of temporal envelopes

The application of linear prediction model in the frequency
domain, an approach called frequency domain linear prediction
(FDLP), enables the modeling of the temporal envelopes of
a signal with an autoregressive (AR) model [8], [44]. The
sub-band signal is transformed to the spectral domain using a
discrete cosine transform (DCT) [8], where a linear prediction
model is applied.

Let the sub-band signal be denoted as xq[n], where q =
1, .., Q denotes the sub-band index. The analytic signal, in
signal processing theory, is a complex valued function, whose
real value is the original signal while the imaginary value is the
Hilbert transform of the signal. It finds application in single
side-band amplitude modulation and quadrature filtering. Let
the analytic version of sub-band signal, xq[n] be denoted as,
xa
q [n]. The corresponding analytic signal in the frequency

domain, Xa
q [k] can be shown to be the one-sided discrete

Fourier transform (DFT) [8] of the even symmetric version
of xq[n].

We apply linear prediction (LP) on the frequency domain
signal, Xa

q [k]. The corresponding LP coefficients are denoted

by {bp}mp=0, where m is the order of the LP. The temporal
envelope estimate of xa

q [n], is given by,

eq[n] =
α

|
∑m

p=0 bpe
−2πipn|2

(2)

where α denotes the LP gain. The envelope represents the
autoregressive model of the Hilbert envelope. In this paper,
we use the Burg method [45] for estimating the AR envelope.

The corresponding carrier (remaining residual signal), cq[n]
is found as,

cq[n] =
xq[n]√
eq[n]

(3)

The division operation in the expression above is well defined
as the envelope given in Eq. (2) is always positive. Further,
the modeling of the temporal envelopes using the AR model
ensures that the peaks of the sub-band signal in the time-
domain are well represented [46], [47].

C. Effect of reverberation on envelope and carrier signals

The effect of reverberation on the time-domain speech
signal can be expressed in the form of a convolution operation,

y[n] = x[n] ∗ r[n], (4)

where x[n] denotes the clean speech signal, r[n] is the impulse
response of the room and y[n], is the reverberant speech signal.
The room response function can be further split into two parts,
r[n] = re[n] + rl[n], where re[n] and rl[n] are the early and
late reflection components, respectively.

Let xq[n], rq[n] and yq[n] denote the sub-band versions of
the clean speech, room-response function and the reverberant
speech signal respectively. Assuming an ideal band-pass fil-
tering, it can be shown that the analytic signal, xa

q [n], is given
by [8], [48],

yaq [n] =
1

2
[xa

q [n] ∗ raq [n]], (5)

For band-pass filters with narrow band-width, the envelopes
of the reverberant speech can be approximated as [18],

eyq[n] ≃
1

2
exq[n] ∗ erq[n], (6)

where eyq[n], exq[n], erq[n] denote the sub-band envelopes
of reverberant speech, clean speech and room response re-
spectively. Prior efforts in envelope normalization focus on
suppressing the linear effects of reverberation by setting the
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Reverberant    speech AR estimation of sub-band envelopeand carrier64 – band uniformQMF analysis 
64 – band uniformQMF analysis 36 – band log-Mel filter bankfeature extraction E2E ASR system Transcription

Carrier

Envelope
LOG   concat DPLSTM neural model +

+

  concat 
64 – band uniformQMF synthesis Enhanced

   speech

Enhancement module

Fig. 2. Block schematic of speech dereverberation model, the feature extraction module and the E2E ASR model. The red arrows denote the envelopes, e[n],
and the green arrows represent the carrier, c[n]. The entire model can be constructed as an end-to-end neural framework.

gain of the reconstructed envelopes to unity [49]. However,
in this work, we develop neural models that can remove the
non-linear effects of reverberation. The reverberant sub-band
envelope can also be viewed an additive model [18], [50].

eyq[n] = eyqe[n] + eyql[n], (7)

where, eyqe[n] is the early reflection component (which in-
cludes the direct path and the early reflections), while eyql[n]
is the late reflection part of the sub-band envelope eyq[n].

The key assumptions about the reverberation model of
Eq. (4-6), is a long-analysis window in the time domain.
As the reverberation is a long-term convolution effect, we
highlight that the room impulse response (typically with a
T60 > 400ms) can be absorbed as a multiplication in the
frequency domain, as well as a convolution in the sub-band
envelope domain, only in the case of a long analysis window.
The widely used short-time Fourier transform (STFT) does
not capture the room impulse response function directly, and
hence does not allow a convolutive modeling of the artifacts.
Further, the phase effects in STFT domain are somewhat
cumbersome to model. The above mentioned issues of STFT
are also verified experimentally in Sec. V.

Envelope enhancement: A neural model can be used to
learn late reflection component exql[n] from the sub-band tem-
poral envelope exq[n]. The predicted late reflection component
can be subtracted from the sub-band envelope to suppress the
artifacts of reverberation.

We pose the problem in the log domain to reduce the
dynamic range of the envelope magnitude. The neural model
is trained with reverberant sub-band envelopes (log (exq[n]))
as input. The model outputs the gain (in the log domain, i.e.,
log

esq [n]
exq[n]

). This gain is added in the log-domain to generate
dereverberated signal envelope (log (êsq[n]).

Envelope-carrier dereverberation model: In a similar
manner, the non-linear mapping between the reverberant car-
rier, cxq[n] and clean carrier, cxq[n], can be learned using a
neural network. A neural model is trained with reverberant
sub-band carrier (cxq[n]) as input and model outputs the
residual (an estimate of the late reflection component, cxql[n]),
which when added with the reverberant carrier generates the
estimate of source signal carrier (ĉsq[n]). Instead of indepen-
dent operations of dereverberation of the envelope and the
carrier, we propose to learn the mapping between clean and

reverberant versions of both the envelope and the carrier in
a joint model. The input to the neural model is the sub-band
reverberant envelope spliced with the corresponding carrier
signal. The network is trained to output the late reflection com-
ponents of both the envelope and carrier. With this approach,
the model also learns the non-linear relationships between the
envelope and carrier signals for the dereverberation task. From
the model output, the estimate of the clean sub-band signal
ŝq[n] is generated. In our implementation, the audio signal is
divided into non overlapping segments of 1 sec. length and
passed through the envelope-carrier dereverberation model.
The model is outlined in Fig. 2.

D. DFAR model architecture using DPLSTM

We propose the dual path long short term model (DPLSTM)
for the dereverberation of the envelope-carrier components of
the sub-band signal. Our proposed model is inspired by dual
path RNN proposed by Luo et. al [20]. The block schematic
of the DPLSTM model architecture is shown in Fig. 3. For
1 sec. of audio sampled at 16 kHz, the envelope (Ey) and
carrier (Cy) components of the critically sampled sub-band
signals (64 channel QMF decomposition) are of length 250.
The envelope/carrier signals of all the sub-bands, for the
reverberant signal (Y ), is of size 64 × 250. The combined
envelope-carrier input is therefore of size 128 × 250, which
forms the input to the DPLSTM model. The DPLSTM model
outputs are also of the same size of the input, and the model
is trained using the mean squared error (MSE) loss.

The proposed DPLSTM has two paths, one LSTM path
models the recurrence along the time dimension, while the
other models the recurrence along the frequency dimension.
We use two separate 3-layer LSTM architectures for these
paths. The output dimensions are kept the same as the input
dimension for each of these paths. The frequency recurrence
LSTM output is transposed and these are concatenated in
the frequency dimension. This combined output is fed to a
multi layer bi-directional LSTM, which performs recurrence
over time. The final output is split into sub-band specific
envelope and carrier components. The modulation of the
envelope with the respective carrier components generates the
sub-band signals, which are passed through the QMF synthesis
to generate the full-band dereverberated signal.
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Fig. 3. The dual path LSTM model architecture for envelope-carrier dereverberation. The top LSTM path models the recurrence along the time dimension
while the one on the bottom models the recurrence along the frequency dimension.

E. Joint learning of dereverberation model for ASR

The joint learning of the envelope-carrier dereverberation
module with the E2E ASR architecture is achieved by com-
bining the two separate models to train a single joint neural
model. This is shown in Fig. 2. We initialize the modules
with weights obtained from the independent training of each
component. Specifically, the envelope-carrier dereverberation
model is trained using MSE loss, which is followed by a
sub-band synthesis (right side half of Fig. 1). The QMF
synthesis is implemented using a 1-D CNN layer to gener-
ate the dereverberated speech signal. Further, the E2E ASR
architecture is separately trained on the log-mel filter bank
features, obtained from the dereverberated speech. The mel-
filter bank feature generation can also implemented using a
neural framework. Thus, the final model, composed of neural
components from the envelope-carrier dereverberation, sub-
band synthesis, feature extraction and ASR, can now be jointly
optimized using the E2E ASR loss function. This model is
refered to as E2E-DFAR model1. The trainable components
are the DPLSTM model and the ASR model parameters, while
the sub-band synthesis and feature extraction parameters are
not learnable.

IV. EXPERIMENTAL SETUP

A. Datasets

1) REVERB Challenge ASR: The audio samples in RE-
VERB challenge dataset [51] are 8 channel recordings with
both real and simulated reverberant conditions. The real sam-
ples are utterances from MC-WSJ-AV corpus [52], spoken
by human speakers in a noisy reverberant room. The simu-
lated samples of the dataset are generated by convolving six
different room impulse responses with the clean WSJCAM0
recordings followed by the addition of noise at the signal-
to-noise ratio (SNR) of 20 dB. The training data consists
of 7861 ( ∼ 17.5 hours) utterances which are obtained by
convolving WSJCAM0 train data with 24 measured RIRs. The
reverberation time of the measured impulse responses range
from 0.2 to 0.8 sec. The training, development and evaluation

1The implementation of the work can be found in https://github.com/
anurenjan/DFAR

data sets consist of 92, 15 and 38 speakers respectively. The
development data consists of 1663 (3.3 hours) utterances and
the evaluation data consists of 2548 (5.4 hours) utterances.

2) VOiCES Dataset: The VOiCES training set is a subset
(80 hours) of the LibriSpeech dataset. This set has utter-
ances from 427 speakers recorded in clean environments with
close-talking microphones. The development and evaluation
sets are far-field microphone recordings from diverse room
dimensions, environments and noise conditions containing 19
and 20 hours of speech, respectively. The three sets namely
training, development and evaluation, do not have any overlap
in terms of the speakers. The robustness of the developed
models is challenged by the mismatch that exists between the
training and development/evaluation sets. We artificially added
reverberation and noise on the 80 hours training set, which
served as the training set for all the E2E ASR experiments on
the VOiCES dataset. The development set contains 20 hours of
distant recordings from the 200 speakers. The evaluation data
of 19 hours consists of recordings 100 speakers. The training
set has 22741 utterances, development set has 4318 utterances
and evaluation set has 4600 utterances.

B. E2E ASR baseline system

For all the ASR experiments, we use the weighted prediction
error based pre-processing [9] and unsupervised generalized
eigenvalue (GEV) beamforming [13]. The baseline features
are 36-dimensional log-mel filter bank features with frequency
range from 200 Hz to 6500 Hz. The ESPnet toolkit [57] is used
to perform all the end-to-end ASR experiments, with a Pytorch
backend [58]. The model architecture uses 12 conformer
encoder layers with 2048 units in the projection layer. The 6-
layer transformer architecture with 2048 units in the projection
layer serves as the decoder. Both connectionist temporal cost
(CTC) loss and attention based cross entropy (CE) loss are
used in the training, with CTC-weight set at 0.3 [59]. A single
layer of 1000 LSTM cell recurrent neural network is used for
language modeling (RNN-LM). For training the model, we use
stochastic gradient descent (SGD) optimizer with a batch size
of 32. For language model training, data is augmented from
Wall Street Journal (WSJ) corpus.

https://github.com/anurenjan/DFAR
https://github.com/anurenjan/DFAR


JOURNAL OF LATEX CLASS FILES, VOL. XX, NO. XX, JANUARY 2023 6

TABLE I
WER (%) ON THE REVERB DATASET FOR ENVELOPE/CARRIER, ENVELOPE-CARRIER DEREVERBERATION (DFAR) AND THE JOINT E2E-DFAR MODEL.

THE RELATIVE IMPROVEMENTS (%) PERTAIN TO THE COMPARISON OF THE VARIOUS CONFIGURATIONS W.R.T. THE BF-FBANK BASELINE SYSTEM.

Model
Config.

Dev Eval

Real Sim. Avg. [Rel. Imp.] Real Sim Avg. [Rel. Imp.]

BF-FBANK (baseline) 12.8 8.7 10.8 [- - -] 11.9 7.9 9.9 [- - -]

DCCRN [53] + BF-FBANK 17.4 10.4 13.9 [-28.7] 15.3 8.8 12.1 [-22.2]
Fullsubnet + BF-FBANK [54] 11.8 7.9 9.9 [+8.3] 10.5 7.4 9.0 [+9.1]
Deep non-linear filter [55] + BF-FBANK 12.4 8.1 10.3 [+4.6] 10.5 7.2 8.9 [+10.1]
Reverb. time shortening [56]+ BF-FBANK 11.5 7.6 9.6 [+11.1] 10.1 7.6 8.9 [+10.1]

STFT Deverb. + BF-FBANK 12.0 7.8 9.9 [+8.3] 10.8 7.3 9.1 [+8.1]
Sub-band sig. Dereverb. + BF-FBANK 13.3 9.8 11.6 [-7.4] 12.8 8.6 10.7 [-8.1]

FDLP Env. Derevb. + BF-FBANK 12.7 8.5 10.6 [+1.9] 10.1 7.8 9.0 [+9.1]
FDLP Carr. Dereverb. + BF-FBANK 11.2 8.3 9.8 [+9.3] 10.8 7.6 9.2 [+7.1]
DFAR + BF-FBANK 10.6 7.6 9.1 [+15.7] 9.1 6.9 8.0 [+19.2]

E2E-DFAR 9.4 6.4 7.9 [+26.9] 7.3 5.7 6.5 [+34.3]

C. Performance metrics

1) ASR performance metrics:
• WER/CER (Word/Character Error Rate): The

word/character error rate is given by the ratio of
number of word/character insertions, deletions and
substitutions in the system output to the total number of
words/characters in the reference.

2) Speech quality metrics:
• SRMR: Speech to reverberation modulation ratio

(SRMR) is a non intrusive measure. Here, a represen-
tation is obtained using an auditory-inspired filter bank
analysis of critical band temporal envelopes of the signal.
The modulation spectral information is used to get an
adaptive measure termed as speech to reverberation mod-
ulation energy ratio [60], [61]. A higher value indicates
an improved quality of the given speech signal.

• MOS (Mean Opinion Score): To evaluate the perfor-
mance of dereverberation algorithms, subjective quality
and intelligibility measurement methods are needed. The
most widely used subjective method is the ITU-T stan-
dard [62], where a panel of listeners are asked to rate the
quality/intelligibility of the audio.

V. EXPERIMENTS AND RESULTS

The baseline features are the beamformed log-mel filter-
bank energy features (denoted as BF-FBANK).

A. REVERB Challenge ASR

The word error rates (WER) for the dereverberation experi-
ments are shown in Table I. Note that, all the experiments use
the same input features (log-mel filter bank features) along
with the same E2E ASR architecture (conformer encoder and
transformer decoder). The only difference between the various
rows, reported in Table I, is the dereverberation pre-processing
applied on the raw audio waveform. All the dereverberation ex-
periments use the DPLSTM architecture described in Sec. III.

TABLE II
COMPARISON OF THE RESULTS WITH OTHER WORKS REPORTED ON THE

REVERB CHALLENGE DATASET.

System Eval-sim. Eval-real Avg.

Subramanian et. al. [63] 6.6 10.6 8.6
Heymann et. al. [64] - 10.8 -
Fujita et. al. [65] 4.9 9.8 7.4
Purushothaman et. al. [18] 7.1 12.1 9.6
Zhang et. al. [66] - 10.0 -

This work 5.7 7.3 6.5

TABLE III
WER (%) IN REVERB DATASET FOR DIFFERENT ARCHITECTURES FOR

THE DEREVERBERATION MODEL.

Model
Config.

Dev Eval

Real Sim Avg Real Sim Avg

Baseline 12.8 8.7 10.8 11.9 7.9 9.9
CLSTM 14.5 9.7 12.1 12.4 9.1 10.8
4-layer LSTM 12.5 8.0 10.3 10.1 7.1 8.9
DPLSTM 10.6 7.6 9.1 9.1 6.9 8.0

1) Various dereverberation configurations: In Table I, the
first row is the baseline result with the beamformed audio (un-
supervised GEV beamforming [13] and weighted prediction
error (WPE) processing [9].

The next set of rows compare several prior works.

• Fullsubnet - A full-band and sub-band fusion model for
speech enhancement [54].

• DCCRN - Deep complex convolution recurrent neural
network model for speech enhancement [53].

• Deep non-linear filter for multi-channel audio [55]
• Reverberation time shortening [56]

The prior works are trained on the same data settings as used
in the DFAR framework. All the prior works, except DCCRN
(which is not designed for ASR), improve the baseline system
in range of 8-11% in terms of relative WER. However, the
proposed DFAR/E2E-DFAR approach is observed to provide
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TABLE IV
WER (%) IN REVERB DATASET FOR HYPER PARAMETER λ, IN

MSE loss = λ× env. loss+ (1− λ)× carr. loss.

Parameter
λ

Dev Eval

Real Simu Avg Real Simu Avg

0 12 8.2 10.1 10.4 7.5 9.0
0.2 11.9 8.6 10.3 10.7 7.7 9.2
0.4 11.6 8.2 9.9 10.1 7.2 8.7
0.5 11.3 7.2 9.3 9.7 6.5 8.1
0.6 10.6 7.6 9.1 9.1 6.9 8.0
0.8 13.1 8.7 10.9 10.9 7.9 9.4
1 13.5 8.0 10.8 10.4 6.9 8.7

the best WER, with relative improvement in WER of 19/34%
on the evaluation data.

In Table I, we have also performed two ASR experiments - i)
using STFT inputs (log magnitude), and ii) using the sub-band
signal directly without the envelope-carrier decomposition.
Both these experiments, use the DPLSTM dereverberation
model proposed in this work. As seen in Table I, the dere-
verberation on the STFT magnitude component improves
the ASR systems significantly over the baseline, while the
dereverberation on the sub-band signal directly is not effective.
However, the STFT approach is also seen to be inferior to the
DFAR approach where the envelope-carrier dereverberation is
performed.

The fourth set of rows corresponds to the WER results
with envelope/carrier based dereverberation alone. The relative
improvements of 2 − 9% are seen here compared to the
baseline BF-FBANK. Separately, with dereverberation based
on the carrier signal alone, a similar improvement is achieved.
Further, the dereverberation of the temporal envelope and
carrier components in a combined fashion using the DPLSTM
model improves the ASR results over the separate dereverber-
ation of envelope/carrier components. Here, average relative
improvements of 16% and 19% are seen in the development set
and evaluation set respectively, over the BF-FBANK baseline
system for the DFAR approach.

The final row in Table I reports the results using the joint
learning of the dereverberation network and the E2E ASR
model. The E2E-DFAR is initialized using the dereverberation
model and the E2E model trained separately. The proposed
E2E-DFAR model yields average relative improvements of
27% and 34% on the development set and evaluation set
respectively over the baseline system. The joint training is also
shown to improve over the set up of having separate networks
for dereverberation and E2E ASR. While the DFAR model is
trained only on simulated reverberation conditions, the WER
improvement in real condition is seen to be more pronounced
than those observed in the simulated data. This indicates
that the model can generalize well to unseen reverberation
conditions in the real-world.

2) Comparison with prior works: The comparison of the
results from prior works reported on the REVERB challenge
dataset is given in Table II. The Table includes results from
end-to-end ASR systems [63], [65], [66] as well as the joint
enhancement and ASR modeling work reported in [64]. We

TABLE V
PERFORMANCE (WER %) ON THE VOICES DATASET.

Model Config. Dev Eval

FBANK (baseline) 40.3 50.8
+ Env. derevb. 38.4 48.6
+ Env.-carr. derevb. (DFAR) 37.1 45.4
+ E2E-DFAR 36.4 44.7

also compare with our prior work reported in [18]. Specifically,
many of the prior works compared in Table II are based on
STFT based enhancement. The work reported in Subramanian
et. al. [63], used a neural beamforming approach in the STFT
domain, while the efforts described in Heymann et. al. [64],
used a long-short term memory network for mask estimation
in power spectral domain (PSD). The dynamic convolution
method proposed in Fujita et. al. [65] used deconvolution of
log-mel spectrogram features. Similar to the proposed work,
all these efforts have also used the E2E ASR model training.
As seen in Table II, the proposed work improves over these
prior works considered here, further highlighting the benefits
of the dereverberation in the sub-band time domain using long-
term envelope-carrier based DPLSTM models.

3) Dereverberation model architecture: The ASR experi-
ments on the REVERB challenge dataset, pertaining to the
choice of different model architectures used in the dereverber-
ation model, are listed in Table III. We have experimented
with convolutional LSTM (CLSTM) [50] and time-domain
LSTM (4-layer LSTM) architecture [67] in addition to the
DPLSTM approach. As seen here, the Dual-path recurrence
based DPLSTM gives the best word error rate in compar-
ison with the other LSTM neural architectures considered.
This may be attributed to the joint time-frequency recurrence
performed to the other approaches which perform only time
domain recurrence.

4) Dereverberation loss function: The MSE loss function
used in the DPLSTM model training consists of a combination
of loss values from the envelope and the carrier components.
We experimented with the hyper parameter, λ, which controls
the proportion of envelope based loss and carrier based loss
in the total loss (Total loss = λ × env. loss + (1 − λ) ×
carr. loss). The ASR results for the various choices of the hy-
per parameter λ are shown in Table IV. Empirically, the value
of λ = 0.6 gives the best WER on the REVERB challenge
dataset. Further, the choice of λ = 1 or λ = 0, corresponding
to envelope/carrier only dereverberation, are inferior to other
choices of λ, indicating that the joint dereverberation of the
envelope and carrier components is beneficial.

B. VOiCES ASR

The ASR setup used in the VOiCES dataset followed
the ESPnet recipe with the conformer encoder and a trans-
former decoder. The rest of the model parameters and hyper-
parameters are kept similar to the ones in the REVERB
challenge dataset. The WER results on the VOiCES dataset
are given in Table V. The dereverberation of the envelope
alone provides an absolute improvement of 1.9% and 2.2% on
the development and evaluation data respectively, compared
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TABLE VI
SRMR VALUES ON THE REVERB DATASET FOR VARIOUS SIGNAL ENHANCEMENT STRATEGIES.

Signal SRMR

Dev. (Real) Dev. (Sim.) Eval. (Real) Eval. (Sim.) REVB. (Train)

Unsupervised GEV beamforming [13] 5.18 4.1 4.58 4.67 4.23
+ WPE [9] 5.35 4.2 4.61 4.75 4.48

+ DCCRN [53] 5.43 4.37 4.63 4.94 4.67
+ Fullsubnet [54] 5.36 4.32 4.64 4.97 4.63
+ Deep Non-Linear Filters [55] 5.51 4.22 4.64 5.02 4.61
+ Reverberation Time Shortening Target [56] 5.49 4.57 4.62 5.2 4.58
+ STFT Mag. + DPLSTM 5.44 4.33 4.64 4.94 4.6
+ Sub-band signal + DPLSTM 5.45 4.28 4.61 4.87 4.63
+ env. derevb. (this work) 4.62 3.83 4.12 4.25 4.11
+ crr. derevb. (this work) 5.52 4.46 4.69 5.27 4.77
+ env. & crr. derevb. [DFAR] (this work) 5.52 4.47 4.69 5.27 4.77

TABLE VII
MOS VALUES IN REVERB DATASET FOR ENVELOPE AND CARRIER BASED ENHANCEMENTS.

ET Real - near ET Real - far ET Simu - near ET Simu - far

Baseline - GEV [13] + WPE [9] 3.78 3.65 3.74 4.12
+ env.-carr. derevb. [DFAR] (this work) 3.98 3.67 4.01 4.40

to the FBANK baseline system. The dereverberation based
on envelope-carrier modeling further improves the results.
An absolute improvement of 3.3%/5.4% on the develop-
ment/evaluation data is achieved, compared to the FBANK
baseline. Further, the joint training on envelope-carrier dere-
verberation network with the ASR model improves the WER
results. We observe relative improvements of 10% and 12%
on the development and evaluation data respectively .

C. Speech quality evaluation

A comparison of the SRMR values for different dereverber-
ation approaches is reported in Table VI. Here, we compare the
baseline unsupervised GEV beamforming [13] and weighted
prediction error (WPE) [9] with various strategies for beam-
forming. The deep complex convolutional recurrent network
(DCCRN) based speech enhancement [53] is also implemented
on the REVERB dataset, and these results are reported in
Table VI. While the envelope based dereverberation did not
improve the SRMR values, the carrier based dereverberation
is shown to improve the SRMR results. Further, the DFAR
model also achieves similar improvements in SRMR for all
the conditions over the baseline approach (GEV+WPE) and
the DCCRN approach.

We conducted a subjective evaluation to further assess the
performance of the dereverberation method. The subjects were
asked to rate the quality of the audio on a scale of 1 to 5, 1
being poor and 5 being excellent. The subjects listened to the
audio in a relatively quiet room with a high quality Sennheiser
headset. We perform the A-B listening test, where the two
versions of the same audio file were played, the first one
with GEV + WPE dereverberation and the second one with
the proposed dereverberation approach. We chose 20 audio
samples, from four different conditions (real and simulated
data and from near and far rooms) for this evaluation and
recruited 20 subjects.

The subjective results are shown in Table VII. As seen, the
proposed speech dereverberation scheme shows improvement
in subjective MOS scores for all the conditions considered.
The subjective results validate the signal quality improvements
observed in the SRMR values (Table VI).

VI. CONCLUSION

In this paper, we propose a speech dereverberation model
using frequency domain linear prediction based sub-band
envelope-carrier decomposition. The sub-band envelope and
carrier components are processed through a dereverberation
network. A novel neural architecture, based on dual path
recurrence, is proposed for dereverberation. Using the joint
learning of the neural speech dereverberation module and
the E2E ASR model, we perform several speech recognition
experiments on the REVERB challenge dataset as well as on
the VOiCES dataset. These results show that the proposed
approach improves over the state of art E2E ASR systems
based on mel filterbank features.

The dereverberation approach proposed in this paper also
reconstructs the audio signal, which makes it useful for audio
quality improvement applications as well as other speech
processing systems in addition to the ASR system. We have
further evaluated the reconstruction quality subjectively and
objectively on the REVERB challenge dataset. The quality
measurements show that the proposed speech dereverberation
method improves speech quality over the baseline framework
of weighted prediction error. The ablation studies on various
architecture choices provides justification for the choice of
the DPLSTM network architecture. Given that the proposed
model allows the reconstruction of the audio signal, it can be
used in conjunction with self-supervised neural approaches for
representation learning of speech as well. This will form part
of our future investigation.
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Abstract

Micro/nanobots are integrated devices developed from engineered nanomaterials that have evolved significantly over the past 
decades. They can potentially be pre-programmed to operate robustly at numerous hard-to-reach organ/tissues/cellular sites for 
multiple bioengineering applications such as early disease diagnosis, precision surgeries, targeted drug delivery, cancer 
therapeutics, bio-imaging, biomolecules isolation, detoxification, bio-sensing, and clearing up clogged arteries with high 
soaring effectiveness and minimal exhaustion of power. Several techniques have been introduced in recent years to develop 
programmable, biocompatible, and energy-efficient micro/nanobots. Therefore, the primary focus of most of these techniques 
is to develop hybrid micro/nanobots that are an optimized combination of purely synthetic or biodegradable bots suitable for 
the execution of user-defined tasks more precisely and efficiently. Recent progress has been illustrated here as an overview of 
a few of the achievable construction principles to be used to make biomedical micro/nanobots and explores the pivotal ventures 
of nanotechnology-moderated development of catalytic autonomous bots. Furthermore, it is also foregrounding their 
advancement offering an insight into the recent trends and subsequent prospects, opportunities, and challenges involved in the 
accomplishments of the effective multifarious bioengineering applications.

Keywords: Nanomotors; Micromotors; Bioengineering; Drug Delivery; Biosensing; Biomedical engineering

1. Introduction

As we are getting a deeper understanding of biological 
systems, interest in the behaviour of nanoscale materials in the 
biological environment has grown exponentially. Nanoscale 
materials are engineered to design better and biocompatible 
integrated systems for the diagnosis and cure of several 
diseases. Micro/nanobots are one remarkable example of 
engineered nanoscale materials that have huge prospects in the 
field of biomedical sciences. Their assembly is based on 
molecular nanotechnology and mechano-synthetic chemistry 
that enabled them to move autonomously within various 

complex mediums, including biological environments [1,2,3]. 
These miniature devices (ranging from micro to nanoscale 
sizes) are intriguing designs of biological systems and are 
potentially being self-propelled to overcome low Reynolds 
number, viscous drag, and Brownian motion in liquid medium 
under physical or chemical stimulation. The extent of research 
in this field is dedicatedly objectified to mimic natural 
mechanisms to get better efficiency and performance. 
Interestingly, these could be able to perform several 
challenging tasks much more accurately and with high 
precision such as cell penetration, molecular delivery, 
bioremediation, and removal of environmental contaminants. 
Micro/nanobots can be characterized mainly according to the 
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sources of energy input (fuel) required for their propulsion [4]. 
The sources may be chemical stimuli like pH, catalysis, or 
diffusiophoresis, and physical stimuli such as magnetic field, 
light, ultrasonic wave, electrical field, etc. The performance of 
the micro/nanobots greatly relies on material properties, 
uniqueness in design, and engineering at a molecular level that 
involves the amalgamation of several disciplines such as 
nanotechnology, biochemistry, fluid mechanics, and material 
sciences [5,6]. Over the few past decades, emphasis on this 
research field is strongly made to obtain proof of concept and 
development of understanding of parameters associated with 
the physicochemical properties of the bots. Opportunities for 
surface functionalization and modifications provide a huge 
scope for constructing micro/nanobots having better targeting 
ability [4,5,18]. Moreover, advancements in material design 
and processing allowed researchers to construct bots that offer 
less toxicity by using biocompatible energy or fuel sources. 
Thus, it is to be deemed that recently developed integrated 
systems like micro/nanobots might offer an unprecedented 
scope of use for various biomedical applications.

There have been several interesting and potential 
advancements occurred in the last few years in various aspects 
of the micro/nanobots with different motion mechanism and 
their potential applications in the field of bioengineering are 
discussed herein in Scheme 1. For example, the 
nano/microstructure of these bots allows easy administration 
inside the body, making it the most convenient cohesive 
system for the delivery of the therapeutics at the programmed 
site and employing it for accurate diagnosis purposes [7]. The 
movement at the nano or microscale comes with its 
challenges, however, that has been addressed more precisely 
by several recent studies. This scaling down leads to 
significant changes in the factors such as the effect of viscosity 
and Brownian diffusion. Thus, making the motion of these 
nanobots more challenging particularly within complex 
biological mediums. Nevertheless, smart design strategies of 
these micro/nanobots are expeditiously increasing in the last 
few years that offer a better performance index. Furthermore, 
significant attention is given to the key challenges in the field 
of biomedical such as targeted delivery of drugs/genes to the 
tumour cells, high precision surgeries and biopsies of cardiac 
vascular clogging, and sensing the intrinsic physiological and 
physiochemical changes near the diseased sites. Thus, recent 
progress in the area of design of micro/nanobots in a broad 
range of bioengineering applications like imaging, efficient 
diagnosis, drug delivery, nano-surgery, etc., are elaborately 
discussed here. Additionally, available nanoscale materials for 
'smart' hybrid micro/nanobots, which are indeed an optimized 
combination of synthetic or biopolymers are described 
systematically to explore the standardization features of the 
design of biocompatible micro/nanobots for next-generation 
bioengineering applications [8].

Scheme 1: Schematics of propulsion mechanisms and potential 
bioengineering applications of micro/nanobots.

2. Design strategies and propulsion mechanism of 
micro/nanobots

To design realistic micro/nanobots, they must have the 
potential to transform energy into motion. Therefore, various 
synthesis methods were explored to obtain desired propulsion 
in the bots. Different strategies in the development of the bots 
resulted in micro/nanobots with different characteristics and 
features such as shape size and propulsion mechanisms. 
Therefore, different names are given to these micro/nanobots 
by different research groups. Frequently came across names 
of these micro/nanobots are microjets, nanorockets, 
micropropellers, microrobots, nanotrain, microhelices, micro 
or nano-swimmers, self-propelling microsphere, micro or 
nano engine etc [9-14]. These design strategies paved the 
pathways for developing application-specific micro/nanobots. 
One of the key features among all types of micro/nanobots is 
their ability to move autonomously and perform tasks 
simultaneously [4,5,18].

Being extremely small-scale objects, the autonomous 
movement of Micro/nanobots is generally influenced by 
various physical forces that are not as significant at larger 
scales. Changes in physical factors like viscosity, drag force, 
and Brownian motion possess a huge impact on the motion of 
micro/nanobots. Moreover, a change in Reynolds Number 
(Re) which is a ratio of the inertial and viscous force of fluids 
also creates a determinant effect on the propulsion of the 
micro/nanobots. The equation of the Re of fluids is given 
below.

                                     (2.1)𝑹𝒆 =
𝑰𝒏𝒆𝒓𝒕𝒊𝒂𝒍 𝑭𝒐𝒓𝒄𝒆

𝑽𝒊𝒔𝒄𝒐𝒖𝒔 𝑫𝒓𝒂𝒈 𝑭𝒐𝒓𝒄𝒆 =  
𝝆𝒗𝒍

𝜼    

Where ρ is the density of the fluid, v is the velocity of the 
nanobots; l is the length of the nanobot and η is the dynamic 
viscosity of the fluid. Generally, Re of any system is 
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designed in such a way where inertial forces dominate over 
viscous drag forces but at the micro or nanoscale, Re 
becomes very low due to dominating effect of viscous drag 
forces over the inertial forces. Edward Millis Purcell has 
explained this concept in the 'Scallop Theorem' that stated 
life at low Reynold Number [15].

On the other hand, at the micro or nanoscale Brownian 
diffusion also interferes with the direction of the movement of 
micro/nanobots. This is the reason why most of the 
micro/nanobots developed to this date produce random motion 
and frequent reorientation if not physically guided [4,5,8,17]. 
Brownian diffusion is characterized by the diffusion 
coefficient (D) that is associated with the thermal energy and 
the size of the particles present in the micro or nanoscale 
environment. Therefore, for controlling the direction and the 

motion of the micro/nanobots, Brownian diffusion is very 
crucial in the design and development of these bots [16]. 
Brownian diffusion is defined by Stoke- Einstein relationship 
given below.

 (2.2)𝑫 =
𝑲𝒃𝑻

𝟔𝝅𝜼𝒓

Where, Kb, T, ղ, and r are Boltzmann constant, absolute 
temperature, viscosity, a radius of particles respectively. The 
movement of the micro/nanobots is generally due to the 
combination of forces or resultant forces of various forces 
gravitational, viscous, buoyancy, and hydrodynamic forces 
(Fig. 1). The resultant force referred to is known as Effective 
Drag Force (Fv) [17]. 

Fig. 1: Illustration of forces acting on the micro/nanobot moving in a liquid medium using a bubble propulsion mechanism. 
The arrow and their thickness represent the direction in which force is applied and the strength of the force respectively.   

The drag force acting on the micro/nanobots is effective 
because of the combination of three forces. These three forces 
or the total drag force act oppositely to the micro/nanobots’ 
direction under steady-state conditions (F1), the second force 
is the mass component where the resistance exerted by the 
accelerated sphere is equivalent to the magnitude in 
irrotational motion (F2), and last one is the basset force acting 
on the surface of the micro/nanobots during their motion in the 
solution (F3). By using the total drag force, Fv has been 
calculated and given by equation 2.4 [17].

                                                        (2.3)𝑭𝒗 = 𝑭𝟏 + 𝑭𝟐 + 𝑭𝟑  

                             𝑭𝒗 = 𝟔𝝅 Ƞ𝑹𝒗 +  
𝟐
𝟑𝝅𝑹𝟑𝝆𝒂 + 𝟔𝑹𝟐 𝝅Ƞ𝝆  𝒂∫𝒕

𝟎
𝒅𝒕′

𝒕 ― 𝒕′

(2.4)

To derive such autonomous movement, micro/nanobots were 
exposed to chemical fuel or physical techniques (Table 1). 

Various propulsion mechanisms are described here:
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2.1. Chemical fuel based

This mechanism of propulsion is also known as the onboard 
method; where micro/nanobots are independent of any 
external energy or power sources for the movement. 
Therefore, they are dependent on chemical fuel for their 
autonomous movement. Chemically driven micro/nanobots 
are the most common and extensively explored miniaturized 
devices that move autonomously due to the catalytic reactions 
in the fluids. For example, surface catalysis of hydrogen 
peroxide (H2O2) releasing oxygen (O2) in a liquid phase is the 
key principle of propulsion (Fig. 2a) [18,19,20]. Bots 
developed from nanoscale materials either in the nano or 
micro range essentially possessed a high potential to drift 
along with biological fluids thus, making them autonomous 
and capable of performing complex tasks. Several 
experiments and studies have been carried out to obtain 
remarkable speed from thrust produced by oxygen bubbles. 
However, controlling the speed is another important aspect for 
applications of catalytic micro/nanobots in biomedical 
sciences [21]. The speed of chemically driven bots was 
controlled by altering the concentration, pH, and temperature 
of chemical fuels [21]. H2O2 is frequently used as fuel. 
However, when the objective is kept within the boundaries of 
biocompatibility and low toxicity to biological systems 
several other types of fuels have also been explored. 
Biologically available glucose or urea and sometimes a 
combination of acid or base have also been reported as 
biocompatible fuels [22]. Other than catalysis, micro/nanobots 
were driven using chemical gradients or electrochemical 
gradients, but these mechanisms were not as prevalent as 
catalysis due to their application-based challenges. For 
example, the self-electrophoresis (electrochemical gradient) 
mechanism is incompatible with biological fluids of high ionic 
strength. For the directional movement, chemically powered 
micro/nanobots are based on two methods. In the first 
approach, ceaseless bubble development in the constricted 
chamber of microbots following the jet-like ejection through 
a nozzle drove the long-range directional movement [19]. In a 
second way, local chemical gradients were created 
surrounding the microbots causing a self-phoretic thrust force 
[19]. Efforts have consistently been made in this field to obtain 
the best architectural design for its self-propulsion, controlling 
motion accurately, and understanding its motion mechanism. 

Bubble propulsion through catalysis: Bubble propulsion 
through catalysis of micro/nanobots is the most commonly 
explored mechanism. Several research are focusing on 
different designs and shapes such as nanorods, tubular, and 
spiral functions through bubble propulsion [4,23,24]. 
Spontaneous decompositions of H2O2 into H2O and O2 in the 
solution-born catalytic micro/nanobots surface lead to the 
formation of gas bubbles. This in turn drives the bots and 
provides motion in some random direction mostly away from 

the catalyst. The most extensively investigated catalyst for the 
decomposition of H2O2 in the bubble propulsion mechanism 
is platinum (Pt). However, platinum was found to be toxic to 
the biological system, thus its use to catalyze these bots for 
biomedical applications is restricted [25]. Attempts have been 
made consistently in the past few years to design less toxic or 
biocompatible micro/nanobots. In this line of interest, the 
development of Pt-free micro/nanobots, several hybrid 
composite materials have been proposed such as silver 
(Ag)/manganese dioxide (MnO2) and magnesium 
(Mg)/aluminium (Al) has also been introduced. The Ag and 
MnO2 nanoparticles-based bots have excellent catalytic 
properties thus efficiently decomposing H2O2 into oxygen 
bubbles leading to fast propulsion of the bots. Speed could 
easily be regulated by changing the concentration of hydrogen 
peroxide in the solution. Even at the lowest concentration of 
0.1% of H2O2, efficient propulsion can be achieved. In 
comparison to Mg/Al, the Ag/MnO2 bots have high-efficiency 
low manufacturing cost and excellent stability, and prolonged 
bubble propulsion [25]. This was a better alternative to Pt-
based micro/nanobots for diverse practical applications. 
Although, a few additional functionalization and modification 
of Ag/MnO2 nanobots were still needed to be done, to 
inculcate their biocompatibility and incorporate them into 
bioengineering applications. 

The catalytic hydrogel-based soft vehicle is another example 
of a bubble propulsion bot developed by injection loading 
method having very low consumption of energy. Key factors 
such as propulsion ability and reusability necessary for 
practicability were also explored at their best. Rapid bubble 
formation from the decomposition of H2O2 in the aqueous 
solution endowed the efficient propulsion of the bot. An 
astounding speed of 3.84 mm/s in 10% (w/w) of H2O2 solution 
was reported [26]. Since it was a hydrogel-based bot, it had 
the remarkable ability of loading, which can be practically six 
times before it degrades/diminishes. This prototype was 
further modulated by making a template of oil/water emulsion 
into hydrogel soft bot to obtain an improved speed of 4.33 
mm/s while keeping other parameters the same. This was due 
to the low boiling oil phase of emulsion hydrogels conjugate 
liberating high catalytic reaction heat causing higher bubble 
formation and propulsion. These bots possess high stability, 
better loading capability, reusability, and good speed which 
are essential for efficient drug delivery.  As the H2O2 was 
concentration increased, the speed of the bot also increased 
due to the higher catalysis rate. However, it became 
challenging to regulate the directionality of the bot’s 
movement with increased speed. To overcome these 
challenges researchers started focusing on the synthesis of 
magnetic micro/nanobots. Catalytic micro/nanobots 
developed from magnetic nanoscale materials were 
convenient in controlling and guiding the direction of the bot's 
movements. For example, magnetic microbots were designed 

Page 4 of 29AUTHOR SUBMITTED MANUSCRIPT - BMM-105543.R1

1
2
3
4
5
6
7
8
9
10
11
12
13
14
15
16
17
18
19
20
21
22
23
24
25
26
27
28
29
30
31
32
33
34
35
36
37
38
39
40
41
42
43
44
45
46
47
48
49
50
51
52
53
54
55
56
57
58
59
60 A

cc
ep

te
d 

M
an

us
cr

ip
t



Journal XX (XXXX) XXXXXX Author et al 

5

from ferromagnetic cobalt ferrite (CoFe2O4) and doped with 
palladium nanoparticles to retain their catalytic properties 
[17]. Although the size of cobalt ferrite nanoparticles was 40 
nm for better visualization of its functionality under an optical 
microscope it was agglomerated to 150 μm. The 
decomposition of H2O2 in an aqueous solution using this Pd-
doped magnetic nanobot showed better chemical stability and 
higher oxidation [17].

Furthermore, bubble-propelled tubular microswimmers were 
developed with a catalytic inner layer. The tubular structure 
enabled easy collection along with enhanced bubbles emission 
in constricted reactors [27]. As the gas had assembled and the 
internal gas pressure went up, the bubble accelerated towards 
one end getting rejected from an opening to the external 
surrounding. This autonomous strategy in the form of 
chemotaxis for the movement of bubble-propelled tubular 
microswimmers involved a chemotherapeutic drug-loaded 
swimmer that could move along the H2O2 concentration slope 
towards higher fuel concentration. H2O2 is the main fuel type 
for both bubble-propelled and self-phoretic swimmers and is 
highly corrosive which can be a major problem while applying 
it in biomedical applications. So, enzymes have been 
considered a biocompatible alternative to inorganic catalysts 
[19].

Different micro/nanobots have different shapes, their 
mechanism will not get affected by their shapes and sizes. An 
autonomously moving micro/nanobot follows bubble 
propulsion and propels via the bursting of oxygen bubbles in 
the presence of H2O2 as fuel. Hu et al 2020 demonstrated the 
synthesis of a micro-vehicle made up of three metals (Au-Ni-
Pt) and possessed a circular steering propulsion mechanism in 
the presence of H2O2 as fuel. It was found that the 
decomposition of H2O2 via a surface of the off-centred Pt 
nano-engine enabled the production of oxygen bubbles and the 
bursting of oxygen bubbles produced thrust which helped the 
Au-Ni-Pt micro-vehicle to move forward clock-wise or anti-
clockwise direction circularly [28]. Similarly, Reddy et al in 
2014 demonstrated the synthesis of Pt/Pd alloy & Au Janus 
micro-disk. The disk was pinned upright at the liquid/air 
interface and could show autonomous movement in the 
presence of H2O2 fuel by decomposing it and producing O2 
bubbles. These oxygen bubbles lifted the microdisk at Pd-Pt 
coated upper rim and aided in smooth displacement. But when 
the bubbles burst, the disk was propelled ballistically and 
proving that during bubble formation, thus propulsion was 
observed three times lower than the magnitude when the 
bubbles burst [29]. Apart from the disc-like micro/nanobots, 
Soler et al, mentioned the synthesis of a tubular microjet made 
up of photoresists on which Fe/Pt nanomembranes were 
deposited. Previously, the challenge was to move the microjet 
in the blood sample having considerably high viscosity. 
However, when the blood samples were diluted by ten times 

and the temperature was raised from 25 ℃ to 37 ℃, the speed 
of the microjet increased from 0 to 60 μm s−1. Similarly, the 
microjets were also tested for serum samples. At 50% 
concentration of serum, microjets showed a speed of 30 μms−1 
when the temperature was raised from 25 to 37 ℃ proving that 
there is an effect of temperature and concentration of the 
fuel/fluid in the locomotion of microjets [30]. A Pt-coated 
silica microbead model was formed and tested for its velocity 
in the presence of hydrogen peroxide fuel. The Pt layer 
decomposed the H2O2 into water and oxygen bubbles. The 
driving force behind the movement of the microsphere was the 
detachment of the oxygen bubbles upon bursting which 
created a thrust and helped the microsphere to move [31]. 
Apart from the disc-like micro/nanomotors and tubular 
microjets, a rod-shaped nanomotor made up of gold and 
platinum showed autonomous movement in the presence of 2-
3% hydrogen peroxide. The nanorods moved along their axis 
with a speed of ten body lengths per second in the direction of 
platinum [32]. So, irrespective of the different shapes/sizes, a 
micro/nanomotor will follow the same bubble propulsion 
mechanism when hydrogen peroxide has used as fuel for 
locomotion. Furthermore, the concentration of hydrogen 
peroxide is directly proportional to the speed of the gold (Au)-
nickel (Ni)-platinum (Pt) micro/nanobots [137-139,141]. The 
bursting of oxygen bubbles powers micro/nanobots that can 
freely be driven in a circular motion in hydrogen peroxide 
solution [139,141]. The presence of an external magnetic field 
guides the micro/nanobots in any specific directions that assist 
in improving the accuracy bot’s functionality which can very 
well be reversed with the withdrawal of the external magnetic 
field. Along the magnetic field lines, the nanobots can move 
ahead [138,139]. Additionally, modulation with magnetic 
rotation at the tail could change the orientation of the gold 
(Au)-nickel (Ni)-platinum (Pt) nanorods. [142]. Moreover, the 
increase in temperature of hydrogen peroxide solution is 
directly proportional to the speed of the gold (Au)-nickel (Ni)-
platinum (Pt) micro/nanobots [138,140]. Therefore, when the 
temperature was below 27 ℃, larger bots move rapidly in 
contrast to the smaller ones that propel quickly at above 27 ℃ 
[140]. Chemical reaction, magnetic field-dependent and 
temperature – all these can be employed to have accurate 
control over the direction and speed of micro/nanobots [139].

Diffusiophoresis propulsion: Diffusiophoresis is one of the 
common mechanisms of gradient-based propulsion of 
micro/nanobots. It is most widely associated with developing 
micro/nanobots with asymmetric distribution of 
catalase/dopant. In this integrated system, the dopant is 
carefully positioned preferentially on one side of the nanobots 
for the accumulation of H2O2 oxidation products or bubble 
formation. This creates a concentration gradient of oxidation 
products on the surface of micro/nanobots. Eventually, a 
critical point comes when there is an accumulation of 
oxidation product on the side of the bot causing a locally 
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higher concentration and the product starts to diffuse away. 
This diffusion leads to the propulsion of the micro/nanobots.

Self-electrophoresis propulsion: Self-electrophoresis 
propulsion in micro/nanobots requires a specific synthesis 
method of membrane template-assisted electrodeposition with 
sequential deposition of varied metals that could chemically 
generate an electrical gradient in the presence of fuel. It works 
on the principle of electrochemical cells where one end/side 
of bots acts as a cathode while the other as an anode. A proton 
gradient is developed along the axis of the micro/nanobots 
[33]. This assists in the movement of these bots with the 
gradient.  For example, the synthesis of Janus micro/nanobots 
using a fabrication technique based on asymmetric bipolar 
electrodeposition of metallic thin films on microbeads is 
suitable for propulsion using this mechanism [34,35]. 
Similarly, this propulsion mechanism is applied to bimetallic 
nanorods that could generate electric gradients within 
bimetallic nanorods. Most widely coupled Au/Pt nanorods-
based bots were developed that could in the presence of H2O2 
in the aqueous solution. During Au/Pt coupling, negatively 
charged electrons were generated at Pt (anode) and positively 
charged protons at Au (cathode). Both were utilized later at 
the cathode for the reduction of H2O2 to H2O and O2. Oxygen 
produced was further reduced into the water by a four-electron 
reduction mechanism, making it a bubble-free mechanism of 
propulsion [24]. This mechanism of catalytic reduction was 
due to the net migration of electrons from an anode (Pt) to the 
cathode (Au), generating a proton gradient along the axis of 
the nanorod. These bimetallic rods functioned as tubular 
nanobots found to be effective for various applications. The 
electrokinetic disproportion of hydrogen peroxide 
asymmetrically at the two metal surfaces was shown as [24]:

Anode: H2O2 (aq) → O2(g) + 2H+(aq) + 2e-  (2.1.1)
Cathode: H2O2 (aq) + 2H+ (aq) + 2e- → 2H2O (l)     (2.1.2)
Overall: 2H2O2 (aq) →O2 (g) + 2H2O (l)                (2.1.3)

pH-induced movement: Dey et al. demonstrated the 
synthesis of an autonomously moving microsphere of 
palladium (Pd) nanoparticles coated over the surface of a 
copolymer made up of polystyrene divinyl benzene. The 
polymer microsphere was of 2 μm diameter, while Pd 
nanoparticles were of size 70 nm [36]. In the presence of 5% 
H2O2, the microsphere was observed to have an autonomous 
movement. Chemical and pH gradients were introduced in the 
aqueous solution to control the directionality of the propulsion 
mechanism of the microsphere. For this purpose, 0.3N sodium 
hydroxide (NaOH) was added dropwise to the medium 
continuously, to obtain good propulsion in the places where 
the concentration of NaOH was high. The microsphere was 
moving from a low to a high NaOH concentration, the 
movement was increased due to the increase in the rate of 

decomposition of H2O2. Moreover, the average speed of these 
microspheres was observed as 1.5×10-3 m/s i.e., around 15 
body lengths/second in the pH varying between 3.1 to 7.1. At 
a pH range between 7.1 to 10.1, the average speed was 2×10-3 
m/s which was around 20 body lengths/second.

The Marangoni effect is responsible for the movement of 
nano/micro-scale liquid droplets. The change in the interfacial 
tension due to the absorption and desorption of solutes over 
the liquid surface was due to the mass transfer on the surface 
of the liquid. An oil droplet of size 500 μm was developed on 
the surface of di(2-ethyl hexyl) phosphoric acid (DEHPA) that 
possess a pH-induced movement inside a liquid solution [37]. 
On increasing the pH, deprotonation of DEHPA takes place 
leading to an increase in the mobility of oil droplets. As the 
pH was increased up to 8-13.5 using NaOH, more 
deprotonation was observed due to a decrease in their 
interfacial tension. The speed of the oil droplet was 6 mm/s at 
a pH of 11.2 but did not show any motion beyond 13.3 pH.

2.2. Fuel free
Electric field driven: The idea of using an alternating 

electric field for creating autonomous movement in 
semiconductor diodes of millimetre range was further 
explored to produce nanobots by miniaturizing semiconductor 
diodes. The directional movement of these diodes was due to 
the generation of electro-osmotic flow around them [38]. The 
principle was investigated and applied on developed 
poly(pyrrole)-cadmium (PPy-Cd) and CdSe-Au-CdSe 
nanowires. The spatially uniform alternating electric field was 
applied to induce electro-osmotic flow around nanowires. 
This induction produced a uniform directional motion having 
a speed of 17 mm/s. 

Magnetic field driven: Magnetically propelling 
micro/nanobots has several advantages over other mechanism. 
The major advantage is it can be used non-invasively with 
easy control of motion direction for targeted applications. 
Therefore, they are free from the use of excess toxic chemical-
stimulated propulsion. To stimulate different types of motion 
in the bots, different kinds of magnetic fields such as 
homogenous, rotation, oscillating, or inhomogeneous were 
applied. Nanoscale materials used for designing bots could be 
ferromagnetic, diamagnetic, or paramagnetic and can be 
moulded into several shapes such as helical, nanowire, 
nanoscrews, tubular, or polymeric nanobeads [39,40]. 

For example, magnetically propelled nanoscrews were 
developed from silica helices using a shadow growth 
technique on a nanolithographically patterned substrate (Fig. 
2b) [18,41]. As nickel possesses some magnetic properties, 
nickel segments of thickness 40 nm were incorporated over 
the silica helices of diameter 70 nm, leading to a total 
approximate width of 120 nm. The spacing, length, and pitch 
of the nanoscrews were 130 nm, 400 nm, and 100 nm 
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respectively. The magnetization inside and outside of the 
plane was 1.13× 10-6 emu/mm2 and 0.13× 10-6 emu/mm2 
respectively. The nano-screws were magnetized diametrically 
because of the lower magnetization outside the plane resulting 
in higher permeability over a wide range of magnetic field 
strength [18]. In another example, CoPt alloy nanowires-based 
surface walker was prepared using template-assisted 
galvanostatic electrodeposition and had semi-hard magnetic 
properties [42]. This property of nanowires allows easy 
modulation with the applied/external magnetic field and 
retains their magnetization direction thereafter. The size and 
morphology of the nanowires were obtained using scanning 
electron microscopy and energy-dispersive X-ray 
spectroscopy. Nanowires of diameter 200 nm and length 5 µm 
were pre-magnetized under an applied magnetic field. The 
propulsion is seen to be rotating around the x-axis, the y-axis 
experiences drag force and the z-axis experiences drag force 
away from the wall. As the magnetic field strength gradually 
moved up to 15 mT the frequency of the rotation motion 
increased from 1 Hz to 5 Hz thus, exhibiting a tumbling 
motion [42]. The magnetic actuation method of mobile 
nanobots involved time-varying rotating magnetic fields and 
gradient pulling. Cells and tissues can be infiltrated by 
magnetic fields in quite a safe manner which made them a 
highly promising method for biomedical applications [43]. 
There are several advantages of using a magnetic actuation-
based method that involves wireless powering, biocompatible 
energy sources, and guided controlled motion; hence it is 
suitable for both in-vitro and in-vivo applications as well as 
the development of lab-on-a-chip based sensors. Major 
limitations of using magnetic field as an operating method for 
nanobots involved trouble in selective agent addressability 
and greater cost demand for medical applications [44,45].

Acoustic propulsion: Ultrasound has a frequency value 
above the human hearing threshold range. It can be used as an 
external stimulus to guide and generate nanobots. An 
experiment was conducted on an electrodeposited metallic 
rod, using continuous or pulsed ultrasonic waves for its 
propulsion. The metallic rod prepared by template 
electrodeposition leads to the formation of convex or concave 
ends, causing asymmetry. The asymmetry within the rods 
plays an important role by creating a non-uniform distribution 
of ultrasound pressure. Thus, generating an ultrasonic gradient 
which becomes the driving force for the metallic rods and 
propels it in a specified direction. This driving mechanism for 
directional motion using acoustic waves is proposed as self-
acoustophoresis.

The actuation method by the auditory field involved 
auditory transmission energy and audible rolling. These are 
the promising origin for the micro/nanobot motility in 
constrained pathways. The force of acoustic radiation caused 
due to the stagnant wave was generated while a back-and-forth 

reflection of the sound wave via resonator was done in a 
biologically safe manner. In the acoustic operation method, 
the pathway of propulsion can be known beforehand and 
effectively changed by wave functions, which made this 
technique useful in handling the motility of numerous 
microbots thus accumulating these in the required specific 
locations. In acoustic actuation schemes, oscillating bubbles 
trapped within micro-swimmer bodies generated sufficient 
thrust. In the case of in vivo systematic motion, an acoustically 
activated flagellum was used to propel artificial micro-
swimmers via a fluid by a low amplitude oscillation of the tail 
in the existence of moving auditory waves [46]. Acoustic 
radiation force can be created by focusing the ultrasonic beam 
to confine an individual or a collection of micro-objects by 
physical means. This method has the potential to be applied 
for drug delivery and detoxification (Fig. 2c) [18]. The 
acoustic actuation method involved biocompatible energy 
sources and reliability for lab-on-a-chip and in vitro uses. The 
major limitation was in-vivo usage which needed the 
development of proper instrumentation [45].

Light-driven propulsion: Several compounds such as 
spirogyra, titanium dioxide (TiO2), silver monochloride 
(AgCl), etc possess photo-catalytic and optical properties. 
Therefore, it can be easily sensitized by the light of some 
specific wavelength. These properties were harnessed to 
develop micro/nanobots driven by light stimulation. AgCl 
when sensitized under UV, it dissociated to produce protons 
and chloride ions. An electrolyte gradient was formed when 
protons started to diffuse away from AgCl which is opposite 
from the chloride ion. This resulted in an autonomous motion, 
which was as high as 10 cm s-1. On the other hand, TiO2 
possessed high photocatalytic properties which were exploited 
to develop light-stimulated micro/nanobots and devices (Fig. 
2d) [47,48]. Self-diffusiophoresis of TiO2 occurred when 
induced under UV light, causing the motion of bots having a 
speed range from 103 mms-1. When TiO2-based 
micro/nanobots were propelled under UV illumination, a 
sufficient amount of hydrogen bubbles was produced for the 
micro/nanobots propulsion as mentioned in the reaction given 
below [4]:

TiO2 + 4hυ → 4h+ + 4e−   (2.2.1)
 2H2O + 4h+→ O2 + 4H+   (2.2.2)
 2H+ + 4e−→ 2H2    (2.2.3)

Spiropyran is an organic compound having tremendous 
photochromic properties. Micro/nanobots based on 
spiropyrans were not exactly driven by a light source but they 
acted as a molecular switch for controlling their motion and 
speed. Spiropyrans-based bots in an aqueous medium consist 
of different carbon chains length. These molecules were 
labelled as spiropyrans SP-C1, SP-C8, and SP-C18 having 
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methyl, octyl, and octadecyl side chains, respectively [49]. 
Fundamentally, the light propulsion mechanism involves the 
light-induced formation of thermal gradients surrounding the 
micro/nanobots that ultimately helps in bots’ movement. A 
thermal slope over an air-liquid interface led to the fluid flow 
in the cooler site pathway due to the temperature dependence 
nature of the surface towards their application. A huge number 
of bubbles were created and controlled with the use of a liquid 
crystal device that can alter a laser wavefront into numerous 
outputs. Light can also move directly via untethered 
microdevices. Any laser source with optical trapping can be 

used to hold the position of micro/nanobots in a three-
dimensional pattern. The sub-micron resolution and power 
transmission in numerous directions are the major advantages 
of using the light-induced propulsion method for 
micro/nanobots. Other advantages of this mechanism involve 
producing travelling waves, simple selective agent 
addressability, and reliability for lab-on-a-chip and in vitro 
applications. However, this operating method is restricted to 
two-dimensional patterns and is unsuitable for in vivo 
conditions [49].

a b

d

e

c

Fig. 2: Representation of propulsion mechanism of various types of micro/nanobots. a) Chemically powered bubble 
propulsion mechanism in micro-rocket. (Adapted with permission from reference. [18], Copyright 2017 AAAS); b) 
Magnetically propelled helical nano-swimmers. (Adapted with permission from reference [18], Copyright 2017 AAAS); c) 
Ultrasound-propelled micro/nanobots used for biodetoxification. (Adapted with permission from reference [18] Copyright 2017 
AAAS); d) Light-driven Au-TiO2 microbots in the presence of hydrogen peroxide fuel. (Adapted with permission from 
reference [48], Copyright 2019 Wiley); e) Biologically actuated sperm-based hybrid microbots. (Adapted with permission from 
reference [18] Copyright 2017 AAAS).

2.3. Biohybrid micro/nanobots
Mostly, micro/nanobots were developed with the potential 

of being driven chemically. However, it cannot be suitable for 
most biological applications due to the toxicity of fuels such 
as hydrogen peroxide or hydrazine. Therefore, these are not 
suitable for most in-vivo biomedical applications. Biohybrid 
micro/nanobots are being explored to overcome such toxicity 
issues [50]. Biohybrid bots are the integration of functionality, 
efficacy, and merits of biological systems into artificial 
micro/nanobots. Precise control and biocompatibility of 
biohybrid micro/nanobots could provide new scope for the 
treatment and diagnosis of various chronic and incurable 
diseases. The current micro/nanobot's development 
mechanism is focusing on incorporating biological fluids, 
enzymes, biomolecules or biological cells. For example, the 
use of catalase bio-enzyme in nanobots for the efficient 

decomposition of hydrogen peroxide to convert chemical 
energy to mechanical energy. Catalytic carbon microfibres 
driven by glucose and oxygen are another example of a 
biohybrid bot. 

Biological cells based biohybrid microbots such as 
bacteria, spermatozoon, and muscle cells access the chemical 
energy from the environment into spontaneous work, 
modulating their energy by reacting with forces, mechanical 
strain, and chemicals in their surroundings. In this approach, 
single cells or tissue were physically integrated with synthetic 
components to harness the propulsion and sensing capabilities 
of operational microbots. The biohybrid micro/nanobots are 
mainly suitable to operate only in biological media. The main 
design strategy for the effective powering of these bots 
involves the physical attachment of blood cells, 
spermatozoon, muscle cells or any biological cells with 
synthetically engineered bodies [19,51,52,73]. Integrated 
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sensing and mobility, inherent compatibility with biological 
media, and high efficiency in energy output are some of the 
major advantages of using biohybrid micro/nanobots. 
Limitations of these micro/nanobots include live cells that can 
function only in delicate conditions (such as 37°C, 5% carbon 
dioxide, and nutrients) to survive. Similarly, biohybrids were 
also designed by tagging micro/nanobots with live organisms 
to assist in autonomous movement. The idea behind such 
micro/nanobots is harnessing the ability of natural swimmers 
such as bacteria, cells, or spermatozoon. These cells are motile 
within the biological system thus integrating with the 
micro/nanobots provides autonomous movement. 

Biological systems are complex structures that function 
with utmost efficiency and sustainability. A mimicking 
biological system with artificial structures is extremely hard 
to achieve. Therefore, the integration of live cells and 
organisms with micro/nanobots can help improve the 
performance of the bot in biological systems. For example, 
spermatozoon was used to design bots that could move 
through the viscous media of biological systems (Fig. 2e) [18]. 
Thus, it is to be deemed that spermatozoa have huge potential 
to serve as a carrier within the biological system. This concept 
is made live when spermatozoon drag attached 
micro/nanotubes to perform biological functions (Fig. 3A) 
[33,34,43,]. Another example is using magnetotactic bacteria 

possessing magnetic crystals within them to move along with 
the geometric fields. These bacteria are integrated with 
nanoscale materials and biological systems to perform nano-
surgery in vascular systems (Fig. 3B) [53-57]. Wu et al in 
2014 demonstrated the synthesis of RBC-based motors where 
iron oxide nanoparticles were incorporated in the RBC cells 
(Fig. 3C) [50]. The RBC-based motors were propelled under 
the influence of both acoustic and magnetic fields. When this 
motor was propelled in the bloodstream, it showed no 
biofouling effect as well. The RBC motor was not only 
biocompatible but also remained unaffected by the 
macrophages present in the blood. This property of the RBC 
motor can be used wisely in biomedical applications [58]. In 
another approach, a polymer-based nanorocket was designed 
using polysaccharides of opposite charges. Chitosan (CHI) 
and alginate (ALG) are positively and negatively charged 
polysaccharides respectively. Both were assembled layer-by-
layer over a porous polycarbonate membrane having a 
thickness of 10 μm and the diameter of the pore was around 
600nm. After 18 layer-by-layer depositions, ALG was found 
to be present at the inner layer. Then, deposition of poly 
(diallyldimethylammonium chloride) (PDADMAC)-
stabilized Pt NPs was done inside the template pores. Later, 
the polycarbonate membrane was dissolved in CH2Cl2 to 
obtain the Pt NPs modified (CHI/ALG) nanotubes [58]. 

Table 1: Design strategies and their respective advantages of various types of micro/nanobots.  
                                       

S.No. Micro/Nanobots Material Fabrication method Propulsion 
mechanism

Advantages Ref.

1. Au/PEDOT/Pt 
micromotor

Au/PEDOT/Pt Template 
electrodeposition 

H2O2 Driven Cancer biomarker 
miRNA-21 detection;

Breast cancer 
treatment

[59]

2. Hybrid 
stomatocyte 
nanomotors

Pt NPs/ PEG-
b-PCL/ PEG-b-
PS

Self-assembly H2O2 Driven Anti-cancer drug 
delivery;

Controlled drug 
release

[60]

3. Needle-type 
microrobot (MR)

Ni/TiO2 3D Laser Lithography;

Physical Vapor 
Deposition (PVD)

Magnetically 
Driven

Stable drug delivery [61]

4. Biomimetic 
micropropellers

SiO2 beads/ 
Al2O3

Physical Vapor 
Deposition (PVD); 
Glancing Angle 
Deposition (GLAD)

Enzyme 
(Urease) 
Driven

Penetrates in 
biological gels

[62]
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5. Biohybrid 
magnetite 
microrobot

S. platensis/ 
Fe3O4 NPs

Dip-coating process Magnetically 
Driven

In vivo fluorescence 
imaging; Remote 
diagnostic sensing

[63]

6. Magnetic 
microhelices

Ni/Ti Bilayer Direct Layer Writing Magnetically 
Driven

Spermatozoon 
transportation;

Cellular cargo 
delivery

[64]

7. Nanoswimmer Polypyrrole 
(PPy)/ Ni/Au

Multistep 
electrodeposition

Acoustically 
Driven

Linear propulsion; 
Biosensing; 
Bioimaging

[65]

8. Supramolecular 
nanotrain

CNT/ 
Liposome

Soft Lithography and 
Photo Lithography

Light Driven/ 
Electrically 
Driven

lab-on-a-chip 
applications; medical 
diagnosis; biosensing

[66]

2.4. Intelligent micro/nanobots
Micro/nanobots must self-adaptively go to the target places 

and complete the task in uncertain or constantly changing 
physical, chemical or physiological parameters. To avoid 
being controlled by fluctuating external signals, 
micro/nanobots must be intelligent or smart so that they could 
modulate themselves with different motion behaviours and 
functions. 

Intelligent taxis mechanism: Numerous intelligent 
micro/nanobots with self-navigation/self-targeting have been 
elucidated based on their strategic movements toward or away 
from stimulus sources. Therefore, received a lot of attention 
over the past few years. In this regard, the mechanism of the 
intelligent response of such micro/nanobots was demonstrated 
using two models. First, for the asymmetric micro/nanobots 
the local vector fields, such as those created by gravity, flows, 
magnetic fields and concentration gradients cause overall 
alignment that further helps these bots to swim toward or away 
from the signal sources. Second, isotropic micro/nanobots 
generally create propulsion forces directed towards the local 
vector field, regardless of their Brownian motions [67]. 

Asymmetric micro/nanobots with tailored responses were 
subjected to a force F when exposed to a vector field produced 
from a flow, gravity, or magnetic field. These bots can self-
reorient along the local vector field if their symmetry axes 
were out of alignment due to an aligning torque (M) produced 
by force F. Rheotaxis, chemotaxis, gravitaxis, and 
magnetotaxis in micro/nanobots was thus accomplished. In 
asymmetric micro/nanobots, overall tactic motions were 
primarily due to a combination of random motions brought on 
by Brownian rotation and directional motions along the vector 
field. Since aligning torque M was powerful enough to restrict 
their rotating Brownian diffusion, these bots could move 

roughly in a straight path. If not, they will steer off in any 
direction from the signal source [67]. For example, 
chemotactic micro/nanobots always travel in the opposite 
direction of the chemical gradient and frequently engage in 
intelligent "deviating-rectifying" behaviour. In addition to an 
asymmetric distribution of mass, asymmetric physical or 
chemical fields that surrounds micro/nanobots along the 
direction of gravity can also cause them to reorient, creating 
negative gravitaxis in bots [67]. For instance, Singh and 
coworkers synthesized TiO2/SiO2 Janus micro/nanobots that 
were light-induced negative-gravitactic swimmers under 
illumination from the bottom of the substrate (Fig.3E). In their 
demonstration, the bots were moved and reoriented to a cap-
down configuration, where it exhibited negative gravitaxis, 
due to the photocatalytic breakdown of H2O2 by TiO2 that 
causes a local fluid flow in its proximity. These smart taxis 
were used to design "micro/nanoelevators" and several 
possible applications, including vertical freight transport and 
dynamic separation of active and passive molecules, based on 
the development of negative gravitational movements [68]. 
Similarly, rheotaxis (positive/negative) can be achieved when 
aligning torque M of the micro/nanobots overpowers the 
Brownian motion that keeps their orientation unchanged. 
Based on this concept, Rh/Au bimetallic microbots were 
developed in which both positive and negative rheotaxis can 
be achieved when a combination of acoustic field and 
chemical fuel was provided (Fig.3D) [69]. Furthermore, 
micro/nanobots with anisotropically incorporated magnetic 
components can produce intelligent responses, termed 
magnetotaxis. Microbots developed by incorporating Ni-Pt 
into the stomatocyte polymer matrix can potentially produce a 
response corresponding to the direction of the magnetic field. 
In another example, Janus micro/nanobots developed from 
Mn-Fe2O4 nanoparticles can propel in the presence of fuel 
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with their orientation aligned by the presence of a sufficient 
magnetic field. In this magnetotactic movement, curved 
trajectories can also be observed as soon as the intensity of the 
magnetic field is reduced during the motion (Fig.3F) [70,71].

In another example, electrically powered micro/nanobots 
were used for intelligent cargo delivery. Herein, a 3D 
orthogonal microelectrode system was developed having 
platinum-gold (Pt-Au) nanobots that could move 
independently between a planar four-level microelectrode. 
When an alternating electric field was applied to these planar 
quadrupole microelectrodes, the catalytic nanobots could 

smartly align with the electric field direction. These bots then 
moved autonomously along the direction of the alternating 
electric field with the Pt segment as the leading edge. As the 
bots approached the cargo (gold nanorods), they were put 
together by the interaction of electric dipoles. Thus, strongly 
anchoring together at the edge of the metal microdock in the 
presence of an alternating electric field produced due to the 
induction of a nearby electric field. As the alternating electric 
field is switched off, the nanobots could instantly release cargo 
and be ready for the next task [72].
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Fig. 3: A) Spermatozoa hybrid micro/nanobots: (a) Structural schematic of spermatozoa-based microbots having sperm cells 
coupled with magnetic microtubes to remotely guide the bots (Adapted with permission from reference [73], Copyright 2013 
Wiley); (b) Microscopic representation of transportation of immotile sperm to cumulus cells using microbots (Adapted with 
permission from reference [64], Copyright 2016 Americal Chemical Society);  B) Bacteria hybrid micro/nanobots: (a) 
Schematic of E. coli-propelled tubular microbots (Adapted with permission from reference [56], Copyright 2017 Wiley), (b) 
Time-lapse images of the movement of E. coli-propelled tubular microbots.85 Copyright 2017, Small. (inset images) SEM of 
an MSR-1 E. coli-propelled tubular microbots.86 Copyright 2017, ACS Nano (Adapted with permission from reference [57], 
Copyright 2017 American Chemical Society); (C) Red Blood Cells hybrid micro/nanobots: (a) Schematic of acoustically 
propelled and magnetically guided motion of RBC microbots (Adapted with permission from reference [50], Copyright 2014 
American Chemical Society), (b) Illustration of RBC hybrid microbots carrying multiple cargos (Adapted with permission from 
reference [51], Copyright 2015 Royal Society of Chemistry), (c) Illustration of photodynamic therapy using RBC hybrid 
microbots (Adapted with permission from reference [52], Copyright 2013 Wiley); D) a) orientation mechanism of Rh/Au 
bimetallic micro/nanobots, (b) rheotactic movement of Rh/Au bimetallic bots in presence of fuel H2O2 as well as acoustic field 
(Adapted with permission from reference [69], Copyright 2017 American Chemical Society); E) (a) Concentration field and 
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fluid flow of TiO2/SiO2 Janus micro/nanobots, (b) its lift-off trajectory (Adapted with permission from reference [68], 
Copyright 2018 Wiley); F) Magnetotactic micro/nanobots: Magnetotactic trajectories of the double-fueled magnetic microbots 
(Adapted with permission from reference [70], Copyright 2017 American Chemical Society). 

 
Nature-inspired intelligent motion and function:  In the 

natural world, bacteria can use their flagella to swim in low 
Reynolds number liquid conditions. Nelson's group made the 
first demonstration of synthetic bacterial flagella employing 
helical propulsion, drawing inspiration from the motion 
characteristic of bacteria [74]. The helical micro/nanobots 
have soft-magnetic metal square "head" and a helical tail with 
a shape and size similar to a natural flagellum developed using 
a self-scrolling approach. A weak, rotating magnetic field that 
resembles bacterial flagella could be used to propel and guide 
the helical motor through the water Fig 4A. Zhang et al. built 
synthetic bacterial flagella-based bots with functional 
liposomes for in-vitro transport of calcein to mouse cells by 
modulating an external magnetic field based on the bacterial 
flagella investigations mentioned above (Fig 4B) [75]. 
Likewise, an artificial multilinked two-arm microbot had been 
shown to mimic natural swimming movements. The two-arm 
microbots exhibit an effective "freestyle" swimming style 
comparable to that of humans in a planar oscillating magnetic 
field. It was made up of gold, while two arms made of nickel, 
and two porous silver hinges connected the arms and body. 
The two-arm microbot's maximum speed was observed as 
59.6 µm/s, while both speed and direction can be altered as 
required (Fig 4C) [76].

Generally, fish movement is dependent on body swing and 
induced surrounding fluid flow, unlike the freestyle stroke of 
humans. In another example, inspired by the swimming 
behaviour that animals Li et al. developed magnetically 
powered artificial microbots that resemble fish. The 
deformable fish-shaped microbots body comprises one gold 
head, one gold caudal fin, two nickel bodies, and silver hinges 
connecting each part. This design was imitated by the nanofish 
microbots, which were created using a template 
electrodeposition and chemical etching approach. The 
nanofish microbots may produce periodic mechanical 
deformations and display travelling-wave motions in a planar 
oscillating magnetic field (Fig 4D) [77]

In another approach, Walker et al. demonstrated the 
development of a micro-propeller moving under a magnetic 
field. In this approach, a micro-propeller was developed which 
could mimic the functions of H. pylori and can penetrate 
through the gastric mucus. For the interaction with the mucus 
surface, modulation was done by bile salts, polyethene glycol 
(PEG), some polymers, ligands and many more. But when the 
modulation was done by immobilizing urease on the surface 
of micro-propellers, two advantages were observed: (a) 
mobility of the micro-propellers increased, and (b) urease was 
capable of degrading the mucus lining. This approach was 
done to prove that the biomimetic micro-propellers not only 

showed higher mobility on modulation via enzymes but were 
also capable of penetrating the mucus layers [62].

Medina-Sanchez et al. presented microbots made up of 
micro helices capable of transporting spermatozoon. This 
approach was made because of the problems associated with 
the movement of the spermatozoon. Thus, there was a 
requirement to develop a system where spermatozoon could 
be delivered so that they can perform their natural functions. 
The ferromagnetic microbots consisted of polymeric 
microhelix with a coating of NiTi soft-magnetic bilayer. When 
the spermatozoon was loaded on the microhelix, the Ni layer 
of the microhelix followed magnetic propulsion and attained 
a velocity of 17.6 ± 3.53 µm/s. When the spermatozoon was 
delivered to the oocyte, their fusion made this approach 
successful. Under the influence of the magnetic field, the 
transportation and fusion of the spermatozoon with the oocyte 
made this approach applicable in future as well [78].
Swarming is another example of a common phenomenon in 
the natural world. Natural swarm behaviours, as compared to 
individual activities, show exceptional advantages in 
protecting against confounding predators, foraging for prey, 
and structural flexibility as per the environment. Artificial 
micro/nanobot swarms have been constructed to achieve 
collective behaviours and functionalities, drawing inspiration 
from the swarm behaviour in nature. Functionalized Fe3O4  
nanoparticles were used to create a reconfigurable 
microswarm that resembled an ant bridge in an oscillating 
magnetic field [79]. By adjusting the magnetic field, one may 
control the structure and behaviours of microswarms. 
Similarly, drawing inspiration from the swarm behaviour and 
function of the ant bridge stretchable ribbon-like Fe3O4 
nanobots were created to provide a conductive channel for 
electrons between two isolated electrodes. As a result, the 
reconfigurable microswarm demonstrated an exceptional 
capacity to intelligently restore damaged microcircuits in 
biomedical devices [79]. Moreover, a tornado-like 3D 
microswarm was developed by fusing the aforementioned 2D 
swarm behaviour under a magnetic field and light-induced 
vertical hovering. This behaviour was motivated by the 
antigravity migration of zooplankton toward the light. The 
four steps of the swarm's reconfigurable collective behaviour 
from 2D to 3D are rising, hovering, oscillation, and landing. 
In the wild, prey animals frequently congregate into bigger 
groups to confuse or elude predators. Based on this behaviour, 
an intriguing predator-prey interaction system was developed 
in which diffusiophoretic repulsive and appealing 
microparticles acted as predators and prey, respectively. 
Before being combined with predator microbots, the TiO2 
microbots formed a swarm of prey particles. As a result of the 
interactions between repulsive and attracting diffusiophore, 
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the prey swarms began to alter their group shape in response 
to the position of the approaching predators [80].

Fabrication            Functionalization       Swimming                Drug DeliveryA

D

B

C

a b c

Fig 4: A) (a-f) Bacterial flagella inspired movement mechanism of helical microbots (Adapted with permission from 
reference [74], Copyright 2009 Applied Physics Letters); (B) SEM images of development, functionalization, movement and 
drug delivery potential of the microbots having corkscrew propulsion like bacterial flagella (Adapted with permission from 
reference [75], Copyright 2014 Wiley); (C) Two-arm nanobots inspired by freestyle swimming: (a) schematics, (b) 
development of multilinked two-arm magnetic nanobots, (c) SEM image and EDX mapping of two-arm nanobots (Adapted 
with permission from reference [76], Copyright 2017 American Chemical Society); D) Fish inspired nanobots: (a) Illustration 
of various movement forms of natural fish, (b) design and actuation of nanofish. (c) Schematic of the defined coordinate system 
for the simulation of the undulatory motion of nanofish (Adapted with permission from reference [77], Copyright 2013 Wiley). 

3. Applications of micro/nanobots in biomedical sciences

Micro/nanobots are highly miniaturized devices and offer 
the scope of functionalization with various small and 
biomolecules suitable for 'programmed' applications. The 
micro/nanobots thus may prevail over low Reynolds number 
viscous drag and show Brownian motion by transforming 
applied or local fuel into mechanical energy-producing 
desired movement has become an important tool for 
biomedical applications. The power control, viability, and 

usability of profuse nanoscale robotic prototypes have been 
enhanced by immense efforts from the micro/nanobots 
community. The growing interest towards micro/nanobots 
extends true prospects for various biomedical applications, to 
carry out localized diagnosis, remove biopsy samples, and 
take images, as these bots could easily transverse via multiplex 
biological media or thin capillaries. These micro/nanobots can 
independently liberate their payloads at predetermined 
destinations [81]. Biocompatible micro/nanobots can 
degenerate, dissipate and vanish after their mission is 
completed. Amplified tissue invasions and payload retention 
capacity have been revealed by in-vitro micro/nanobots 
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performance. Unbound micro/nanobots constitute a 
prospective substitute for invasive medical robots and passive 
drug carriers [19]. Some of the major and potential biomedical 
applications of micro/nanobots include targeted drug delivery, 
precision surgery, sensing of biological targets, and 
detoxification (Table 2) [18].

3.1. Integrated and targeted drug delivery
Most of the micro/nanobots reported are designed to act as 

transport cargoes. This includes the applications of targeted 
drug/gene delivery. In 2009 Martel et al explored polar 
magnetotactic bacteria to develop micro/ nanobots for drug 
cargo loading [82]. Later researchers demonstrated that drug-
loaded liposomes, nanospheres, and/or free drugs may deliver 
by the micro/nanobots. An interesting example of this is the 
use of catalytic nanobots of Ni/Pt alloy for the transport of 
doxorubicin-loaded liposomes. The precise delivery of the 
drug is possible due to the interaction of ferromagnetic nickel 
of catalytic nanobots with iron oxide captured inside 
liposomes particles or nanospheres. Similarly, Au/Pt 
microbots are interacted electrostatically to associate with 
positively charged polystyrene microspheres while 
streptavidin functionalized polystyrene microspheres are 
linked through biotin-avidin interactions for their efficient 
delivery.

Micro/nanobots can potentially transfer as well as deliver 
therapeutic payloads directly to the target areas, thus boosting 
the therapeutic effects and lowering systemic side effects of 
highly toxic drugs. These drug-delivery micro/nanobots count 
on controlled motion and have a dearth of the force and 
navigation needed for targeted drug delivery and tissue 
invasion. Drug delivery bots should have properties such as 
propelling or hydrodynamic drag force, systematic navigation, 
cargo-towing/release, and tissue invasion to attain accurate 
delivery of therapeutic loads to targeted regions [33,83]. A 
multi-fold tubiform polymeric microbot, enfolding the 
anticancer drug doxorubicin through an absorbent membrane 
template-assisted layer-by-layer assembly was successful in 
delivering the drug load to the cancer cells [84]. Chemically 
driven Janus microbots were synthesized to develop an active 
cargo delivery system with a potential for full diffusion and 
amplification. In an approach, biocompatible drug-loaded 
Mg-based Janus microbots showed systemic self-propulsion 
in simulated body fluid or blood plasma. These microbots had 
embedded payload along with pH-sensitive polymer for 
gastric acid neutralization (Fig. 5a).[18] The magnetic 
microbot’s machinery did direct and targeted drug delivery by 
carrying drug-loaded magnetic materials. Similarly, the 
calcium carbonate (CaCO3) microbot autonomously moves 
under the impact of CO2 bubbles generated due to the 
chemical reaction of tranexamic acid in an aqueous solution 
for delivering thrombin, a haemostatic drug for wound healing 
(Fig. 5c) [85]. In another example, ultrasound-driven nanobots 

were developed which executed fast drug delivery towards 
cancer cells while light-driven micro/nanobots performed 
cargo delivery and release of payload at the targeted site under 
stimuli-responsive disruption (Fig. 5b) [86,87]. In intracellular 
delivery, nanobots can infiltrate via cellular membranes and 
directly deliver numerous therapeutic components into cells 
like quick internalization. The motion of ultrasound-powered 
gold nanowire-based bots inside living cells was utilized for 
expedited intracellular siRNA delivery [88]. For delivery of 
pDNA to human embryonic kidney cells, magnetic micro-
swimmers of helical shape were used [89]. Synthetic nanobots 
that can be fuelled by physiological media like gastric acid and 
water were used in in-vitro applications. These bots can bear 
an enormous load of various cargos, release payloads in a 
responsive autonomous way and ultimately degrade 
themselves to non-toxic by-products [89]. As a model system, 
zinc-based microbots were used for the acid-driven motion in 
the stomach of a mouse, which significantly magnified the 
binding and withholding of the bots in the stomach wall [90]. 
Enteric microbots can accurately position and control 
withholding in required areas of the gastrointestinal tract of 
living mice. Tubiform magnesium microbots act as a vigorous 
nanobiotechnology tool for integrated and targeted drug 
delivery [45]. Magneto-aerotactic bacteria can be used to 
transport drug-loaded nanoliposomes into hypoxic regions of 
tumours. To stop haemorrhage through blood vessels in mice 
and pigs, thrombin was soaked up on adsorbent particles. In 
this approach, spermatozoon microbots were used as 
multifunctional surface micro-rollers for intravascular drug 
delivery. The drug release mechanism was achieved under 
visible light, near-infrared light, and magnetic fields. Drug 
Delivery capsules utilized a remote-controlled triggering 
mechanism to move and eject the drug actively for one time in 
a controlled amount at the targeted site [91]. Chemotactic 
bacteria were used to transfer potential drug-loaded 
nanoparticles using magnetic fields for a controlled and 
directional movement so that they can reach their specific sites 
before liberating the prospective drug cargo.

Nanorockets are another form of nanobot that proved to be 
highly resourceful for the direct delivery of drugs to the 
tumour cells. Nanorockets developed from layer-by-layer 
chitosan/alginate assembly are designed such that the inner 
layer of the framework can incorporate platinum nanoparticles 
stabilized with poly (diallyl-dimethylammonium-chloride) 
while the outer layer of the framework acting as a container 
loads doxorubicin [92]. These nanorockets have the potential 
to break in HeLa cells and discharge doxorubicin. The 
maximum speed nanorockets can propel is 74 µm/s and can 
easily cover a distance of more than 30 cm.  Like nanorockets, 
rolled microtubes of Ti/Fe/Pt alloy have immense potential for 
drug delivery. It entraps the drugs within the microtubes 
through laminar fluid motion. This design was pre-
functionalized and optimized with surfactants and fuel 
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concentration to produce highly efficient nano-cargoes. These 
drug-loaded nano-cargoes can propel up to the speed of 275 
µm/s [92]. 

3.2. Biosensing and Isolation
The simplest and most widely used method for biosensing 

is fluorescence-based sensing owing to its background-free 
working principle. Merkoçi and co-workers demonstrated 
microarray-based immune sensing with microbots. Antibodies 
were labelled with the fluorophore and when they bound with 
the target molecules, the fluorescence intensity was measured. 
Capturing and transporting proteins through microbots can 
easily be detected in the presence of highly efficient 
fluorescent tags [93]. Furthermore, the fluorescence on-off 
strategy is also applicable for biosensing where de Ávila and 
co-workers demonstrated nanobots following ultrasound 
propulsion having a biosensing property against miRNA. It 
senses miRNA intracellularly and has real-time operations 
(Fig. 5f, 5g) [94]. Similarly, they also used the fluorophore 
fluorescein amine-coated microbots for the detection of nerve 
agents using stimulants like sarin and soman following the 
fluorescent on-off strategy. Microbots can be surface 
functionalized with fluorescent tags for protein detection that 
can easily perform capturing and transportation of specific 
proteins [93].

A new approach of biosensing was made where the 
identification of proteins and hybridized nucleic acids were 
done based on their motion. The functionalized particles have 
been bonded specifically to the micro/nanobots propelling in 
the presence of chemicals and their propulsion speed can also 
be lowered [95]. With this idea, Yu et al. developed a 
microbots-based sensor to identify the concentration of cancer 
biomarkers. Secondary antibody-modified microspheres were 
loaded on cancer biomarkers leading to an increase and 
decrease in the dimension and speed of the microbots 
respectively. By following this idea, it was easy to detect the 
cancer biomarkers within 5 min [96,97].

Another approach of target isolation via microbots can also 
be applied through lab-on-a-chip diagnostic devices. This 
approach has the advantages of capturing, integrating, 
releasing, transporting and detecting targets in micro-ranged 
channels or reservoirs [98,99]. Further, biosensing can also be 
done via electrogenerated chemiluminescence (ECL). These 
microswimmers were propelled by bipolar electrochemistry, 
exhibiting ECL and were also able to monitor the glucose 
concentration in phosphate buffer saline (PBS) solution [93].

Micro/nanobots generally fall within the size range of most 
biomolecules. So, it can perform better in terms of sensing and 
segregating cells as well as biomolecules from biological 
samples. Micro/nanobots are investigated to be able to capture 
and transport various biomolecules and cells based on donor-
receptor interaction. E. coli expressing polysaccharides on the 
surface of cells are identified and isolated efficiently using 

lectin bioreceptor functionalized catalytic nanobots of 
Au/Ni/Pt. Lectin receptors like ConA-based micro/nanobots 
can selectively pick the target bacterial pathogens like S. 
cerevisiae and S. aureus from a human urine sample [100]. 
Attempts are being made to develop nanobots for sensing 
applications using a sequence of oligonucleotides. For 
example, single-stranded DNA functionalized mesoporous 
silica nanobots for successfully isolating DNA and other 
functional oligonucleotides from biological fluid samples 
(Fig. 5d, 5e) [101]. Aptamers are a kind of functional 
oligonucleotides having a very high affinity towards proteins. 
So, these aptamers can be optimized and incorporated with 
nanobots for high-profile identification and isolation of 
various types of proteins and peptides from biological samples 
[102].

Gastric, pancreatic, and colorectal tumour cells overexpress 
carcinoembryonic antigens within the system. The anti-
carcinoembryonic antigen monoclonal antibody-based micro 
or nanorockets are developed to capture these tumour cells. 
The monoclonal antibody has a high affinity for a 
carcinoembryonic antigen which becomes the prime 
mechanism for sensing, sorting, and isolation of tumour cells 
by micro or nanorockets. Nanobots are shown to be highly 
efficient and specific in sensing and isolation of biomolecules 
and cells. This capability of nanobots is explored further to 
develop integrated bioanalytical microchip devices [103].

The successful seizure and separation of target analytes in 
complex biological media by autonomously propelled 
microbots can be executed for several biosensing applications 
towards the exact diagnosis of diseases [104,105]. The sensing 
quality, mobility, robust binding and transfer capacities of 
micro/nanobots led to several ways for the identification and 
separation of biological targets like proteins, nucleic acids, 
and cancer cells in unprocessed body fluids [97,106,107]. 
Synthesis of functionalized microbots displayed successful 
isolation of sensitive and localized thrombin from biological 
samples [108]. Similarly, a tubular micro-rocket was 
synthesized with targeting ligands like antibodies for the 
recognition and isolation of target cancer cells.[109] The 
nanobots-based target isolation method could be integrated 
into lab-on-a-chip diagnostic devices, incorporating 
independent detection, capture, active transport, and release 
functions inside their discrete tapered micro-passages. This 
Micro-engine biosensing approach could perceive salient 
implementations for profiling miRNAs expression at a single-
cell level at different clinical layouts [110,111].

Amongst all the noble metal-based nanoparticles, Au 
nanoparticles have persistently been used for biosensor 
implementations because of their biocompatibility, optical and 
electronic properties and comparatively simple production 
and modification [18]. Au nanoparticles can act as service tags 
when linked to secondary antibodies in our DNA strands. Au 
nanoparticles have the potential to transport electrons in a 
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wide range of electroactive biological species acting as nano-
biosensor. Au nanoparticles can also act as electron shuttles 
[112,113]. Semiconductor nanocrystals called quantum dots 
(QDs) can be utilized as nanomaterials for biosensing 
applications. Magnetic nanoparticles could act as a possible 
substitute for fluorescently labelled biosensing devices. 
Systematic isolation of DNA strands in composite biological 
fluids could be attained in a quick and structured way, using 
silica or Au-coated shell nanoparticles. Magnetic labels were 

of interest for biosensing applications as biological entities did 
not show any magnetic behaviour or susceptibility and 
therefore no interference happened during signal capturing. 
The ultra-highly sensitive magnetic-resistant biosensor was 
developed for detection. These E. coli were identified in 
skimmed milk samples using a Magneto-Geno sensing setup. 
Nanostructures can be used as electronic electrochemical 
transducers in biosensors [18].

a b

c

d

f

e

g

Fig. 5: a) Au-coated Mg microbot with payload embedded with pH-sensitive polymer for gastric acid neutralization. 
(Adapted with permission from reference [84], Copyright 2017 Wiley); b) Light-driven micro/nanobots performing cargo 
delivery and release of payload at a targeted site under stimuli-responsive disruption. (Adapted with permission from reference 
[87], Copyright 2016 Wiley); c) Calcium carbonate (CaCO3) microbot autonomously moving under the impact of CO2 bubbles 
generated due to the chemical reaction of tranexamic acid in an aqueous solution for delivering thrombin, a haemostatic drug 
for wound healing. (Adapted with permission from reference [85], Copyright 2016 Elsevier). d) Micro/nanobots functionalized 
with different receptors for biosensing various analytes along with different cells, nucleic acids and proteins. (Adapted with 
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permission from reference [18], Copyright 2017 AAAS); e) Microrockets functionalized with single-stranded DNA for 
selective hybridization and nucleic acid isolation. (Adapted with permission from reference [101], Copyright 2011 American 
Chemical Society). f-g) Intracellular detection of miRNAs by US-propelled ssDNA@GO-functionalized gold nanobots and its 
fabrication process (Adapted with permission from reference [94], Copyright 2015 American Chemical Society).

3.3. Bioimaging
Advancement in micro/nanobots is found to act as a boon 

for the field of bioimaging and medical imaging technology. 
Because there are several micro/nanobots available that could 
serve as a new class of imaging agents and/or contrast agents 
having minimal invasive methodology under natural 
physiological and pathological conditions. Actually, for the 
tracing of the movement of bots, and visualization of the route 
of propagation in real-time, the observable placing of 
autonomous micro/nanobots is crucial. Therefore, diverse 
imaging modalities like optical microscopy imaging, 
fluorescence imaging, magnetic resonance imaging, 
ultrasound imaging, photoacoustic computed tomography 
imaging, and computed tomography have been tried to spot 
micro/nanobots for the same. Additionally, it was evident that 
functionalized micro/nanobots have a high degree of 
sensitivity and better selectivity towards some of the 
pathological factors such as temperature, pH, H2O2, and 
cellular microenvironment. This provides an opportunity for 
micro/nanobots to potentially differentiate biological tissues 
via the above-mentioned imaging much more efficiently. The 
challenges to the current imaging system of obtaining the 
finest information on the vascular system have been overcome 
by the introduction of magnetic nanobots that served as a 
contrast agent for magnetic resonance imaging (MRI). For 
example, microbots developed from silica nanosphere 
converters coated with catalase were demonstrated as 
effective agents for magnetic resonance imaging. This 
catalase-coated nanosphere has a significant ability to break 
down inflammation related to H2O2 into H2O and O2, forming 
micron-size bubbles. Thus, these nanospheres could also be 
used as bubble-based ultrasound imaging. A standard 
prototype of improved and efficient scanning probe 

techniques was developed by engineering tiny robots with 
nano-optical elements, which might surpass the challenges 
faced by optical imaging devices [114]. 

Recently, microbot capsules were administered in mice and 
illuminated with near-infrared (NIR). This NIR triggered the 
autonomous propulsion of microbots and also facilitated real-
time imaging of targeted regions. Microbot capsules when 
irradiated with continuous-wave (CW) NIR at the target site, 
the capsule collapsed and released the microbots (activating 
the movement of the bots). Autonomous movement of the 
microbots consequently promoted efficient retention and 
cargo delivery inside GI (Fig. 6a-e) [115]. Furthermore, for 
structural analysis of micro/nanobots of more than 200 nm and 
to trace their instantaneous movement practices, optical 
microscopy imaging was performed. Fluorescence imaging 
was expedited for the visualization and constant tracing of 
micro/nanobots that offers better scope to employ them for 
several biomedical applications [116]. For magnetic 
resonance imaging, nanobots were demonstrated to be 
extremely valuable [117]. In-vivo propulsion of magnetic 
microbots could be accurately managed due to the MRI 
visualization, and hence have likely been useful for 
biomedical applications like designated drug conveyance. 
Similarly, magnetic micro-swimmers developed from 
Spirulina Platensis for cross-sectional magnetic resonance 
(MR) imaging delivered in subcutaneous tissue/GI of mice 
followed by a recording of MR imaging that was used to probe 
inside the rat stomach and tissue (Fig. 6f-h) [118]. The studies 
showed that autonomous round nanobots of a high-refractive-
index medium might work as portable micro-lenses to screen 
bigger regions. Polystyrene microspheres covered with Ni and 
Pt sheets were employed in a directed way to highlight point 
nanoscopic imaging [119].
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Fig. 6: a) Schematic representation of the functioning of microbot bioimaging system based on photoacoustic computed 
tomography (PACT). Microbot Capsules (MCs) were administered in mice and illuminated with near-infrared (NIR). The NIR 
triggers the autonomous propulsion of microbots and also facilitates real-time imaging of targeted regions simultaneously. b) 
Schematic of PACT-based microbot bioimaging setup for bioimaging gastrointestinal tract (GI). c) Representation of coating 
on microbots that prevents its degradation inside GI. d) Microbot capsules when irradiated with continuous-wave (CW) NIR at 
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a target site, the capsule collapses and releases the microbots (activating the movement of the bots).  e) Autonomous movement 
of the microbots promoted efficient retention and cargo delivery inside GI. (a-e) Adapted with permission from reference [115], 
Copyright 2019 AAAS. f) Magnetic micro-swimmers developed from Spirulina Platensis for cross-sectional magnetic 
resonance (MR) imaging delivered in the subcutaneous tissue of mice in two different concentrations. g) MR imaging through 
MSP when administered inside the stomach of mice in two different concentrations. h) MR imaging inside the rat stomach 
under a similar condition when subjected to actuation and steering through a rotating magnetic field. (f-h) Adapted with 
permission from reference [63], Copyright 2017 AAAS.

3.4. Biopsy and nano-surgery 
Precision is the key to the successful surgery of complex 

tissues and organs. Minimal-invasive surgery is very 
challenging using current in-practice techniques and 
technologies. However, the use of micro/nanobots can 
overcome this challenge easily [120]. Magnetic nanojets and 
drillers are propelled and guided through the biological 
systems under external magnetic fields. An example of this is 
Ti/Cr/Fe and In GaAs/GaAs/CrPt micro-driller which can 
reach up to and drill in the HeLa cells. Mostly, nanobots are 
chemically driven such as using hydrogen peroxide or 
hydrazine as a propulsion mechanism which is toxic to the 
biological system, thus hindering most of the in vivo 
biomedical applications. So particular attention is given to the 
physically driven nanobots, having the ability to be 
modulated, controlled, and guided externally. An attempt has 
been made to modify and optimise these nanobots and micro-
drillers. An iron oxide coating is done on Ti/Cr nanotubes 
before it is rolled up to obtain sharp tips micro-drillers. This 
magnetically functionalized the micro-drillers. This setup has 
been experimented with to drill porcine liver tissues. As the 
micro-driller reached the porcine liver tissue a rotational 
magnetic field is applied to have its centre at the liver tissue 
itself (Fig. 7e) [121]. This reorients the micro-drillers 
horizontally and vertically while moving towards the porcine 
liver tissues and ultimately starts the drilling process. The 
diameter of the drill remains the same as the diameter of the 
driller thus providing flexibility to surgical demands of 
adjusting drill diameter. Changing the diameter of magnetic 
micro-drillers will change the drill size in tissues and cells. 
Another excellent example of physically driven nanobots is 
ultrasound-assisted nano-surgery. Ultrasound-driven micro 
bullets are a very powerful nano-surgical tool (Fig. 7a) [18]. 
Under-applied ultrasound triggers the vaporization of 
perfluorocarbon loaded within micro-bullets producing a 
powerful thrust and generating ultrafast propulsion of micro-
bullets. The speed of propulsion is very high, that is 6.3 m s-
1, making deep piercing in lamb kidney tissues as reported in 
an experiment [122].

Nanotechnology has a significant perspective in the area of 
surgery. With surgical actions becoming increasingly less 
invasive, nanotechnology could have a huge impression 
whether it is non-invasive methods executed remotely or the 
occurrence of nanoscale tools for surgical procedures [123]. 
Anti-infective materials such as nanosilver could be very 
favourable, particularly in the growing infection problem of 
hospitals. Smart micro-sensors were implanted for the 
examination of the internal state and situation as they were 
executing the venous approach in adults [124]. Like natural 
minerals, nano-polymer scaffolds were prepared and utilized 
to make teeth and bone implants. Titanium (Ti) having great 
biocompatibility properties has often been used for 
orthopaedic implants. In Hernia surgery, mesh implant was 
made out of tetanized synthetics that lowered the scarring and 
postoperative pain compared to regular plastic meshes 
because of the biocompatibility of Ti. Semi-autonomous pre-
programmed micro/nanobots were developed for executing 
them in several biomedical-related operations. The 
micro/nanobots follow ultrasound propulsion synchronized 
with a computer under the supervision of a surgeon making it 
applicable in pathological and diagnostic operations. It is used 
for on-site nanomanipulation works [123]. Miniaturized 
microscale sensors were used to examine and monitor 
biological signals like the release of proteins, and antibodies. 
In response to frequent cardiac ailments, nanotechnology 
assisted in divulging the process that has been involved in 
various cardiac diseases thus providing cardiac therapy. Nano-
surgery enabled accurate ablation of cellular and subcellular 
structures without compromising cell viability and with 
minimal damage to surrounding cells. Nano-tweezers were 
utilized for the imaging and manipulation of nanosized 
objects. Untethered micro-robotic tools ranging from nano-
drillers to micro-grippers and micro-bullets provide unique 
abilities for minimally invasive and precision surgery (Fig. 7b-
6d) [125,18].

Table 2: Applications of different types of micro/nanobots in bioengineering or biomedical sciences with their respective 
advantages and disadvantages.
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3.5. Isolation of cancer cells and cancer therapy 
Micro/nanobots can also potentially be effective in cancer 

cell isolation and therapy through deep tumour penetration 
[131,109]. In an approach, Hortelão et al. demonstrated the 

S. 

No.

Micro/Nanobots Propulsion 

Method

Bioengineering 

Application

Advantage Limitation Ref.

1. Gold Nanowires 
(AuNWs)

Acoustic Drug Delivery Easy delivery of 
doxorubicin drug to the 
HeLa cells with an 
average speed of 60 
µm/s.

-Biocompatibility 
of AuNWs in living 
Cells is not vividly 
explored.

[112]

2. Microgrippers Thermo-
biotically

Precision 
Surgery

-Catch live fibroblast 
cells in a capillary tube. 
- Efficiently move out of 
capillary with caught 
cells.
- Good for tissue biopsy. 

-Grippers might 
become held up in 
tissue before 
arriving at the 
objective.

[125, 

126]

3. Tubular 
Implantable
Microbots

Magnetic Targeted Drug 
Delivery and 
Minimally 
Invasive 
Surgery

-Direction and incitation 
on various tissue types 
under high shear, can 
efficiently be explored

-NA [127]

4. Micro-bullets Acoustic 
droplet 
vaporizatio
n

Precision 
Surgery

-Application under 
natural conditions is 
possible.
- Empowers sutureless 
infusions into the eye.
-Biocompatible films of 
microbots can effectively 
be filled with drugs and 
transferred.

-Hard to interface, 
customize and 
design, complex.

[18]

5. Medibots Magnetic Precision 
Surgery and 
Drug Delivery

-Ultrafast development 
with paces of more than 
6 m/s.
- Adequately pushes to 
profound tissue 
infiltration, removal and 
annihilation

- Requires careful 
handling.

[128]

6. Enteric 
Micromotor

pH-induced Drug Delivery - Can efficiently per 
multiple functions like 
cell cut followed by drug 
delivery.

-High Cost [98]

7. Tubular 
Microengines

Biological 
receptor

Biosensing and 
Isolation

- High specificity.
- Controllable 
maintenance of desired 
fragments in the 
gastrointestinal (GI) tract 
of living mice.
- Site-explicit GI 
conveyance. 

-Future 
examinations are 
required to approve 
the conveyance 
effectiveness and 
restorative 
adequacy

[129]

8. RBC-Mg Janus 
micromotor

Water-
powered

detoxification -High specificity. -Complicated bot 
design.

[50,130

]
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biocatalytic nanobot made up of mesoporous silica powered 
by enzyme urease. The core of the shell consisted of 
mesoporous silica with the anticancer drug (Dox) loaded on 
its surface. The self-propulsion was observed via optical 
tracking and dynamic light scattering. The success of this 
approach was attained when the drug-loaded was released at 
the targeted HeLa cells and the production of ammonia was 
observed at a high substrate concentration of urea substrate 
(Fig. 7f) [132]. After an incubation of 1, 4, 6, and 24 h, a 
higher content of Dox was detected inside HeLa cells. These 
enzyme-powered nanobots proved to be an efficient way for 
drug delivery and cancer therapy [1,133]. In a praiseworthy 
effort, a new approach was introduced where Au/PEDOT/Pt 
microbots were developed for the detection of miRNA-21 
(cancer biomarker). Before getting into the intracellular 
studies, an anti-miRNA probe was made consisting of probe 
DNA/Au/PEDOT/Pt/MMs for the identification of the 
miRNA-21 target sequence as a proof of concept. Later, 
intracellular studies were done against 4 different cancer cells. 

The DNA/Au/PEDOT/Pt microbots were used for analysis 
against A-549 (human lung carcinoma cell line), I (human 
breast cancer cell line), SJSA-1 (human osteosarcoma cell 
line) and, HT-29 (human colorectal adenocarcinoma cell line). 
It was observed that the microbots exhibited high potential in 
the treatment of breast cancer because of their cytotoxic 
effects and their anti-proliferative properties [59]. In 2017, 
Amouzadeh Tabrizi et al. demonstrated the MnO2-
PEI/Ni/Au/aptamer-based nanobots. This technique was used 
to capture and isolate the HL-60 (cancer cells) from the human 
serum as the aptamer had a high affinity to capture. The 
electrochemical impedance spectroscopy technique was used 
to determine the concentration of cancer cells. The cancer cells 
were released on the surface of aptamer KH1C12/nanobots into 
the solution. A good response was observed by the APTA-
sensor towards the concentration of HL-60 cells ranging from 
2.5×101 to 5×105 cells mL-1 with a low limit of detection of 
250 cells mL-1 (Fig. 7g) [134].
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g
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Fig. 7: a) a) Microbullets loaded with perfluorocarbon for tissue ablation propelling under acoustic droplet vaporization 
mechanism; b) Electroforming of implantable magnetic tubular microbots for eye surgery; c) Thermo-biochemically propelling 
Micro-grippers for catching live fibroblast cells; d) Autonomously moving nano-drillers performing surgery on single cell; (a-
d) Adapted with permission from reference [18], Copyright 2017 AAAS. e) Schematics representing magnetically propelled 
microbots with sharp tips, that are capable of micro-drilling on porcine liver tissues; (Adapted with permission from reference 
[121], Copyright 2013 Royal Society of Chemistry). f) Schematics representing chemically propelled enzymatic Janus 
microbots loading doxorubicin and releasing onto the cancer cells using NIR laser; (Adapted with permission from reference 
[132], Copyright 2014 American Chemical Society). g) Nanobots/nanomotors for isolation of cancer cells via determination of 
HL-60; EIS (Adapted with permission from reference [134], Copyright 2018 Elsevier).

4. Advantages of micro/nanobots in the biomedical field These micro/nanobots are very helpful in targeted drug 
delivery for the treatment of various diseases. With the help of 
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guided motion, we can load the drugs on the micro/nanobots 
and deliver them to their targeted sites. They also possess 
sensing abilities thus; they have widely been used for 
biosensing purposes. To make these micro/nanobots more 
biocompatible, they have also been functionalized with 
different biomaterials to increase their activity and 
biocompatibility. Their lab-on-a-chip application aids the easy 
detection and identification of agents causing diseases. Apart 
from the above-mentioned advantages, the synthesis of 
micro/nanobots is cost-friendly and their controlled motion & 
controlled release of drugs has attracted scientists to use them 
as their tool in the biomedical field for biopsy, nano-surgery, 
isolation of cancer cells and their therapy as well.

5. Toxicological concerns of micro/nanobots in biomedical 
applications

Nanomaterials are the precursor for the development of most 
micro/nanobots. These nanomaterials usually trigger various 
toxic effects in different parts of the body such as respiratory, 
cardiac, and central nervous systems, etc depending on their 
composition and surface chemistry. The very small size of 
these nanomaterials alleviates the chances for their interaction 
with cells, tissues, organs, and macro or micro biomolecules 
[135]. Consequently, it causes cell membrane disruption, 
fibrillation, protein structure destabilization, enzyme 
inhibition, and thiol crosslinking. Inhibition of the enzyme 
generates abnormal processes in the metabolic pathway and 
the generation of a high amount of reactive oxygen species 
(ROS) [136]. Furthermore, it can lead to DNA damage and 
cell death. Therefore, these consequences are considered fatal 
as they might lead to the severe physiological interruption of 
biological function Moreover, major factors responsible for 
the toxicity of nanomaterials depend on their structural and 
physicochemical properties such as size, charge, surface 
functionalization, coating, chemical composition, aggregation 
state, concentration, shell, and period of interaction with 
biological components. The suitable and judicious 
modification of these structural and physiological properties 
is the underlying principle for the development of micro or 
nanobots which would be biocompatible and environmentally 
friendly. Another toxicological concern for micro or nanobots 
is chemical fuel-based self-propulsion mechanisms. The most 
commonly used fuels are generally toxic such as hydrogen 
peroxide and hydrazine. These are biologically incompatible 
and might cause adverse biological impacts even at their 
lowest concentration. Therefore, it is extremely important to 
have a vivid knowledge of every factor as well as mechanisms 
that are involved in the toxicity of nanoscale materials and 
explore the possible ways to develop biocompatible and 
efficient micro or nanobots that are potential for disease 
diagnosis and treatment in various biomedical applications. 

6. Conclusive remarks and future perspective

Micro/nanobots have made significant advancements in the 
past decade, leading towards providing overwhelming support 
and replacement for conventional theranostic techniques. 
Undoubtedly, the prospects of using these effective and 
efficient micro/nanobots in various fields are exceptional. 
Substantial progresses have been seen in the development of 
self-propulsion bots and devices for on-chip applications. 
However, in-vivo applications are still facing several major 
challenges as this area still requires rigorous testing on an 
animal model for its effectiveness. The composition, 
architecture and chemical properties are crucial parameters, 
which need to be optimized and standardized in a better way 
for real-life applications. Moreover, it is considerably found 
to be difficult to achieve single-cell precision when applied to 
a human model. Furthermore, multiple active and passive 
barriers in the human body are ignored mostly in the case of 
available bots that might create hindrances in the performance 
of the micro/nanobots for clinical applications. Monitoring the 
autonomous movement of micro/nanobots in blood vessels 
under pulsed blood flow is very difficult, thus simultaneous 
performing applications like drug delivery and biosensing was 
found to be challenging in several cases. Therefore, the proof-
of-concept research still needs to be translated into real-world 
biomedical applications after cautiously optimizing bot 
physicochemical properties. Significant research has been 
going on in this direction to overcome the challenges 
associated with real-life applications. The introduction of 
biologically driven micro/nanobots is one such step towards 
the development of biocompatible and officious self-
propulsion devices for numerous biomedical applications. 
Therefore, it is to be deemed that more efficient, 
programmable and smart micro/nanobots will take charge 
over many areas of conventional bioengineering applications 
in the near future.    
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H2O2 - Hydrogen Peroxide; O2 – Oxygen; H2O – Water; Pt – 
Platinum; Ag – Silver; MnO2 - Manganese Dioxide; Mg – 
Magnesium; Al – Aluminium; CoFe2O4 - Ferromagnetic 
Cobalt Ferrite; Pd – Palladium; NaOH - Sodium Hydroxide; 
DEHPA - di(2-Ethylhexyl) phosphoric acid; PPy-Cd - 
poly(pyrrole)-cadmium; CdSe-Au-CdSe – Cadmium 
Selenide-Gold; Ni – Nickel; CoPt – Cobalt Platinum; TiO2 - 
Titanium Dioxide; AgCl - Silver Monochloride; HMSNPs - 
hollow mesoporous silica nanoparticles; GOx - Glucose 
Oxidase; MSD – mean square displacement; DLS – dynamic 
light scattering; NiTi – nickel titanium; Na2Ti6O13 - fibrous 
titanate; Sr – Strontium; Zn – Zinc; Fe – Iron; ECL - 
electrogenerated chemiluminescence; PBS – phosphate 
buffered saline; Cr – Chromium; Dox – Doxorubicin; MCF-7 
– Michigan Cancer Foundation – 7; EIS - electrochemical 
impedance spectroscopy technique; ROS – reactive oxygen 
species; DNA – deoxyribonucleic acid; siRNA – small 
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interfering ribonucleic acid ; miRNA – micro ribonucleic acid; 
MRI – Magnetic Resonance Imaging, pDNA – plasmid deoxy 
ribonucleic acid; ZnO – Zinc Oxide; JHMSNP-Janus Hollow 
Mesoporous Silica Nanoparticles; GA-Glutaraldehyde; 
CLSM-Confocal Laser Scanning Microscope; ECL-
Electrogenerated Chemiluminescence; PBS-Phosphate-
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1.Introduction 
As civil engineering is under constant technological 

advancements with increasing number of high-rise 

structures and long-span bridges etc., concrete with 

greater compressive strength has always been in 

focus. In certain instances, additional durability 

features like low water penetrability, resistance to 

acid, sulphate, and chloride attack, and workability 

are desirable in addition to compressive strength. Due 

to its extensive use in constructions, buildings, 

industries, road bridges, and airport terminals, 

concrete is one of the most scrutinised materials. 

Cement plays a significant role among the various 

materials utilised in the manufacturing of concrete 

due to its size and adhesiveness.  
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Concrete without any mineral admixture is not 

capable to withstand environmental impact. It is 

vulnerable to the ingress of ions and fluid in extreme 

environment, due to porous microstructure. In coastal 

region the ingress of chloride ion in concrete 

structure through pores lead to corrosion of steel and 

finally damage of structure [1]. The local 

environment around the concrete plays a significant 

role in changing the properties and quality of 

concrete. In these environments, presence of sulphate 

either in the ground water or in the soil or in sea 

water affects the quality of concrete and may prove to 

be harmful for the underground structures [2, 3]. 

Concrete infrastructure is susceptible to deterioration 

due to environmental conditions over time. Common 

deterioration factors include salt corrosion to 

reinforced concrete structures, freezing and thawing 

in cold climates, carbonation from carbon dioxide, 

Research Article 

Abstract  
Cement, which is a primary component of concrete and the manufacture of which generates a significant amount of CO2, 

has an adverse effect on the environment. The environmental effect of manufacturing cement may be decreased by 

focusing on improving their durability criteria. Sufficient number of nanoparticles may be incorporated to the concrete 

mix to change the cementitious materials' nano-structure and increase concrete’s durability as well. The present article 

examines the synergistic influence of nano silica (NS) and water-binder (w/b) ratio on concrete subjected to aggressive 

chemical environment and thus examines the durability of the mix. To study the tendency of binary mix concrete with NS 

subjected to aggressive environment; acid test, sulphate test and chloride resistance test have been conducted in 

laboratory. To meet the research objectives the concrete specimen was exposed to 5% sulphuric acid, 5% sodium sulphate 

and 5% sodium chloride respectively for 60 days. To perform this study, eighteen mix proportion were prepared for M35 

concrete by six partial replacement level of cement with NS, viz. 0, 0.5, 1.0, 1.5, 2.0 and 2.5% and three dissimilar w/b 

ratio, viz. 0.36, 0.40 and 0.44. The percentage drop in weight and compressive strength of concrete specimen after the 

chemical attack has been measured. The test results showed that there is significant effect of NS and w/b ratio on 

improving the resistance of concrete towards chemical attack. But the effect of NS inclusion was more prominent than 

w/b ratio. To gain extra insights for the durability of the mix, flexural tensile test and split tensile strength test was 

performed. To investigate the morphology and properties of the mix at microscopic level scanning electron microscope 

(SEM) test was also performed. 
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and chemical attacks from acid solutions. Acid rain 

contributes to concrete building corrosion. Acid rain 

is also responsible for degradation of concrete 

structure constructed in vicinity of industrial area or 

polluted area by weathering action [4]. The concrete 

structure, which are constructed in the coastal zone or 

water retaining structure are more susceptible to 

aggressive environment. Some common types of 

chemical attacks which influence the durability of 

concrete, such as acid attack, sulphate attack, 

chloride attack and carbonation [57]. These 

drawbacks associated with the cement motivated the 

need to study advanced mix proportions that would 

help in increasing the strength as well as the 

durability of the concrete. To counteract these 

drawbacks and to produce concrete with improved 

qualities, several materials known as supplemental 

cementitious materials (SCMs) are often blended to 

the concrete mix. Some SCMs include rice husk, fly 

ash, blast furnace slag, silica fume and nano silica 

(NS). The SCMs are a waste product, and 

substituting cement with these materials not only 

results in high-strength and long-lasting concrete, but 

is also beneficial for the environment by enhancing 

sustainability in the construction. Nanoscale research 

on hydration products (calcium hydroxide, ettringite, 

mono-sulphate, un hydrated particles, and air spaces) 

is vital for addressing durability difficulties in 

concrete and promoting sustainability. Research has 

been conducted in this area in recent years. Recently, 

nanotechnology has been employed or proposed for 

use in a variety of applications, and it has attracted 

more popularity as a technology for building 

materials, with both possible benefits and problems 

highlighted [811].  

 

One of the most popular SCMs that is currently being 

widely used is NS. NS are nanoparticle whose small 

dosage can significantly improve the concretes 

properties. With the incorporation of NS along with 

the micro fibres in the concrete mix, variety of 

properties on the concrete performance can be 

investigated. Addition of NS to the concrete is found 

to be effective in dipping the porosity and also 

protects the concrete against sulphate attack [1214]. 

Researchers found that adding NS improved the 

compressive and tensile strength of concrete also, 

particularly in early use. They observed that NS 

improved cement paste microstructure. It was also 

concluded that NS concrete resists permeability 

better [15, 16]. 

 

Concrete mixes generated by adding NS as a binder 

are found to have lower workability as compared to 

the plain mixes, thus reducing the initial and final 

setting time [17, 18]. The available literatures also 

suggests that even small dosage of NS in the concrete 

mix are effective in increasing the mechanical 

properties. It is found that by the addition of 4 

percentage (by mass of cement) of NS, 70% 

enhancement in the compressive strength can be 

achieved [19]. 

 

In this research, the main objective was to focus on 

the effect of NS and water-binder (w/b) ratio on acid, 

sulphate and chloride resistance of concrete have 

been studied. Furthermore, flexural strength test, split 

tensile strength test have been conducted followed by 

microstructural investigation of the concrete mix by 

scanning electron microscope (SEM). The impact of 

w/b and NS on concrete's resistance to acids, 

sulphates, and chlorides was also investigated. 

  

The article is organised as follows. Literature review 

is thoroughly discussed in section 2. Experimental 

sequence, methodology along with material 

properties are discussed in section 3. Section 4 

presents all the results obtained from the experiments 

conducted. An extensive discussion of the tests is 

presented in section 5. A separate discussion section 

including the outcome and limitations of the study is 

added in section 6. Lastly, the overall conclusion 

along with the scope for future work is presented in 

section 7. 

 

2.Literature review  
Due to the severe harm that acids add to concrete 

buildings, acid attacks on hardened concrete have 

always attracted researchers on improving the acid 

resistance of the concrete. Due to the expansion of 

industrial and urban areas, which causes acid media 

to come into contact with concrete structures, the 

main reason of acid attacks is the spread of acidic 

sources [20]. The impact of acid attack on building 

material has been recognised and studied over 

centuries. Cement and concrete are negatively 

impacted by acid precipitation with a pH level in the 

range of 3.0 to 5.0. Acid attack may be generated 

from a variety of sources, including silage effluents, 

acidic waste water, and acidic rain [2022]. 

Comparison of biogenic as well as chemical acid 

attack for evaluating the last stage of corrosion on 

flexural microstructure of concrete have been 

addressed [23]. Concrete's alkaline nature makes it 

extremely susceptible to acidic attack. The acids 

attack various cement matrix hydration products, 

resulting in their breakdown and a corresponding 

decline in the mechanical characteristics of concrete. 
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Very few of the hydraulic cements, regardless of their 

kind are able to provide satisfactory and durable 

resistance to acid attack [24]. 

 

Most researchers agree that chloride and sulfate 

deterioration is the biggest issue for concrete 

structures, particularly in maritime conditions. 

Sulphate assault occurs when calcium hydroxide 

interacts with sulphate ions, converting alumina-

containing hydrates to high-sulfate ettringite.  When 

chloride ions contact steel, they de-passivate the 

surrounding area, causing corrosion in the presence 

of water/air. Corrosion products are larger than the 

original steel, causing concrete expansion and 

spalling. The sulphate attack is a significant threat to 

the serviceability and durability of concrete. 

According to some reports, the chemical reactions 

between sulphates and the hydrated phases of 

concrete are responsible for causing the sulphate ions 

to diffuse into the concrete and thus degrade the 

quality of concrete [2528]. The preliminary results 

indicates that sulfur-dioxide contributes significantly 

in the deterioration of concrete especially in the 

regions of high pollution. An expanded numerical 

technique is also available which uses Fick's law and 

reaction kinetics to estimate concrete deterioration in 

sodium sulphate solution [29, 30]. The high dilution 

of chloride and sulphate ions in the marine 

environment makes it particularly aggressive. 

Sulphate ions damages the concrete by producing 

expansive ettringite and gypsum, while chloride ions 

weaken concrete structures by starting the corrosion 

of the reinforced steel [31, 32]. One of the most 

crucial factors that must be to taken into 

consideration while discussing the durability of 

concrete is chloride attack. As the facts suggests, 

chloride attack primarily results in reinforcement 

corrosion significantly. According to statistics, 

reinforcing corrosion accounts for more than 40% of 

structural failures [33]. The leaching of calcium 

hydroxides and the creation of porosity are two other 

processes that chloride is known to activate from. 

Complex reactions are involved in calcium silicate 

hydrate (CSH). Concrete is negatively impacted by 

the de-calcification effect of NaCl, the creation of 

porous CSH, and the leaching of Ca (OH)2 [34, 35]. 

However, the synergistic impact of mineral 

admixtures with nanomaterials and their creation 

process are still unclear. NS has been widely used as 

a partial substitute for cement and also as a durability 

modifier for concrete [36]. The synergistic impact of 

NS and fly ash on hydration process, mechanical 

property, hardened paste pore size distribution, 

pozzolanic activity and synergetic effect generation 

method were explored [37,38]. Research investigated 

how NS affects the hydration parameters of binary, 

ternary, and quaternary mixed mortar and cement 

paste incorporating nano sized admixtures such fly 

ash and colloidal nano silica (CNS) [3941]. The NS 

demonstrates a higher pozzolanic response even at an 

early stage, which improves water penetration and 

chloride resistance [42]. From the extensive literature 

survey conducted, it was found that though the 

inclusion of NS as SCM significantly improves the 

properties of concrete and enhances the durability of 

concrete as well. However, the reports on the 

optimum dosage of NS along with optimum 

percentage of w/b ratio is scarce. Also, most of the 

researches was focused on attempting to analyse 

single or double parameters affecting the durability of 

concrete. This motivated the need to make an 

extensive effort to analyse more parameters to find 

the importance of varying percentage of NS along 

with varying the w/b ratio and determine an optimum 

dosage combination. 

 

3.Materials and methods 

3.1Materials 

43 Grade ordinary portland cement (OPC), NS, zone 

III fine aggregate (FA), coarse aggregate (CA) of 

20mm gradation, and super plasticizer (Structuro 

203) were the constituent materials employed for this 

investigation (polycarboxylic based). The OPC 43 

employed in this investigation, which complies with 

[43], has a specific gravity (G) of 3.15, a fineness of 

0.225m
2
/g, and a soundness of 0.8% (Autoclave 

expansion). The consistency of OPC was noted to be 

28% while the initial and final setting time was 60 

minutes and 275 minutes respectively. The soundness 

value and the bulk density of OPC was found to be 

2.5mm and 1200kg/m
3
 respectively.  The NS utilised 

in the experiment has a regular particle size of 30 to 

50 nm and was acquired from the Nano Research Lab 

in Jamshedpur. Table 1 displays the chemical make-

up of the NS and cement employed in this 

experiment. 

 

The FA was comprised of sand obtained from the 

Sone River, and sieve testing showed that it was in 

zone III of the classification system [44]. As CA, 

locally accessible crumpled stone "with a maximum 

graded size of 20 mm has been used." The sieve 

analysis of a sample of CA verified that it was 20 mm 

in size, graded according to Indian standards (IS) 

[44]. Table 2 and Table 3 show the physical 

characteristics of FA and CA respectively. 
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3.2Mix proportion 

Following are the steps used during the mixing 

process. Firstly, 5 minutes were spent on dry mixing 

of NS and cementitious ingredients, such as cement. 

Secondly, the specimens were continuously dry 

mixed with the addition of aggregates, 

superplasticizer and sand for 3 minutes to achieve a 

complete blended mix.  Eighteen M35 concrete 

mixes were made according to IS code [45] using six 

partial replacements of cement with NS: 0%, 0.5%, 

1.0%, 1.5%, 2.0%, and 2.5% by weight of cement 

and three different w/b ratios: 0.36, 0.40, and 0.44. 

Figure 1 presents the samples of the casted specimen. 

The decrement in water cement ratio to increase the 

strength reduces workability, however high-rate-

water-reducer   (HRWR) enables it up to 0.36. 

Further, IS code [46] restricted the cement content 

(cementitious material) in a mix up to 450kg/m
3
. The 

mix proportion for M35 concrete with three different 

w/b ratios has been summarized in Table 4. 

Maximum strength requires proper concrete mixing. 

First of all, premixing NS powder with half of mixing 

water and then continues mixing to achieve a uniform 

dispersion of nano particles then mixing the powder 

mineral (cement, silica fume) and aggregates for one 

minute in a drum mixture and adding NS, which was 

mixed in water, to drum mixture and continue mixing 

for one minute and finally adding the mixture of 

remaining half water and super plasticizer to the 

composition and continue mixing for five minutes to 

accomplish a fully blended mix. 

 

 
Figure 1 Casted cube specimens 

3.3Methodology 

Due to the lack of widely accepted procedures for 

testing acid, sulphate, and chloride resistance, tests 

have been carried out in this study based on the 

results of previous studies and work that has been 

documented. Cubic concrete specimens of 150 

millimetres cubed were casted in the mould so that 

the impact of chemical assault could be evaluated. 

Eighteen cubes were casted for each mix type, hence 

a total of 324 cubes have been casted for this study. 

After twenty-four hours, the samples were taken out 

of the mould and allowed to cure in fresh water at 

normal temperature for twenty-eight days. The cubes 

were dried for 2–3 hours after curing. Similarly, acid, 

sulphate, and chloride resistance tests were also 

performed. To analyse the impact of acid attack on 

each mix type, the weight of all six surface dry cubes 

was obtained and the average value was found out, 

then compressive strength of three cubes was found 

and the average values was found. Then after the 

remaining three cubes were submerged in a bucket of 

5% sulphuric acid at pH 1.5–2.5 for 60 days. pH was 

measured in the Laboratory with the help of pH 

metres. After 60 days, the cubes were removed from 

solution, dried, and weighed to determine 

compressive strength. Similarly, the percentage 

change in weight and compressive strength of cube 

specimen were found due to sulphate and chloride 

attack for each mix type.  

 

To conduct flexural strength test, prism specimens of 

dimension 100mm×100mm×500mm prepared for 

split tensile strength were tested in lab at a curing age 

of 28 days. The variation in flexural strength with 

change in percentage NS content and w/b ratio is 

discussed in the result section. To conduct split 

tensile strength, every variation of percentage nano-

silica content, cylindrical specimen of diameter 

150mm and height 300mm were casted and subjected 

to testing after 28 days of water curing. 

 

Table 1 Chemical structure of OPC 43 and NS 

Type of 

sample 

% (By mass) 

K2O+Na2O  SiO2 SO3 Al2O3 Fe2O3 CaO MgO Ignition loss 

OPC 1.09 22.11 3.46 5.2 3.45 64.34 2.61 1.45 

NS - 95 - 0.02 0.05 0.08 0.1 2.34 

 

Table 2 Physical property of FA 

Parameters Fineness modulus (FM)  G Water absorption 

Value 2.49 2.66 1.36% 

 

 

 



Satish Kumar Chaudhary et al. 

1082 

 

Table 3 Physical property of CA 

Parameters Impact value Crushing value  Specific gravity(G) Water absorption 

Value 29% 24% 2.72 0.76% 

 

Table 4 Mix ratio of M35 concrete 

Mix %NS w/b Cement(Kg) NS(Kg) HRWR(Kg) Water(Kg) FA(Kg) CA(Kg) 

LA 0.0 - 425 0 5.1 153 750.38 1156.74 

LB 0.5 - 422.87 2.13 5.1 153 750.38 1156.74 

LC 1.0 - 420.75 4.25 5.1 153 750.38 1156.74 

LD 1.5 0.36 418.62 6.38 5.1 153 750.38 1156.74 

LE 2.0 - 416.50 8.50 5.1 153 750.38 1156.74 

LF 2.5 - 414.37 10.63 5.1 153 750.38 1156.74 

IA 0.0 - 412.50 0 3.3 165 757.05 1132.59 

IB 0.5 - 410.44 2.06 3.3 165 757.05 1132.59 

IC 1.0 - 408.38 4.12 3.3 165 757.05 1132.59 

ID 1.5 0.40 406.31 6.19 3.3 165 757.05 1132.59 

IE 2.0 - 404.25 8.25 3.3 165 757.05 1132.59 

IF 2.5 - 402.19 10.31 3.3 165 757.05 1132.59 

HA 0.0 - 382 0 2.29 168 779.05 1131.31 

HB 0.5 - 380.09 1.91 2.29 168 779.05 1131.31 

HC 1.0 - 378.18 3.82 2.29 168 779.05 1131.31 

HD 1.5 0.44 376.27 5.73 2.29 168 779.05 1131.31 

HE 2.0 - 374.36 7.64 2.29 168 779.05 1131.31 

HF 2.5 - 372.45 9.55 2.29 168 779.05 1131.31 

 

4.Results 

This section presents the findings from the 

experimental program after testing the concrete 

specimens. A comparative study was carried out for 

the varying percentage of NS and change in w/b ratio 

on properties of concrete. Percentage decrease in 

weight and compressive strength of the samples after 

the acid, sulphate and chloride attack has been 

summarized in Table 5. The result of flexural 

strength tests and average split tensile strength for all 

mixes has been presented in Table 6. Figure 2 and 

Figure 3 shows the cube specimen sample after acid 

and chloride attack respectively. 

 

                            
Figure 1 Cube specimens after acid attack                          Figure 2 Cube specimens after sulphate attack    
 

Table 5 Percentage change in weight and strength of specimen made of different mixes 

Mix 
Acid attack Sulphate attack Chloride attack 

% wt. loss % strength loss % wt. loss % strength loss % wt. loss % strength loss 

LA 8.76 19.52 6.62 15.86 4.25 10.16 

LB 7.92 15.88 5.81 11.89 3.93 8.12 

LC 6.47 12.32 4.75 8.37 3.44 6.65 

LD 5.42 9.56 3.96 7.51 3.05 5.54 

LE 4.51 8.78 3.74 7.38 2.94 5.38 

LF 4.32 8.64 3.62 7.26 2.86 5.25 
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Mix 
Acid attack Sulphate attack Chloride attack 

% wt. loss % strength loss % wt. loss % strength loss % wt. loss % strength loss 

IA 8.82 19.88 6.73 16.25 4.37 10.38 

IB 7.95 16.05 5.92 12.05 4.05 8.27 

IC 6.58 12.51 4.81 8.48 3.51 7.06 

ID 5.45 9.64 4.05 7.62 3.16 5.82 

IE 4.63 8.91 3.82 7.52 3.04 5.65 

IF 4.46 8.72 3.73 7.35 2.95 5.48 

HA 8.9 20.12 6.81 16.41 4.45 10.52 

HB 8.05 16.31 6.05 12.21 4.13 8.41 

HC 6.65 12.64 4.89 8.59 3.62 7.16 

HD 5.51 9.85 4.13 7.81 3.25 6.04 

HE 4.58 9.05 3.91 7.72 3.16 5.74 

HF 4.53 8.97 3.84 7.57 3.07 5.66 

 

Table 6 result of flexural strength tests and average split tensile strength for all mixes 

Mix Flexural Strength % Increase in 

flexural strength 

Split tensile strength % Increase in split 

tensile strength 

LA 5.21 0 3.31 0 

LB 5.74 10.28 3.48 5.14 

LC 6.39 22.61 4.11 24.17 

LD 6.85 31.45 4.42 33.53 

LE 6.94 33.28 4.53 36.86 

LF 7.06 33.57 4.62 39.58 

IA 5.1 0 3.27 0 

IB 5.57 9.14 3.39 3.67 

IC 6.15 20.68 3.95 20.79 

ID 6.78 32.88 4.35 33.03 

IE 6.89 35.21 4.42 35.17 

IF 6.94 36.16 4.59 40.37 

HA 4.95 0 3.19 0 

HB 5.5 11.21 3.38 5.96 

HC 6 21.33 3.76 17.87 

HD 6.48 30.96 4.05 26.96 

HE 6.66 34.64 4.21 31.97 

HF 6.69 35.18 4.36 36.68 

5.Discussion  
This section discusses the experimental results in 

detail. The investigation undertaken to analyze the 

durability of the concrete mix was followed by a 

sequence of experiments whose results has been 

discussed. 

 

5.1Acid resistance test result 

Figure 4 illustrates the % weight loss of cube 

samples exposed to acid attack and having varied 

amounts of NS and w/b ratio. The variance in 

percentage weight loss demonstrates that as the 

amount of NS grows, weight loss decreases, also, for 

the same amount of NS, as the w/b ratio rises, the 

percentage weight loss rises. It is evident from the 

results that the control mix's percentage weight loss is 

the highest compared to all other mixes, and that as 

the amount of NS rises, the percentage weight loss 

declines. The large specific surface area of NS, which 

leads to enhanced pozzolanic activity and because of 

its size in nanometers; it works as filler that makes 

concrete denser, is responsible for the concrete's good 

resistance to acid attack. 

 

Figure 5 provides a visual representation of the 

proportion of cube specimens that had a reduction in 

strength as a result of acid assault. These specimens 

had varied percentages of NS and w/b ratios. The 

graph demonstrates that a rise in the percentage of 

NS results in a decrease in the percentage of strength 

loss, whereas an increase in the w/b ratio results in 

substantial increase in the percentage strength loss. 

The pozzolanic nature of NS concrete may be 

responsible for its superior performance against acid 

attack. 
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Figure 4 % Loss in weight with varying % of NS and w/b ratio due to acid attack 

 

 
Figure 5 Loss in strength with varying % of NS and w/b ratio due to acid attack 

 

5.2Sulphate resistance test result 

Figure 6 presents a visual representation of the 

proportion of weight loss that occurs as a result of 

sulphate attack on cube specimens with varying 

percentage of NS. The variance in percentage weight 

loss demonstrates that the amount of weight lost 

decreases as the percentage of NS in the mixture 

rises, but the amount of weight lost increases for the 

same percentage of NS when the weight-to-volume 

ratio is increased. The findings indicate that the 

control mix suffers the biggest percentage of weight 

loss when compared to the other mixes, and that this 

percentage of weight loss reduces as the proportion 

of NS in the mix increases. Due of its high 

pozzolanic nature, NS associates with these calcium 

hydroxide crystals to generate CSH gel, which is why 

concrete containing NS exhibits good resistance to 

sulphate attack. The Ca(OH)2 crystal shrinks in size 

and quantity, and the C-S-H gel fills in the spaces to 

increase the density of the interfacial transition zone.  

In Figure 7, a graphic representation of the 

percentage loss in strength caused by sulphate attack 

on cube specimens with varied percentages of NS 

and w/b ratio is displayed. The graph indicates that 

the amount of strength loss experienced for a certain 

percentage of NS drops as the w/b ratio increases, but 

the amount of strength loss experienced for the same 

amount of NS surges when the w/b ratio increases. 

As can be seen from the results, the percentage 

strength loss is lowest for the control mix as 

compared to the other mixes, and it grows as the 

percentage of NS does. The better performance of NS 

concrete against sulphate attack may be attributed to 

the higher consumption of Ca(OH)2 due to the 

additional pozzolanic reaction by the NS at early age. 
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Figure 6 % Loss in weight with varying % of NS and w/b ratio due to sulphate attack 

 

 
Figure 7 % Loss in strength with varying % of NS and w/b ratio due to sulphate attack 

 

5.3Chloride resistance test result 

In Figure 8, a graphical representation of the 

proportion of weight loss that may be attributed to 

chloride attack on cube specimens with varied 

percentages of NS and w/b ratios has been shown. 

The fluctuation in the % weight loss reveals that as 

the quantity of NS increases, the weight loss lowers; 

conversely, for the same amount of NS, as the ratio 

of w/b rises, the percentage weight loss rises. This is 

shown by the fact that the weight loss decreases. The 

findings indicate that the control mix suffers the 

biggest percentage of weight loss when compared to 

the other mixes, and that this percentage of weight 

loss reduces as the proportion of NS in the mix 

increases. NS enhanced concrete demonstrates strong 

resistance to the corrosive effects of chloride, it can 

be attributed to the presence of reactive silica, which 

combines with Ca(OH)2 (a byproduct of cement 

hydration) in finely divided form and resulting in 

leaching of  Ca(OH)2 and converting them into CSH 

gel, due to which there are fewer bleed channels and 

permeability reduced. So, the entrance of anions is 

minimal. Figure 9 illustrates the percentage strength 

loss caused by chloride attack on cube specimens 

with various amounts of NS and w/b ratio. The graph 

demonstrates that for a certain percentage of NS, 

strength loss decreases as the w/b ratio rises, while 

for the same amount of NS, strength loss increases as 

the w/b ratio rises. As can be seen from the results, 

the percentage strength loss is lowest for the control 

mix with respect to the other mixes, and it grows as 

the proportion of NS does. The better performance of 

NS concrete against chloride attack may be attributed 

to its pozzolanic character, due to which it combines 

with free lime and increasing structural strength over 

time. 
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Figure 8 % Loss in weight with varying % of NS and w/b ratio due to chloride attack 

 

 
Figure 9 % Loss in strength with varying % of NS and w/b ratio due to chloride attack 

 

5.4Flexural strength test results 

Figure 10 shows the variation in flexural strength 

with change in percentage NS content and w/b ratio. 

Figure 11 shows the percentage increase in flexural 

strength as compare to control mix for different w/b 

ratio with varying percentage of NS at 28 days. It is 

evident that all of the concrete specimens containing 

nanoparticles exhibited flexural strengths greater than 

those of the control specimens, which may be 

attributed to the pozzolanic reaction and filler effects 

of NS. The graph demonstrates that flexural strength 

values rose with increasing % of NS content. The 

main effect plots for the 28 days flexural strength 

have been shown in Figure 12. 

 

 

5.5Split tensile strength test results 

Figure 13 shows the variation in split tensile strength 

with change in percentage NS content and w/b ratio. 

Figure 14 shows the percentage increase in split 

tensile strength as compare to control mix for 

different w/b ratio with varying percentage of NS at 

28 days. The graph shows that as percentage of NS 

increases, the split tensile strength also shows 

increasing trend. The main effect plots for the 28 

days split tensile strength have been shown in Figure   

15. The increased binding property of finely divided 

NS as a result of strong pozzolanic reaction and 

cement paste aggregate interfacial refinement 

resulting to better bond strength is the source of the 

higher split tensile strength for mixes containing NS. 
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Figure 10 Effect of % NS and w/b ratio on flexural strength 

 

 
Figure 11 Increase in flexural strength as compare to control mix 

 

 
Figure 12 Main effect plot for the 28 days flexural strength 
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Figure 13 Effect of % NS and w/b ratio on split tensile strength 

 

 
Figure 14 Increase in split-tensile strength as compare to control mix 

 

 
Figure 15 Main effect plots for the 28 days split tensile strength 
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5.6Results of the SEM test 

Figure 16 shows the SEM image of Mix having 

Binary blending with NS at 7 days of curing. The 

SEM image shows condensed microstructure and a 

good dispersion of NS cluster throughout the entire 

surface of hydrated cement products. Due to high 

pozzolanic nature of NS, it reacts with portlandite 

crystals and start converting them into C-S-H gel at 

early age. NS particles have a higher specific surface 

area, which provides high chemical reactivity and 

these particles behaving as a nucleation centers, 

consequences in early hydration of cementitious 

materials. These observations are well in accordance 

with the enhanced mechanical strength result 

obtained at 7 days. Figure 15 shows the SEM image 

of mix having binary blending with NS at 28 days of 

curing. It can be detected that the most of cluster of 

NS particle, which was found at 7 days curing period 

reacts with CSH crystals and convert them into C-S-

H gel, due to which a dense and compacted 

microstructure has been observed at 28 days of 

curing. The improvement of microstructure was also 

justified by the improved mechanical strength and 

durability of concrete. 

 

 
                             (a)                                                      (b) 

Figure 16 SEM image of Mix having binary blending with NS at (a) 7 days (b) 28 days 

 

6.Discussion 
Adding NS to concrete can alter its rheological 

properties. Replacement of NS can improve the 

mechanical and durability aspects of concrete. As per 

the investigation conducted, it can be summarised 

that the blended mix with NS showed significant 

improvement in terms of mechanical strength and 

durability criteria as well. Figure 4 and Figure 5, 

Figure 6 and Figure 7, Figure 8 and Figure 9 for 

acid test, sulphate test and chloride test respectively 

show that when the percentage of NS goes up, the 

percentage of strength loss goes down, but when the 

ratio of weight to body size goes up, the percentage 

of strength loss goes up a lot. It is possible that the 

fact that NS concrete is pozzolanic is what makes it 

so resistant to acid attack. Due to finer particle size 

and high specific area, NS shows very high 

pozzolanic activity, it not only works as a filler 

material, but also as an activator to pozzolanic 

reaction, which were evident from the SEM study of 

NS blended HSC.  Figure 10 and Figure 11 shows 

the percentage increase in flexural strength as 

compare to control mix for different w/b ratio with 

varying percentage of NS at 28 days. Similarly, 

Figure 13 and Figure 14 shows the percentage 

increase in split tensile strength as compare to control 

mix for different w/b ratio with varying percentage of 

NS at 28 days Split tensile strength test and flexural 

strength test also indicated improvement in the 

mechanical strength of the blended mix. Similarly, 

the results obtained from the acid resistance test, 

sulphate resistance test and chloride resistant test also 

shows the improved resistance of concrete toward the 

chemical attack. SEM image as shown in Figure 16 

also indicates the improvement in the microstructure 

of the concrete after the inclusion of NS in the 

blended mix. The results of this study are based upon 

the six tests that have been undertaken. However, due 

to unavailability of the instruments tests like rapid 

chloride penetration test (RCPT), gas permeability 

test and chloride diffusion test including Nord-test 

method could not be performed and may be 

considered for further research. 

 

A complete list of abbreviations is shown in 

Appendix I. 

 

7.Conclusion and future work 
As per the experimental findings, it can be stated that 

the percentage reduction in compressive strength as 

well as the weight of the cube specimen after 

chemical attack increases as the percentage of NS in 
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the concrete mix decreases. However, the rate of 

reduction in percentage weight and strength 

decreases after 1.5% NS inclusion. Therefore, the 

optimal dose for the best resistance to chemical 

attack is 1.5% NS replacement level. Additionally, it 

may be inferred that when the w/b ratio decreases, so 

does the percentage of strength and weight loss. 

However, the concrete becomes unworkable when 

the w/b ratio is reduced by more than 0.36. NS 

inclusion in concrete shows tremendous improvement 

in strength and durability properties of concrete, but 

due to its higher cost its use is restricted to high 

strength concrete (HSC) and important concrete 

structure only. Additionally, significant enhancement 

in split tensile strength and flexural strength of 

concrete were observed with increasing percentage of 

NS, but the rate of percentage increase in strength 

was maximum for 1.5% NS. Furthermore, the 

experimental setup in this study focused on the effect 

of NS, however, other durability indicators have still 

not been investigated which becomes the limitation 

of this study. Investigating the effect of using 

quaternary blending with ground granulated blast 

furnace slag (GGBS), alccofines and NS on the 

strength and durability of HSC will help in providing 

a clear understanding of the possible mix proportions.  
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Appendix I 
S. No. Abbreviation Description 

1 CA Coarse Aggregate 

2 CNS Colloidal Nano Silica 

3 CSH Calcium Silicate Hydrate 

4 FA Fine Aggregate 

5 FM Fineness Modulus 

6 G Specific Gravity 

7 GGBS Ground Granulated Blast Furnace 

Slag 

8 HRWR High-Rate-Water-Reducer 

9 HSC High Strength Concrete 

10 IS Indian Standards 

11 NS Nano Silica 

12 OPC Ordinary Portland Cement 

13 RCPT Rapid Chloride Penetration Test 

14 SCM Supplemental Cementitious 
Materials 

15 SEM Scanning Electron Microscope 

16 w/b Water-Binder 
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Abstract: Research efforts seek to develop aluminium alloy composites to enhance the poor tribologi-
cal performance of aluminium alloy base matrix. In this research, a hybrid metal matrix composite
(HMMC) was developed by reinforcing an aluminium alloy (AA8011) with SiC and rice husk ash
(RHA) using a stir casting technique. RHA was prepared by the cracking of rice husk, which is
abundantly available in the Indian subcontinent. The samples were cast by keeping the amount of
RHA constant at 2.5 wt.% and varying the amount of SiC from 0.0 wt.% to 8 wt.%. The samples
were machined to manufacture pins for wear tests (at ambient temperature, 100 ◦C, and 200 ◦C)
and hardness measurement. The microstructures of the cast samples were analysed using an X-ray
diffractometer (XRD) and a scanning electron microscope (SEM), along with energy-dispersive X-ray
spectroscopy (EDS). It was observed that the composites with greater reinforcement of SiC exhibited
improved hardness and wear resistance, but the coefficient of friction increased with the addition of
RHA and SiC, and the wear performance deteriorated with an increase in the operating temperature.
The contribution of RHA alone to the improvement in wear performance was marginal compared
to the pure alloy. It was also confirmed that the reinforced composites could be a better option for
automotive applications to replace aluminium alloys.

Keywords: metal matrix composite (MMC); SiC; rice husk ash (RHA); stir casting; wear

1. Introduction

Composite materials amount to approximately 12.5% of the overall industry of en-
gineering materials [1]. Composites have replaced bronze and cast-iron, as they exhibit
low density and higher mechanical strength compared to these materials. Despite these
enhanced material properties, composites are extensively being researched to enhance
their low wear and seizure resistance [2]. Over the past decades, numerous studies have
explored and reported on the wear behaviour of composites. In this study, the focus is
on investigating the wear behaviour of aluminium metal matrix composites (AMMC)
reinforced with SiC and rice husk ash (RHA).

Aluminium and aluminium alloys are finding increasing applications in various tech-
nical fields. They are employed in aviation, aerospace, military, automotive, and electronic
industries. To improve the tribological and mechanical characteristics of aluminium al-
loys, different reinforcements are added, and corresponding composites are formed [3,4].
AMMCs reinforced with materials such as SiC, B4C, and other ceramics are increasingly
being utilised in the automotive, aerospace, underwater, and transportation industries. The
addition of reinforcements such as ceramics and ash improve tribological and mechanical
properties like strength, stiffness, impact, wear, and abrasion resistance. In recent years,
the addition of fillers (graphite, fly ash, material fibres from wheat husk ash, and jute
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ash) to AMMCs is being studied to obtain good toughness levels [5]. If the base metal
alloy is mixed with reinforcing particles such as SiC or B4C and fibre particles such as
ash, the resulting product is called a hybrid metal matrix composite (HMMC) [6]. For
applications in the automotive and aerospace industries, lightweight and high-performance
materials are required. The lightweight material is produced by developing composites
with hard reinforcement particulates in the matrix of soft material [7]. Singh et al. reported
that, for application in the automobile, aerospace, and aircraft industries, lightweight and
high-performance materials are required [7].

The addition of SiC can increase both the mechanical strength and the wear per-
formance of AMMCs. Additionally, it has been reported that hybrid composites exhibit
superior wear properties of worn surfaces as compared to pure Al alloys [8]. SiC particles
possess excellent compatibility with aluminium matrices, and they can be obtained at a low
cost. A major application of AMMCs involves moving and sliding parts. Therefore, the
investigation of the tribological properties of these materials is of significant importance
for us to determine the behaviour of composite materials during service application [9].
The applied load and sliding distance during the wear test affects the coefficient of friction
(COF) to a greater extent, and an increased silicon carbide content offers better wear resis-
tance in the HMMC [10]. It has been found that the wear resistance of the HMMC is higher
than that of the corresponding base alloy. The addition of hard reinforcements, such as B4C
and fly ash, shows a greater improvement in wear performance [11,12].

AA8011 is a type of AMMC that exhibits higher ductility and malleability than most
of the other AMMCs [13]. It contains a rare mix of desirable properties such as low weight,
low maintenance, and good corrosion resistance. Studies are conducted to enhance the
strength of AA8011 by reinforcing it with ceramic particles to make it more durable and
increase the scope of its application [14]. Furthermore, it has been observed that the wear
decreases when the amount of reinforcement element is increased [15,16]. In addition, it
has been determined that the COF increases with the sliding velocity [17].

The addition of ceramics such as titanium diboride can significantly improve the wear
behaviour of AMMCs due to the formation of a mechanically mixed layer of Fe2O3. [17].
Karthikumar et al. prepared Aluminium 8011 MMC by stir casting using TiB2 as a rein-
forcement. The study concluded that the maximum hardness of 55.03% was exhibited in
the case of 8% by weight of TiB2 reinforcement. Also, maximum % elongation was found
in the case of 4% by weight of TiB2 [18].

Studies have reported that the reinforcement of AMMCs with Al2O3 increases the wear
resistance of the HMMC as compared to the corresponding matrix material, AL-6061 [19].
When the operating temperature increases, the wear rate decreases constantly with the
increase in sliding velocity. Further, the increase in the reinforcement volume fraction
increases the wear resistance of the composites [20,21].

According to a study, for every ton of paddy processed, an average mill produces
200 kg of rice husk and 40 kg of RHA [22]. Thus, the total amount of rice husk produced
in India is estimated to be about 24 million tons, while the RHA production is estimated
to be around 4.8 million tons per year. Since rice is a diet staple in India, the choice of a
strengthening particle such as RHA provides a possible sustainable option for countries
like India. This could help with utilising the waste obtained from rice harvesting.

Although research is being carried out to study the enhancement of the properties
of AA8011 MMC, the aspect of characterising the physical wear of AA8011 at differ-
ent temperatures and its surface morphology has not often been studied yet in terms
of the wear on the AMMC. The exploration of modifying Al alloys with two different
kinds of fillers, i.e., typical ceramic (SiC) particles and plant-based waste (RHA), might
be of engineering significance. This study explores the wear behaviour of an HMMC
(AA8011 reinforced with SiC and RHA) through experimental testing. The HMMC samples
were prepared using the stir casting technique, which is the most suited for producing
reinforced AMMC.
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The principal contribution of this research lies in its pioneering utilisation of RHA
as a reinforcement material, which not only demonstrates its viability for enhancing the
tribological properties of aluminium alloy composites, but also underscores its potential
to significantly reduce the waste generated from rice harvesting. In this context, the most
efficient utilisation of natural resources can be pursued [23]. Additionally, the development
of a hybrid composite, blending RHA and SiC with an aluminium alloy base matrix, allows
for the prospect of achieving a well-balanced amalgamation of mechanical properties.
This approach, involving systematic variation in SiC content, facilitates a meticulous
examination of its impact on the composite’s characteristics. This could substantially
contribute to mitigating the ecological footprint by valorising an abundant agricultural
by-product. Consequently, the dissemination of this research through publication stands
to advance the body of knowledge in the field of materials science and engineering, with
far-reaching implications for the development of sustainable, high-performance composite
materials and reducing agricultural waste stemming from rice harvesting practices.

2. Materials and Methods
2.1. Preparation of Cast MMC Samples

To prepare the HMMC, first, the aluminium alloy was melted in a stir casting furnace
and the blended powder mix (SiC and RHA) was fed into the melt. The stir casting
process was selected to produce metal matrix composites due to its inherent advantages,
despite its drawbacks relative to alternative casting techniques. This choice was primarily
driven by factors such as cost-effectiveness, material flexibility, and the ability to achieve
homogeneous mixing. While it exhibits limitations such as potential porosity and limited
control over reinforcement distribution, these drawbacks can often be managed effectively,
making stir casting a pragmatic choice in scenarios where cost efficiency, rapid prototyping,
and ease of implementation are paramount.

After thorough mixing, the melt was poured into a cylindrical cast-iron die to prepare
samples. Freshly obtained rice husk contains a large amount of moisture and oil; thus, it
does not burn, but chars into black, brittle material when torched. Therefore, to prepare a
fine RHA powder, the rice husk was charred overnight using the indigenous method. The
burnt husk was then milled to a fine powder using a ball mill. SEM and EDS of the milled
ash were then carried out to identify the powder’s morphology and chemical composition.

Commercially available SiC powder was used in the experiment. To obtain a ho-
mogenous mix of RHA and SiC, the milled ash and SiC powder were blended in the ball
mill for at least 30 min. Before blending, SiC powder was carefully measured using a
precision balance according to the different weight percentages required for the samples.
The measurement of RHA was kept constant at 2.5% by weight for each cast sample. The
samples’ nomenclature and their respective compositions are given in Table 1.

Table 1. Nomenclature and composition of samples.

Sample Group
Number Sample ID wt.% of

AA-8011 wt.% of SiC wt.% of RHA

S1 8SiC/2.5RHA 89.5 8 2.5

S2 6SiC/2.5RHA 91.5 6 2.5

S3 4SiC/2.5RHA 93.5 4 2.5

S4 2SiC/2.5RHA 95.5 2 2.5

S5 0SiC/2.5RHA 97.5 0 2.5

S6 0SiC/0RHA 100 0 0

The work-hardened AA8011 alloy was purchased in the form of sheets with a com-
position of 98.7% Al, 0.7% Fe, and 0.6% Si. The sheets were cut into smaller plates, each
weighing around 20 g. Looking at the size of the die, the aluminium alloy required to fill
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the die was calculated as approximately 380 g. The precise weight of the alloy was placed
into the crucible by carefully choosing the correct number of smaller plates. The alloy
was subsequently melted in a furnace, maintaining a constant temperature of 900 ◦C for a
minimum of 20 min. In parallel, the RHA/SiC mixture was preheated in a muffle furnace
at 350 ◦C. This step served two purposes: ensuring the complete dryness of the mixture
and minimizing the temperature disparity between the mix and the molten metal.

The heated powder mix was then fed into the stir casting furnace, and stirring was
carried out using a mechanical stirrer for at least 20 min. Since the experimentation was
carried out during the winter, with ambient temperatures being lower than 20 ◦C, the die
had to be pre-heated to minimise the directional solidification and heat transfer during the
casting process. The final sample was obtained as a solid cylinder. A total of 18 samples
were prepared, with 3 samples for each material group.

The cast samples were cut into smaller parts using a hacksaw. The cut pieces were
then precision-turned on a universal lathe in order to reach a final diameter value of
6 ± 0.05 mm, and the lengths of the pins were kept at 50 ± 2 mm. It is to be noted that
the pins needed to be prepared through conventional machining. This was due to the
fact that blow holes are very common in gravity-cast samples, and that the in-fusion of
non-conducting particles of ceramic and ash make it almost impossible to cut the samples
using a wire-cut EDM process.

2.2. Characterisation of Samples

The castings were cut into small discs to measure their hardnesses by a Rockwell C
Hardness (RHN) tester. For each sample, hardness was measured at 5 different points,
and the average for each sample was recorded. A load of 100 kgf and an indentation
ball diameter of approximately 1.6 mm were chosen for the hardness measurements. For
SEM and EDS analysis (EDS, Jeol, JSM-6510LV, Tokyo, Japan), the cast samples were
further cut into small, plate-like pieces, and one surface of each sample was ground to
a fine finish. The structural analysis of the samples was performed on an XRD machine
(Shimadzu LabX, Kyoto, Japan), which had a monochromatic Cu source of Kα wavelength
of 1.540 Å. The measurement conditions for XRD were as follows: voltage = 40.0 (kV),
current = 30.0 (mA), scan range = 10.00–80.00 (deg), scan speed = 6.00 (deg/min), and
sampling pitch = 0.02 (deg). The scanning time for each sample was around 11 min. The
diffraction patterns were plotted using OriginPro software version 9.7.

2.3. Wear Test Procedure

The dry friction wear test was conducted using a pin-on-disc tribometer able to con-
duct tests at elevated temperatures, either by heating the pin or the disc. The selection of a
pin-on-disc tribometer for the wear analysis of aluminium composites was underpinned
by its capacity to closely emulate real-world wear conditions, affording a comprehensive
understanding of material performance. This apparatus offers meticulous control over
experimental parameters, encompassing load, sliding speed, and environmental factors,
thus ensuring the reproducibility of wear tests and facilitating the systematic evaluation
of diverse composite formulations [24]. Moreover, pin-on-disc tribometers furnish quanti-
tative data on wear rates and coefficients of friction, crucial for the rigorous assessment
of aluminium composites and their suitability for specific industrial contexts [25,26]. The
examination of worn surfaces and wear debris enables the discernment of wear mecha-
nisms, thereby guiding material enhancement endeavours. Furthermore, the adaptability of
these tribometers to varying materials and conditions, coupled with their cost-effectiveness
and expeditious testing capabilities, renders them a pragmatic choice for elucidating the
tribological behaviour of aluminium composites and advancing their performance char-
acteristics in numerous engineering applications [8]. In this case, the pins were heated at
different temperatures and the disc temperature was kept constant. The pin was inserted
into the holder, which was heated by an electrical coil, and the temperature of the pin
was measured by a thermocouple attached to it. The friction pair was chosen to be the
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AA-8011 HMMC pin and high carbon EN-31 (100Cr6) steel disc. The disc material had a
much greater hardness level than the HMMC. This type of coupling was chosen intention-
ally to observe the wear behaviour of the casted samples only. The wear test parameters
were kept constant during each test, with a sliding speed of 300 rpm, a track diameter of
80 mm, and an applied load of 30 N. Each set of pins was tested at varying temperatures of
22 ◦C (ambient), 100 ◦C, and 200 ◦C. The choice of this experimental set-up bears significant
relevance to several industrial domains, including the automotive, aerospace, and manufac-
turing sectors. Within the automotive industry, it serves as a valuable tool for assessing the
wear and friction characteristics of composite materials like Al/SiC/Gr under conditions
that simulate the temperature fluctuations encountered by engine components during
operation [12,27]. Such insights are instrumental in the development of lightweight and
high-performance materials for applications such as pistons and cylinder liners. Similarly,
in the aerospace sector, this tribomechanical system aids in evaluating the performances
of composite materials in critical components subjected to diverse temperature condi-
tions, ensuring the safety and reliability of the aerospace systems [3,19]. These references
underscore the significance of studying the tribological behaviour of the composite ma-
terials under fluctuating temperature conditions across different industrial applications.
The disc was not heated, and its temperature was kept constant at 22 ± 2 ◦C. A total of
18 samples (3 samples from each group) were tested on the tribometer. Each composition
was tested at three different temperatures. The results for frictional force (N) and sliding
distance (m) were recorded automatically by the tribometer’s software. The pins were
also weighed (using a precision balance with an accuracy of 0.0001 g) before and after
performing the wear tests, and the weight differences were recorded in order to calculate
the volumetric wear.

3. Results and Discussion
3.1. Microstructure and Composition

From the SEM observation, it could be inferred that the RHA was a homogenous
mixture of bimodal particle size, as shown in Figure 1a. The bigger particles are marked
with red, and the smaller ones with green. Particle size was measured in accordance with
the scale shown in SEM micrographs, and then mean value was computed. Smaller ash
particles adhered to bigger particles with homogenous blending. The smaller particles
varied in size from 7 µm to 15.6 µm, while the larger particle sizes were in the range of
46.8 µm to 156.2 µm.
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Figure 1. SEM images of (a) ash and (b) the ash and SiC powder mix at ×500.

An SEM micrograph of the powder mix (RHA+SiC) is shown in Figure 1b. It was
clearly seen that the wedge-like particles (SiC) were uniformly dispersed, along with other
irregularly shaped particles, as desirable. The abrasive particles can be seen marked in
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yellow, while the larger- and smaller-sized ash particles are marked with red and green,
respectively. The SiC particles were clearly distinguishable from the RHA particles based
on size and shape.

The EDS spectra of the powders, as well as the metal samples, were analysed. The
specimens were tested for all the possible elements, and no peaks were omitted. Figure 2
shows the spectrum and composition chart of the RHA. Similarly, the spectra for the other
samples were also obtained. The results obtained for the powdered RHA and powder
mix are summarised in Table 2. Higher percentages of silicon and carbon in the powder
mix compared to the RHA indicated the presence of SiC. This supports the findings in the
SEM images.
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Figure 2. EDS elemental distributions for RHA and RHA+SiC powder mix.

Table 2. EDS compositions of pure RHA and a mix of RHA+SiC powders.

Elements
Weight Percentage

RHA RHA+SiC

C 24.50 27.09

O 48.61 21.54

Mg 2.63 0.07

Si 13.17 50.30

P 4.88 0.14

K 6.20 0.87

A small axial cross-section from the mostly highly reinforced sample was mounted,
ground, and polished, then observed under an optical microscope (Figure 3). It can easily
be observed that the hybrid composites contained two phases. One phase is light grey in
colour, and the other phase can be seen as dark grey dendritic phases dispersed throughout
the matrix. These two phases can indicate the base metal matrix and Si dissolved in HMMC,
respectively. To support this evidence, the EDS spectrum of the respective composite was
sufficient, as it showed a peak of elemental Si. During preheating and mixing in the molten
MMC, silica present in the ash might have turned into silicon and dissolved into the metal
matrix to form a second phase of Si in Al. On the other hand, inclusions of SiC particles
can be seen as very prominent, irregularly shaped dark grey particles embedded in large
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groups or pockets throughout the sample. The ash was amorphous; therefore, it was more
likely to dissolve in the liquid aluminium than the SiC powder. However, the dissolving of
some SiC could not be completely ruled out.
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Figure 3. Axial cross-section of 8SiC/2.5RHA, observed under a microscope.

3.2. XRD Analysis

The spectrum of RHA shown in Figure 4 resembles the spectrum of an amorphous
material, and is a typical graph of amorphous silica with no pronounced peaks [28,29]. The
XRD spectra of pure AA8011, HMMC with 4% SiC reinforcement, and powder mix are
shown together in Figure 5. It was observed that the spectrum of pure Al alloy (S6) was
in accordance with JCPDS card no. 65-2869 [30], showing Al peaks. The spectrum of the
powder mix (RHA+SiC) was also in accordance with JCPDS card no. 29-1129, with peaks
of SiC. The HMMC spectrum showed additional small peaks compared to the spectrum
of the original Al alloy. These small peaks in the S3 spectrum were, however, not present
in the RHA+SiC spectrum. If the weak peaks in S3 represented SiC phase coming from
the powders, much higher peaks should have been found in the very same angles in the
RHA+SiC spectrum, but they were not present. This indicated that the small peaks could
come from the silicon phase identified in the optical microscopic images, while the amount
of the SiC phase is probably too low to be found by XRD. This is certainly an interesting
observation and requires further investigation.
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powder mix.

3.3. Hardness

The variation in Rockwell hardness across different samples is shown in Figure 6. It
was clearly evidenced that the reinforcement had a positive effect on the hardness. The
samples with the highest percentage by weight of reinforcement were the hardest, while
the original Al alloy displayed the lowest hardness. The effect of RHA when added to
the pure alloy (S5) is not quite clear, as there was no significant difference between S5 and
S6. The slight increase in hardness can be explained by the fact that the RHA dissolved
in the liquid AA8011 alloy and caused chemical alloying and second-phase precipitation.
However, this explanation needs to be interpreted with caution.
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3.4. Wear Tests Results
3.4.1. Coefficient of Friction

The plot of COF against the sliding distance, in meters, at 200 ◦C is shown in Figure 7.
It was noticed that, for the first few rotations, the COF rose exponentially to a peak value
due to the higher friction force. This explains the opposing behaviour of dry friction and
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transition from static to kinematic friction. After this transition, COF attained a lower
asymptotic value, possibly due to the steady state being reached. For Sample 5, the COF
peak value decreased and the asymptotic value at the steady state increased compared to
that of Sample S6. The former might be attributed to the lubrication effect of RHA, and
the latter might have resulted from the RHA’s abrasiveness. However, COF significantly
increased with the amount of SiC particles, possibly due to its abrasive effect compared
to the samples (S5 and S6) without any SiC. However, it should be noted that, com-
pared to the pure alloy, the 8SiC/2.5RHA (S1) reinforced composite showed significantly
higher COF.
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The values of the coefficient of friction, as reported by researchers for AMMCs, usually
fall between 0.25–0.65 depending upon testing parameters such as load, speed, etc. [31–34].
In this case, however, the COF values for samples S1, S2 and S3 were considerably higher
than these values. This could be explained by the high amount of Si reinforcement added
to the base alloy and the Si coming from both of the abrasive particles. RHA could add to
this extraordinary high coefficient of friction.

3.4.2. Wear Volume Loss and Specific Wear

Figure 8 depicts the variation in the loss of material with composition and varying
temperatures. The volume loss was measured in all the samples after the same sliding
distance of 500 m. This was calculated by carefully weighing each sample before and
after the wear test, then dividing it by the average density of the HMMC. The volumetric
wear is usually calculated as mm3 per meter, and it also decreases with increases in the
reinforcement [33,34]. It can clearly be observed that the eroded volume increases almost
linearly with decreasing reinforcement. As expected, the material loss was at its maximum
in the sample without any reinforcement. This implies that addition of abrasive particles of
SiC and RHA improves the wear behaviour of the HMMCs. The addition of RHA reduced
the wear volume to a certain extent when compared to the pure alloy. The HMMC with
8 wt.% SiC showed the lowest wear volume due to the improvement in hardness compared
to the mixed powder. Another factor that affects the wear is the operating temperature.
At higher temperatures, the composite suffers severe volume loss, which may be due to
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delamination. This is because higher temperatures render the alloys soft, and the wear
behaviour transitions from adhesive to delamination.
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Specific wear was calculated as the total amount of worn pin material (µm) over
the total sliding distance (m). Figure 9 shows a plot of the variation in specific wear
(µm/m), with composition and operating temperatures. The wear increased with increasing
temperatures and with decreasing percentages of reinforcement. It can be inferred from
the plot that at 200°C, for the composite with no reinforcement, the wear was most severe,
while the best tribological performance was exhibited by the composite with the highest
reinforcement at an ambient temperature. With the addition of only RHA, the specific wear
did not decrease significantly when compared to the non-reinforced Al alloy. However, the
HMMC with 8.0 wt.% SiC reduced the specific wear by nearly a factor of 20 at 200 ◦C.
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3.4.3. Worn Surface of the Disc

For studying wear in tribological systems, a tribometer is used. A tribometer is a pair
of a pin and a disc, where the pin is a softer material sliding over the much harder disc.
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Thus, it is important to analyse the surfaces of both the pin and the disc to gain better
insight into the wear process. The wear track of the disc was observed under an optical
microscope at a magnification of ×50, and the images are shown in Figure 10. The wear
tracks show that fine grooves were developed on the surface of the disc. The losses of
material from the disc surface are marked by red enclosures, and the sliding directions are
marked with red lines. In Figure 10c, some small particles of the pin can be seen inside
the red oval. This can be due to the erosion of the pin surface at a high temperature of
200 ◦C. The delamination of the pin surfaces may have caused the Al particles to scatter on
the wear track, and high temperature could have caused the welding of the pin particles
on the wear track due to the softening of the pin material. However, the presence of the
pin material on the wear track cannot be confirmed by EDX analysis due to the large size
of the disk. However, the wear of the pin track was much less severe than that observed
on the worn pin surfaces. This was because the disc material was much harder than the
pin material.
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3.4.4. Worn Surface Morphology of the Pin

The worn surfaces of the pins tested at 200 ◦C are shown in Figure 11. The maximum
loss of material due to wear was observed in the unreinforced AA-8011, and minimum wear
was observed in the 8SiC/2.5RHA HMMC. This result is aligned with the improvement
in the hardness of the samples which was observed with greater reinforcement. Some
interesting findings regarding the wear surface morphology are discussed below:

a. In the samples with higher reinforcement, larger amounts of SiC inclusions could
be observed, while the wear mechanisms were mostly adhesive and abrasive, with
almost negligible delamination and wear debris. It can further be stated that strong
adhesion and intermetallic bonding between the ductile AA8011 and hard SiC parti-
cles were responsible for bearing the load and enhancing hardness, restricting the
wear of the surface of the composite [35].

b. As the amount of reinforcement increased, the wear behaviour can possibly transition
from slightly adhesive to abrasive, due to the presence of more abrasive SiC particles
in the metal matrix. Overall, the predominant wear mechanism was abrasive in
the HMMCs. Similar observations have been reported by other researchers in the
literature [36–38].

c. Another important observation could be the presence of small, almost circular bright
spots scattered on the worn surface (marked with green circles), identified thanks
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to closer inspection. These could possibly be explained as wear debris, which was
also reported by Mazahari and Shabani. They reported that this debris is found due
to the propagation of cracks perpendicular to the sliding direction in the Al alloys
with lower reinforcement [39]. The presence of larger amounts of this debris in the
samples with less and no reinforcement indicates that, most probably, the material
was being removed at a rate which did not allow for oxide film to be formed on
the softer metal matrix surface [19]. In summary, the addition of RHA and SiC to
AA8011 metal composites improved the wear resistance by affecting multiple wear
mechanisms, including abrasion and adhesion.

The hard and abrasive particles of SiC act as reinforcements and increase the hardness
and wear resistance of the composite material. Further, the abrasive particles could
form a protective layer on the surface of the composite material, which can prevent
adhesion between the mating surfaces and reduce the amount of wear.

d. In the cases of 0SiC/2.5RHA and 0SiC/0RHA, plastic deformation and subsequent
delamination were observed due to the comparatively softer nature of the materials.
It was most severe in the latter case, as it was unreinforced and more prone to
delamination at higher temperatures. This indicated that there was a minor effect of
RHA on the reduction in delamination wear. This observation strongly supported the
results obtained regarding the increased loss of weight in the unreinforced alloy [11].
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The results of the wear behaviour under different operating temperatures were also
consistent with the previous research conducted in this field. However, at any fixed tem-
perature, the best performance was exhibited by the composite with the highest SiC/RHA
reinforcement. Therefore, the reinforced composites could be a better option for use in
high-temperature applications. As the use of AA8011 alloys is prevalent in the automotive
sector, the use of reinforced AA8011 alloys will provide a suitable option for parts for which
relative movement is involved.

4. Conclusions

Hybrid metal matrix composites of AA8011 Al alloys were manufactured using the
stir casting technique, with a fixed content (2.5 wt.%) of RHA and varying percentage of
SiC (0, 2, 4, 6, 8 wt.%). From the microstructural, hardness, and wear testing results, the
following conclusions can be drawn:

RHA particles showed bimodal particle distribution with smaller particles (7 µm to
15.6 µm) and larger particles (46.8 µm to 156.2 µm) with amorphous structures. The RHA
particles completely dissolved in the metal matrix to form a second phase of Si in Al, which
was spread homogenously throughout the matrix. From the surface morphology of the
cast composites, a distribution of large groups or pockets of SiC particles throughout the
AA8011 matrix was evident.

The effect of Al alloy reinforcement with SiC+RHA on the hardness and wear be-
haviour was consistent, with different weight percentages used in the synthesis of HMMCs.
Although there was no significant difference in hardness observed after adding RHA in
the aluminium alloy, SiC addition significantly increased the composite hardness. The
tribological performance increased almost linearly with the level of reinforcement. The best
performance was exhibited by the 8 wt.% SiC+RHA composite, while the lowest resistance
to wear was exhibited by the pure cast Al alloy. The results of the wear behaviour under
different operating temperatures were also consistent, while the wear properties degraded
with increasing temperatures, irrespective of the amount of reinforcement. However, at a
fixed temperature, the best performance was exhibited by the composite with the highest
SiC/RHA reinforcement. It should also be noted that COF increased with the addition of
both RHA and SiC particles, although the latter displayed a significant effect. Therefore,
hybrid composites could be a better option for use as alternatives to cast iron in automotive
engine components.
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A unique co-existence of extremely large magnetoresistance (XMR) and topological 

characteristics in non-magnetic rare-earth monopnictides stimulating intensive research on these 

materials. Yttrium monobismuthide (YBi) has been reported to exhibit XMR up to 105% but its   

Topological properties still need clarification. Here we use the hybrid density functional theory to 

probe the structural, electronic and topological properties of YBi in detail.  We observe that YBi 

is topologically trivial semimetal at ambient pressure which is in accordance with reported 

experimental results. The topological phase transitions i.e., trivial to non-trivial are obtained with 

volumetric pressure of 6.5 GPa and 3% of epitaxial strain. This topological phase transitions are 

well within the structural phase transition of YBi (24.5 GPa).   The topological non-trivial state is 

characterized by band inversions among Y-d band and Bi-p band near Γ- and X-point in the 

Brillouin zone. This is further verified with the help of surface band structure along (001) plane. 

The Z2 topological invariants are calculated with the help of product of parities and evolution of 

Wannier charge centers. The occurrence of non-trivial phase in YBi with a relatively small 

epitaxial strain, which a thin film geometry can naturally has, might make it an ideal candidate to 

probe inter-relationship between XMR and non-trivial topology.  

 

I.   INTRODUCTION 

Topological Insulators (TIs) [1–3] with unique metallic surface states and insulating bulk band gap 

have grabbed high attention in condensed matter physics. These topological surface states are 

protected by time reversal symmetry (TRS) which separates them from conventional 

insulators  [4–6]. These surface states are spin-momentum locked and robust against local 

perturbations  [4,7]. Some semimetals are also reported to exhibit non-trivial topological states and 

can be divided into various categories e.g., Weyl, Dirac and nodal-line semimetals, etc.  [8–10]. 

Breaking of TRS or spatial symmetry transforms Dirac semimetals into Weyl semimetals and a 

Dirac point splits into a pair of Weyl points  [11]. The surface states in Dirac and Weyl semimetals 

can be described by Fermi arc [12–14], unlike the Dirac cone in case of Tis, which is due to the 

overlaps between the surface and the bulk states. These topological semimetals can be 

characterized by a band inversion in the bulk band structure and the Z2 topological invariants which 



can be calculated with the help of product of parities at time reversal invariant momenta (TRIM) 

points as well as using Wilson loop  [2,15,16]. Several rare-earth pnictides such as LnPn (Ln: rare 

earth element; Pn: As, Sb, Bi) have reported to exhibit topological states at ambient 

conditions [17–19]. Spin-orbit coupling (SOC) is a viable tool to tune a trivial topological material 

to non-trivial one. The SOC strength can be enhanced using pressure, strain, chemical doping, and 

alloying  [19–22] etc. Amongst these, external pressure and strain are most suitable owing to their 

non-disruptive nature. The effect of volumetric pressure or epitaxial strain on any material reduces 

its bond length in the respective directions, bandwidth, and energy differences across the bands 

without affecting charge neutrality or stoichiometry. Various semimetals such as LaAs  [20], 

LaSb  [21],  TmSb  [23], TaAs  [24] and YbAs  [25] have been shown to become topologically 

non-trivial with pressure. Topological phase in LaSb [26], and SnTe  [27] has also been observed 

under epitaxial strain and the same has been confirmed experimentally by angle-resolved 

photoemission spectroscopy (ARPES) in SnTe  [27].  

The YBi has been reported to be a perfectly compensated semimetal with XMR up to 105% with 

equal hole and electron carrier concentration  [28,29]. First-principles calculations within Perdew-

Burke-Ernzerhof (PBE) functional have predicted YBi as a topologically non-trivial semimetal 

with band inversion near Γ-point  [30]. Recent study using ARPES and first-principles calculations 

with mBJ functional has indicated that YBi is a topologically trivial semimetal  [29]. This disparity 

raises a debate on true topological nature of YBi and deserves a thorough analysis as it may be 

useful to settle down the debate concerning whether XMR is caused by nontrivial topological 

aspects or complete electron- hole compensation.  

This motivates us to systematically explore structural, electronic, and topological properties of 

YBi using density functional theory (DFT) with relatively accurate hybrid functional Heyd, 

Scuseria and Ernzerhof (HSE06). This functional had predicted accurate electronic states of other 

similar rare earth monopnctides and gave carrier densities in good agreements with experimental 

results  [20,21,23,25,26]. We study the topological properties under external volumetric pressure 

and epitaxial strain and analysed the quantum phase transitions in detail. The topological states are 

observed with the help of band inversion in bulk band structure and surface Dirac cone projected 

on (001) plane. The Z2 topological invariants are calculated using parities of wavefunctions TRIM 

points and evolution of Wannier charge centers (WCCs).  

 

 

 



II.   COMPUTATIONAL DETAILS  

All structural and electronic calculations of YBi with applied volumetric pressure and epitaxial 

strain was carried out in the framework of DFT  [31–33] based first-principles approach with 

projector augmented wave (PAW)  [33] technique as implemented in VASP code  [34]. The 

PBE [35] functional followed by screened hybrid functional HSE06  [36,37] was used for more 

accurate results. The long range and short-range parts of HSE06 was employed with screening 

parameters as ω=0.201 Å-1. The PBE functional used for long range part but a mixing of 25% Fock 

exchange was carried out in short range part of HSE06 functional. The PAW potentials used for Y 

and Bi were having eleven valance electrons (i.e., 4s24p55s14d2) and fifteen valance electrons (i.e., 

5d106s26p3), respectively. An optimized Monkhorst-Pack type k-mesh of 7×7×7 and kinetic energy 

cutoff of 340 eV were used to calculate the plane wave basis set. Gaussian smearing method was 

set at width of 0.001 eV for Fermi level broadening and all atomic positions were fully relaxed.  

To apply the volumetric pressure and epitaxial stain, we were used eight atom cubic unit cell. Out 

of which, two atom primitive unit cell was extracted for band structure calculations. This extraction 

of primitive unit cell was helpful in avoiding band folding. The effect of SOC was included in 

band structure calculation. Dynamical stability of YBi under the effect of hydrostatic pressure and 

epitaxial strain was verified with phonon dispersion calculations using Phonopy code  [38]. 

Product of parities at TRIM points, in the presence of TRS and inversion symmetry (IS), was used 

to calculate Z2 topological invariants. To parametrized the tight-binding (TB) Hamiltonian, we 

were obtained the maximally localised wannier functions (MLWF) using wannier90 code  [39]. 

The surface band structure and WCCs were calculated with surface Green’s function methods 

using WannierTools code [40].  

 

III.     RESULTS AND DISCUSSIONS  

A. Structural and stability analysis, and electronic structure at ambient condition 

Alike many other rare-earth monopnictides, YBi exists in a stable rocksalt type (NaCl-type) crystal 

structure having space group 3Fm m  (#225) with Y (0.5, 0.5, 0.5) and Bi (0, 0, 0) atoms as shown 

in Fig. 1(a). Its optimized lattice parameter is a= 6.338 Å, which is in good agreement with 

previous theoretical and experimental reports as mentioned in Table I. 

 

 

 

 



TABLE I: Lattice parameter and Structural phase transition (SPT) of YBi. 

YBi Previous 

experimental study 

Previous theoretical 

study 

Present 

study 

Lattice 

parameter, a (Å) 

6.2597  [41] 6.3378  [42]; 6.345 [43]; 

6.252 [44] ;  6.29 [45]  

6.338 

SPT in GPa --------- 28.1  [42]; 23  [42]; 

24  [44]; 23.4  [45] 

24.5 

 

                    

        

FIG. 1: Crystal structure of YBi in (a) FCC (NaCl-type), (b) tetragonal, (c) BCC (CsCl-type) 

structure, (d) The Brillion zone (BZ) of YBi. The shaded area (green colour) is representing the 

projection of the bulk Brillouin zone on the (001) surface Brillouin zone (SBZ), with symmetry 

points in the SBZ displayed (red colour). Here, center of BZ (Γ) and its projection in SBZ (𝛤ത) are 

coinciding.  

 



  

  

FIG. 2: (a) Enthalpy of YBi as function of pressure for NaCl-type to CsCl-type structure. (b) 

Variation in relative volume of YBi as a function of pressure. The phonon dispersion of YBi at (c) 

0 GPa, (d) 10 GPa pressure and (e) 3% strain. 

 

The YBi shows structural phase transition (SPT), with applied volumetric pressure, and converts 

to a CsCl-type structure (Fig. 1(c)) from the NaCl-type structure as shown in Fig. 2 (a). The stability 

of a structure at a given pressure can be accessed through Enthalpy which is defined as H = E + 

PV, where E is total energy, V is volume and P is the external pressure on unit cell. We found the 

SPT at around 24.5 GPa which is in good agreement with previous reports as listed in Table I. The 

variation in the relative volume of YBi with applied volumetric pressure is shown in Fig. 2(b). The 

sudden change in volume at SPT signifies a first-order phase transition resulting in change of the 

crystal symmetry. The rocksalt crystal structures have truncated octahedron Brillion zone (BZ) 

under equilibrium conditions, with Γ as a center (Fig. 1(d)). The (001) plane (green colour) 

containing center of BZ (Γ-point) and 𝑀ഥ-points at center of squares are shown in Fig.1(d). When 

we apply volumetric pressure, the changes in the BZ are the same in all directions and it holds its 

truncated octahedron shape. On the other hand, under epitaxial strain, three X-points along 

momentum axis are divided into two in-plane and one out-of-plane Z-point, and a distorted BZ 

with preserved inversion symmetry is observed. The dynamical stability of YBi under applied 

volumetric pressure and epitaxial strain is also analysed. As shown in Fig. 2(c-e), the phonon 



dispersion spectrums have no negative frequency which confirms that YBi is dynamically stable 

and can be realized experimentally under studied pressure and strain conditions. 

To establish the true nature of YBi at ambient pressure, we have plotted the band structures with 

SOC using two functionals i.e., GGA-PBE and HSE06. With former, we found that YBi is 

topologically trivial semimetal with even (two) number of band inversions between Y-d band and 

Bi-p band at Γ-and X-points as shown in Fig. 3(a). A previous study has identified it as topological 

semimetal with a single Dirac cone at Γ-point  [30].  Further, it has been reported experimentally 

using ARPES that YBi is topologically trivial having no Dirac cone [29]. To accurately predict the 

true nature of this material, we have used more accurate hybrid functional HSE06 as shown in Fig. 

3(b). It can be seen the partially occupied bands at Γ-point (hole pockets) and X-point (electron 

pockets) which are acquired mostly by 6p-orbitals of Bi and 4d-orbital of Y, respectively. A small 

overlap in energy between the Y-d band and Bi-p band at Fermi level confirms the semimetallic 

nature of YBi with no band inversion in line with the experimental report  [29] which can also be 

verified with projected density of state (PDOS) (Fig. 3(c)).  This topological trivial nature of YBi 

is also established by absence of Dirac cone in surface states as shown in Fig. 3(d). 

 

 

  



 

 



  

FIG. 3: The band structures of YBi with inclusion of SOC effect using (a) GGA-PBE, (b) HSE06; 

(c) Projected density of states; (d) The surface state and (e) Wannier charge centers (WCCs) of 

YBi along (001) plane. 

 
TABLE II: The Parities of all the occupied bands at all the TRIM points in BZ of YBi at ambient 
pressure. 
 

Band 

No. 

L L L L Γ X X X Total 

1 - - - - - - - - + 

3 - - - - - - - - + 

5 - - - - - - - - + 

7 - - - - + + + + + 

9 + + + + - - - - + 

   11 + + + + - - - - + 

   13 + + + + - - - - + 

Total + + + + + + + + + 

 

Further, the calculation of the Z2 topological invariant is performed using product of parities of 

bands to verify the topological nature of YBi. For three-dimensional materials, having both 

inversion symmetry as well as TRS, four Z2 topological invariants can be calculated from the 

product of parities of occupied bands at TRIM points as suggested by Kane and Mele  [15]. These 

four Z2 topological invariants i.e., ν0; ν1, ν2, ν3 can be identified using relations; 



     
0

1 2 3
0,1

( 1)
j

m m m
m

 


                                                                                  (1) 

1,2,3

1 2 3
0,1& 1

( 1) i

j i i

m m m
m m

 

  
                                                                 (2) 

where δ shows the product of parities of all occupied bands at selected TRIM points, ν0 identifies 

the topological phase and ν1, ν2, ν3 are used to identify the weak topological nature of YBi. Parities 

of the all filled energy states at ambient condition are represented in Table II. The first Z2 invariant 

(ν0) is zero (from equation (1)) which signifies topological trivial nature of YBi.  

The Z2 topological invariants for a bulk material can also be obtained using Wilson loop method 

also  [16]. In this analysis, the Z2 topological invariants can be calculated with the help of evolution 

of WCCs  [16,40,46] along six TRIM planes i.e., kx=0, π; ky=0, π and kz=0, π. The appearance of 

WCCs has been analysed for YBi using the planes that are spanned by TRIM points. Since the 

system exhibits TRS, one can place a random reference line across the x-axis, which corresponds 

to the pumping direction over half of the BZ, to figure out whether it is topologically trivial or 

non-trivial. The number of crossings of reference line with the evolution lines of WCCs with SOC, 

provide information about topological nature of YBi. If even number of crossings between 

reference line and WCCs takes place than it represents the trivial nature and Z2 topological index 

have value 0. On the other hand, odd number of reference line and WCCs crossings indicates non-

trivial nature with non-zero Z2 topological index. The non-zero and zero values of Z2 topological 

index in planes having kx, ky, kz =0 and kx, ky, kz =0.5, respectively, represents the strong TI with 

Z2 = (1;000). It can be observed in Fig. 3(e) that WCCs evolution lines have no crossing with the 

reference line (blue) in kx, ky, kz =0 and kx, ky, kz =0.5 planes and hence the Z2 topological 

invariants are (0;000), which confirms the topological trivial nature of YBi at ambient pressure 

condition. 

 

B. Volumetric Pressure 

After understating the electronic structure and topological properties of YBi at ambient pressure, 

we now include the effect of volumetric pressure. We have examined the band structures of the 

YBi rocksalt structure using the HSE06 functional across a pressure range of 1 to 24.5 GPa. We 

have found no band inversion till 6.4 GPa of volumetric pressure. At 6.5 GPa, a clear band 

inversion has detected at Γ- point where d-orbital of Y and p-orbital of Bi gets inverted (Fig. 4(a)). 

Therefore, we can say that YBi undergoes a topological phase transition at 6.5 GPa. Further, the 

non-trivial topological nature of YBi can be observed with the help of (001) surface band structure 



as shown in Fig. 4(b). It is found that the surface states show single Dirac cone (Fig. 4(b)) at 𝛤ത-

point which corresponds to band inversion at Γ-point in bulk band structure projected SBZ. Further 

increase in the pressure up to 10 GPa results in another band inversion at X-point which can be 

seen in Fig. 5(a). Now, we have an even numbers of band inversions i.e., one at Γ- and other at X-

point, which makes YBi a topologically trivial or weak in nature again. Bulk band structure 

projection on SBZ also confirms the existence of two Dirac cone at 𝛤ത- and 𝑀ഥ-points in surface 

band structure as shown in Fig. 5(b). 

 

 

   

FIG. 4: (a) The band structures of YBi with inclusion of SOC effect using HSE06 functional at 6.5 

GPa. (b) The surface state and (e) Wannier charge centers (WCCs) of YBi along (001) plane at 6.5 

GPa. 



 

  

FIG. 5: (a) The band structures of YBi with inclusion of SOC effect using HSE06 functional at 10 

GPa. (b) The surface state and (e) wannier charge centers (WCCs) of YBi along (001) plane at 10 

GPa. 

 

To understand the band inversion and change in parity under volumetric pressure, we have 

analysed the band structure evolution at Γ- and X-points starting from atomic energy levels and 

then introducing (i) octahedral field (ii) crystal field (iii) spin-orbit interaction (SOI), and (iv) 

pressure (Fig. 6(a-b)). We have used pd model for analysis of crystal field splitting in YBi  [47-

48]. Under the effect of applied volumetric pressure, Y-dz2 orbital shifts down and Bi-px,y orbital 

shifts up, as expected. At critical values of the pressure 6.5 GPa and 10 GPa, respectively, band 



inversions take place at Γ- and X-points due to these shifts in orbitals as shown in Fig. 6(a-b). 

Therefore, YBi changes from a normal semimetal to a topological one. Fig. 6(c) depicts the phase 

diagram with respect to the different exchange-correlation functionals with SOC and pressure. The 

GGA-PBE and HSE06 shows band inversions at ambient pressure and 6.5 GPa, respectively.  

 

 

 

 

FIG. 6 The band structure evolution of YBi starting from atomic orbitals—octahedral field—

crystal field splitting— SOI —applied pressure (a) at Γ-point (b) at X-point (c) with GGA-PBE 

and HSE06 functionals at Γ-point. 

Parities of all the filled energy states at 6.5 GPa and 10 GPa are depicted in Tables III and IV, 

respectively. At first band inversion i.e., at 6.5 GPa, the parity of the highest occupied band at Γ is 

changed to positive, which switched the overall parity of YBi to negative as shown in Table III. 

 

 

 



TABLE III: The Parities of all the occupied bands at all the TRIM points in BZ of YBi at 6.5 GPa. 
 

Band No. L L L L Γ X X X   Total 

1 - - - - - - - - + 

3 - - - - - - - - + 

5 - - - - - - - - + 

7 - - - - + + + + + 

9 + + + + - - - - + 

11 + + + + - - - - + 

13 + + + + + - - - - 

    Total + + + + - + + + - 

 

TABLE IV: The Parities of all the occupied bands at all the TRIM points in BZ of YBi at 10 GPa. 
 

Band No. L L L L Γ X X X Total 

1 - - - - - - - - + 

3 - - - - - - - - + 

5 - - - - - - - - + 

7 - - - - + + + + + 

9 + + + + - - - - + 

      11 + + + + - - - - + 

      13 + + + + + + + + + 

Total + + + + - - - - + 

 

Now, the first Z2 topological invariant (ν0) becomes 1 using equation (1), which verifies the non-

trivial nature of YBi. At second inversion (10 GPa), the parity of three X-points switches from 

positive to negative and first Z2 topological invariant (ν0) changes 0 from 1 (equation (1)). Now, 

the YBi becomes either a weak topological insulator or topologically trivial insulator. To verify 

this, we have calculated the other three topological invariants (ν1, ν2, ν3) using equation (2). Table 

III shows that parities at three X-points and four L-points are the same, which indicates that the 

other three topological invariants are (0, 0, 0). So, it can be concluded that at 10 GPa, YBi shows 

an even number of band inversions and is topologically trivial in nature. 

At 6.5 GPa volumetric pressure, the WCCs evolution lines in Fig. 4(c) cuts odd numbers of time 

to the reference line (blue) in kx, ky, kz =0 and kx, ky, kz =0.5 planes which confirms the topological 



non-trivial nature and Z2 indices are (1;000). Whereas, in Fig. 5(c), even number of crossings 

between WCCs evolution lines and reference line (blue) can be seen for 10 GPa pressure, which 

again confirms the transition from non-trivial to trivial nature with Z2 topological indices (0;000). 

 

C. Epitaxial Strain 

The coherently strained films on lattice mismatched substrates can influence the electronic 

structure of materials by means of epitaxial strain. The implementation of molecular beam epitaxy 

method had successfully shown the presence of epitaxial strain induced during the growth process 

of rare-earth pnicitides on III-V semiconductors  [49]. The III-V semiconductors  [26,50] have 

attained compressive epitaxial strain of up to 3%, and a similar behaviour can be expected from 

rocksalt rare-earth monopnictides e.g., for LaSb and SnTe, respectively, 1.6% epitaxial and 1.1% 

out-of-plane tensile strain have been reported previously [26,27]. This induced strain may 

influence the charge transfer at the interface which can further affect the carrier 

compensation  [26].  

Now, in the following section, we will discuss about the topological phase transition in YBi when 

it is subjected to epitaxial strain. The space group symmetry of YBi is changes from 3Fm m  to 

4 /I mmm  (Fig.1(b)) with epitaxial strain but the inversion symmetry remains preserved. Here 

we have demonstrated that the epitaxial strain pushes the band structure of YBi from topological 

trivial to non-trivial nature and thus creating an inevitable Dirac node at Γ-point.  

The electronic band structure of YBi under compressive epitaxial strain is obtained along X-Γ-L-

X-W k-path as shown in Fig. 7(a). With epitaxial strain, the Y-d band shifted towards the Bi-p 

bands at Γ and X points which results in reduction of the total volume of the cell. At 3% strain, we 

find a band inversion at Γ-point; but still at X point, the Y-d and Bi-p bands continues to avoid 

band crossing. The band inversion at Γ-point can be seen in Fig. 7(a) and the inverted contribution 

of d-orbital of Y and p-orbital of Bi is shown in Fig. 7(a) (inset). To further verify the topological 

nontrivial nature of YBi under epitaxial strain, we computed the surface band structure along (001) 

plane. Since epitaxial strain causes the bulk band inversion in YBi only at the Γ-point, we found a 

single Dirac cone to emerge at the 𝛤ത-point on (001) plane. The surface band structure along M-Γ-

M path of (001) plane is shown in Fig. 7(b). Unlike volumetric pressure, no Dirac cone is observed 

at X-point for epitaxial strain.  

 



 

 

FIG. 7: (a) The band structures of YBi with inclusion of SOC effect using HSE06 functional at 3% 

epitaxial strain. (b) The surface state (SS) and (e) Wannier charge centers (WCCs) of YBi along 

(001) plane at 3% epitaxial strain. 

  

In order to establish the occurrence of bulk band inversion under epitaxial strain and its connection 

with nontrivial topology in YBi, we determined the Z2 topological invariant. Table V contains the 

parities of various occupied bands at TRIM points at an epitaxial strain of 3%. It can be observed 

that the parity at the Γ-point undergoes exchanged, whereas the parity at the X-points stays 

unaltered with respect to the ambient conditions (Table II). The Z2 invariant change from 0 to 1 as 



a result of a change in parity at the Γ-point under epitaxial strain which is evidence of the 

topological non-trivial character in YBi. Moreover, the single crossing in WCCs evolution lines 

and reference line (blue) (Fig. 7(c)) also verifies the strong topological phase in YBi with Z2= 

(1;000). 

 

TABLE V: The Parities of all the occupied bands at all the TRIM points in BZ of YBi at 3% 
epitaxial strain. 
Band No.     L L L L Γ X X X Total 

1 - - - - - - - - + 

3 - - - - - - - - + 

5 - - - - - - - - + 

7 - - - - + + + + + 

9 + + + + - - - - + 

      11 + + + + - - - - + 

      13 + + + + + - - - - 

Total + + + + - + + + - 

 

We have shown that YBi show topological phase transition under volumetric pressure as well as 

epitaxial strain. In the volumetric pressure range of 6.5 GPa to 10 GPa, YBi has non-trivial 

topological character and an epitaxial strain of 3% transform it from trivial to no-trivial. We have 

calculated the Z2 topological invariant ν0 at different values of applied volumetric pressure as well 

as epitaxial strain. Fig.8(a-b) is an illustration that how the value of the first Z2 topological index 

varies as a function of volumetric pressure and epitaxial strain. 

  

FIG. 8: The variation of First Z2 topological index (ν0) with (a) applied volumetric pressure (b) 
applied epitaxial strain. 



 
It is important to note that the rise in pressure leads to an increase in the overlap between the 

valence band and the conduction band of YBi, which in turn results in an increase in the carrier 

concentration. Since XMR counts on the carrier concentration as well as the mobility of the charge 

carriers, the enhancement of mobility with pressure is an effective way to analyse evolution of 

XMR as a function of pressure. Our results regarding topological phase transitions in YBi with 6.5 

GPa of volumetric pressure can be a vital platform explore the relation between XMR and pressure. 

The occurrence of non-trivial phase in YBi with a relatively small epitaxial strain, which a thin 

film geometry can naturally has, might make it ideal candidate to probe inter-relationship between 

XMR and non-trivial topology.  

III.      SUMMARY 

We have used hybrid density functional theory to investigate the structural, electronic, and 

topological properties of XMR material YBi at ambient and elevated volumetric pressure and 

epitaxial strain. The structural and dynamical stabilities of the system have been ascertained and a 

structural phase transition has been predicted at 24.5 GPa. The GGA-PBE functional has 

overestimated the bands overlap near the Fermi level and an even number of band inversions have 

been observed. The hybrid functional HSE06 has accurately predicted the topologically trivial 

semimetallic nature of YBi which agrees with existing experimental report. The YBi has 

undergone a topological phase transition at 6.5 GPa of volumetric pressure and 3% of epitaxial 

strain. The non-zero values of Z2 topological index, calculated with the help of product of parities 

of all the occupied bands at TRIM points and evolution of WCCs, have confirmed these topological 

phase transitions. The d-orbital of Y and p-orbital of Bi have mainly contributed near the Fermi 

level and take part in topological band inversion of YBi. The existence of single Dirac cone on 

plane (001) has confirmed the non-trivial nature of YBi. A rise in volumetric pressure (10 GPa) 

has make it trivial again which has been verified with even number of Dirac cone on (001) plane. 

The Z2 topological index has switched from 1 to 0 at 10 GPa, which has also observed in evolution 

of WCCs. A small epitaxial strain of 3%, which can arise due to lattice-substrate mismatch during 

coherent growth of thin films of YBi, can be an opportunity to interrelate non-trivial topology, 

electron-hole compensation and XMR in rare-earth monopnictides. 
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     Abstract — The term Traffic Environment refers to everything 

that has the potential to disrupt the flow of vehicular traffic on the 

road, but not particulates to accidents, traffic signals, rallies and 

even for the maintenance of roads, which may lead to backups. If 

an individual possesses prior knowledge that is similar to the 

above-mentioned factors, along with an understanding of other 

everyday variables that may influence traffic, they can make 

informed decisions as a driver or passenger. Advanced transport 

systems, tourist database systems, and traffic management 

systems now have much better traffic predictions because to the 

adoption of intelligent transportation systems. Therefore, the 

continuous improvement and implementation of these systems will 

continue to enhance traffic prediction accuracy. The goal of this 

study is to use modern communication technologies and to propose 

a methodology based on machine learning for improving 

transportation safety, mobility and productivity. According to the 

research, the suggested method (SVR) performs better than the 

competing approaches in terms of performance on all assessment 

metrics, regardless of the dataset. 

     Keywords: Intelligent Transportation Systems (ITS); Support 

Vector Machine (SVR); Traffic Management & Prediction; Vehicle 
Detection.   

I. INTRODUCTION 

Precise and timely traffic flow data is essential for many 
businesses, governments, and individuals. Riders and drivers 
are aided in making more informed decisions about their routes, 
which helps decrease delays, boost the effectiveness of traffic 
operations, and cut down on emissions. Intelligent 
Transportation Systems (ITSs) provide more precise 
forecasting of traffic flows as they are developed and 
implemented. It is addressed since it is so important to the 
functioning of high-tech transport management systems, public 
transport networks, and tourist info networks [1]. ITS is a 
promising emerging technology with the potential to enhance 
transportation security, flow management, and traveller 
convenience soon. The idea behind such a system is that cars 
would be permanently connected to an Internet of Vehicles 
(IoV), giving drivers a comprehensive picture of traffic 
conditions [2]. Vehicle-to-vehicle (V2V) and vehicle-to-
infrastructure (V2I) communications are the backbones of the 
ITS, as illustrated in Figure 1 [3]. 

Improvements in hardware, software, and communication 
channels within Information and Communication Technologies 
(ICT) have made it more feasible to create robust, smart 
transportation networks. Sustainable, integrated, safe, and 

responsive ITS are the foundation for a more pleasant and 
secure journey, and they can only be realized if ICT is 
completely included in the transportation infrastructure. 

  

Fig. 1. Intelligent Transportation System 

     The goals of ITS, which include improved accessibility and 
mobility, more environmentally friendly operations, and a 
boost to the economy, will be significantly aided by the 
implementation of these guiding principles [4]. Accessing, 
collecting, and processing reliable data from the environment 
is crucial to the effectiveness of ITS. Two major groups may 
be identified among sensing platforms. Intra-vehicle sensing 
platforms are the first kind and are used to gather information 
about a vehicle's internal state. Urban sensing systems, the 
second kind, are put to use to gather data on traffic patterns. 
When cars talk to cars, or cars talk to infrastructure, sensors 
play a crucial role in gathering information for analysis. 
Transportation management systems get this information and 
use it to make choices and take action. Fuel pricing, carbon 
dioxide emissions, traffic congestion, and road quality are just 
a few of the problems that may be alleviated by more 
sophisticated and smart ITS systems [5].       
Application of ITS: Recent developments in ICT, as well as the 
ever-expanding use of AI in a variety of contexts, have 
prepared the way for the development of ITS. The goal of this 
development is to cater the cutting-edge solutions for 
managing traffic, congestion, and other issues associated with 
roadways and transportation systems [6]. It primarily includes 

2023 International Conference on Circuit Power and Computing Technologies (ICCPCT)

1165

20
23

 In
te

rn
at

io
na

l C
on

fe
re

nc
e 

on
 C

irc
ui

t P
ow

er
 a

nd
 C

om
pu

tin
g 

Te
ch

no
lo

gi
es

 (I
CC

PC
T)

 |
 9

79
-8

-3
50

3-
33

24
-4

/2
3/

$3
1.

00
 ©

20
23

 IE
EE

 |
 D

O
I: 

10
.1

10
9/

IC
CP

CT
58

31
3.

20
23

.1
02

45
13

9

Authorized licensed use limited to: DELHI TECHNICAL UNIV. Downloaded on October 03,2023 at 09:26:30 UTC from IEEE Xplore.  Restrictions apply. 



AI-powered wireless, sensor, and computing technologies. 
Application areas where it is employed are categorized in 
Figure 2 [8]. Some of the most important functions of a smart 
city are handled by ITS, such as traffic management and citizen 
security [7]. These services help keep traffic flowing smoothly 
by doing things like alerting drivers to impending danger, 
automatically enforcing speed limits, preventing accidents, 
advising drivers on where to park, reporting the weather, and 
reporting when bridges need to be moved or removed [8]. 
Human resource management and resource allocation are two 
areas where it falls short. To combat the ever-increasing traffic 
congestion issue, cities must prioritize the scheduling and 
reallocating their traffic police force following changes in 
traffic density. 

 

Fig. 2. ITS Applications 

A.  Problem Formulation 

     Traffic flow data pretreatment is critical for missing values, 
noise removal, and data reduction. Vehicle detection counts 
vehicles in each image. Choose traffic flow data features using 
the CNN algorithm model. After separating unique traffic data 
for a train set and test set, it can begin to analyze the data. Find 
the sweet spot for the SVR's settings. Use the training data to 
educate a support vector machine (SVM) prediction model and 
then get the model's prediction. Check if the present parameters 
meet maximum accuracy standards. When conditions are met, 
parameter optimization might terminate. Because the current 
settings are optimal, the SVR model ran successfully. When 
testing, the warning level is anticipated and then matched with 
the training data, the fulfilled, and the final output to predict the 
final output. 

B.  Research Objectives 
 

1. To increase transportation safety, mobility, and productivity 
through new communications technology using a machine 
learning approach. 

2. To achieve lower-error support, a vector regression machine 
was employed to accomplish the precise classification error 
rate. 

3. Improve Mobility by boosting system efficiency and 
elevating individual mobility for all members of society, 
from novice to seasoned motorists. 

4. Reduce transportation-related environmental impacts 
(including their contributions to climate change and air 
pollution) through improved traffic management. 

 

II. RELATED WORK 

     The section contains a literature survey related to the area 
of traffic prediction using machine learning in ITS. 

Kuok et al., (2021) [9] resolve the two issues by offering three 
solutions: (i) a computer program that simulates traffic 
conditions in real-time, (ii) A neural network based on 
pheromones for predicting traffic and rerouting it, and (iii) 
Weighted Missing Data Imputation is an approach to missing 
data that makes use of the weighted historical data technique 
(WEMDI). Google Maps' rerouting system served as a 
reference point for the advancement of the traffic simulation 
model. The rerouting mechanism gets compared either by 
using WEMDI or not for evaluation under various levels of 
missing data and checking its effectiveness. The findings 
demonstrated a strong connection among traffic-simulation 
methods, Google Maps and its allied traffic parameters 
improved by 38%-44% thanks to the WEMD's integrated 
system, when missing data amounts to 50%, the performance 
of the augmented rerouting system improved by around 
19.39% as compared to the standard rerouting system. The 
WEMDI system was equally resilient in its routing to 
additional sites, demonstrating the same level of excellent 
performance. 
Cong and Pei, (2021). [10] create an enhanced Support Vector 
Machine (SVR) model for predicting traffic flows soon by 
optimizing Support Vector Machine (SVM) parameters for use 
in short-term forecasting. Data show that SVR has the lowest 
classification error rate (3.22%). Results show that predicting 
morning and evening peak times reduces MAPE of SVR by 
19.93% and 42.87 %, respectively, while reducing RMSE by 
29.71 % and 47.22 %, also depending on the time of day. The 
enhanced method has been shown to increase the reliability of 
traffic flow predictions and speed up the time it takes to find 
the best possible parameters for SVR. The counting accuracy 
has been vastly enhanced by the goal-tracking pedestrian 
counting approach suggested in this study. After implementing 
a more effective framework for counting pedestrians and 
expanding how HOG characteristics are calculated (for 
example, by allowing users to choose which neighbourhoods 
to use), this research provides a step toward improving 
pedestrian safety. 
Chen et al., (2020) [11] proposed a method for traffic flow 
detection and monitoring using an automobile identification 
algorithm based on the YOLOv3 model, which was trained on 
large amounts of traffic data. They optimized the model for 
peripheral devices and improved the DeepSORT algorithm's 
performance for tracking multiple vehicles. They also 
introduced a real-time vehicle monitoring counter to detect 
traffic flow. The authors demonstrated the accuracy and 
efficiency of their approach and deployed it on the Jetson TX2 
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edge device with a processing speed of 37.9 FPS. Overall, their 
method shows promise for effective traffic flow detection and 
monitoring. 
Wang et al., (2020) [12] introduced a revolutionary Rear-end 
Collision Prediction Mechanism (RCPM), which uses deep 
learning to construct a Convolutional Neural Network (CNN) 
model. For reference to the issue of a class discrepancy, RCPM 
smooths and expands the dataset following genetic theory. 
When the author educates the author's convolutional neural 
network model, it uses the training and testing sets that were 
created from the preprocessed dataset. The experimental 
findings demonstrate that RCPM considerably enhances 
working in forecasting rear-end crashes compared to the 
Berkeley, Honda, and multi-layer perceptron neural network-
based methods. 
Zhou et al., (2020) [13] provide a novel Bayesian framework 
for traffic forecasting based on neural networks, termed 
Variational Graph Recurrent Attention (VGRAN). Dynamic 
graph convolution algorithms can be utilized to capture a time 
series of road-sensor data and learn latent variables related to 
sensor representations and traffic sequences. This probabilistic 
approach is more versatile in generating models as it considers 
the unpredictability of sensor features and temporal traffic 
correlations. Additionally, it allows for precise modelling of 
implied backsides in traffic information, which are often 
unstructured, geographically connected, and dependent on a 
variety of time scales. After conducting thorough tests on two 
real traffic datasets, it was found that the VGRAN proposed in 
this study performed comparably to the state-of-the-art 
approach while accurately representing the inherent uncertainty 
of the predicted outcomes. 
Neetesh et al., (2020) [14] suggested that the proposed 
Dynamic and Intelligent Traffic Light Control System 
(DITLCS) aims to improve traffic flow by utilizing real-time 
traffic data to adjust the duration of green and red lights. The 
system operates in three modes: Fair Mode (FM), Priority Mode 
(PM), and Emergency Mode (EM). The FM treats vehicles 
equally, the PM treats vehicles differently based on category, 
and the EM gives the highest priority to emergency vehicles. 
The system uses a deep reinforcement learning-based model 
that alternates between three states for the traffic lights (Red, 
Yellow, and Green) and a fuzzy INS selects from three 
operational modes (FM, PM, and EM) based on the available 
data. The Simulation of Urban Mobility (SUMO) was used by 
the author to simulate the street layout of Gwalior, India, and 
he discovered that DITLCS outscored other cutting-edge 
algorithms on a variety of performance criteria. 
Shengnan Guo et al., [15] presented the AST-GCN (Attention-
Based Spatial-Temporal Graph Convolutional Networks) 
model for traffic flow forecasting. By utilizing graph 
convolutional networks and attention mechanisms, the model 
effectively captures the spatial and temporal dependencies in 
traffic data. The GCN component captures the relationships 
among traffic sensors represented as a graph, enabling spatial 

feature learning. The attention mechanisms are applied to 
capture the temporal dependencies, allowing the model to 
focus on important patterns and long-term trends in the data. 
Experimental evaluations on real-world traffic datasets 
demonstrate that the AST-GCN model outperforms existing 
methods, achieving higher accuracy and better prediction 
quality. The proposed model's ability to incorporate spatial and 
temporal information offers promising potential for improving 
traffic flow forecasting, which can greatly benefit 
transportation management and planning applications. The 
findings of this study contribute to the advancement of traffic 
prediction techniques and provide valuable insights for future 
research in this field. 
Li et al., (2019) [16] create a model that uses a combination of 
different data types to forecast the average speed in space. To 
begin, stacked autoencoders will extract and train on the 
chronological and spatial characteristics, which are the natural 
input. The data's most salient traits are retrieved next, and then 
combined with them. Now that authors know what the 
relationships are, they can build prediction models. As a result, 
the prediction model may take into account both geographical 
and temporal correlation as well as the relationship between 
different kinds of information. It seems that the context of the 
text is missing, but based on the provided sentence, it appears 
that the authors have applied several machine learning models 
to real-world data and compared their performance. The 
models include artificial neural networks, support vector 
regression trees, and k-nearest neighbours. Additionally, the 
authors have suggested a deep feature-level fusion technique 
and compared its performance against the standard data-level 
fusion approach. They have found that applying both a deep 
feature fusion model and a support vector regression method 
together may provide the best results. The findings suggest that 
the suggested deep feature fusion model has the potential to 
improve upon existing methods. 
Ferdowsi et al., (2019) [17] addressed the latency and 
dependability issues plaguing ITSs, and a new edge analytics 
architecture is presented. This process worked on data at the 
vehicle level or with the help of roadside smart sensors. It uses 
deep-learning strategies for mobile sensing, which is made 
possible by the increased capabilities of passengers' mobile 
devices and intra-vehicular processors. Different types of data, 
autonomous control, vehicle platooning, and cyber-physical 
security are all explored as they apply to the difficulties of 
implementing ITS mobile edge analytics. Then, deep-learning 
solutions are shown. Deep-learning techniques provide ITS 
devices with sophisticated computer vision and signal 
processing features for edge analytics. As shown by these early 
findings, the new edge analytics architecture, when combined 
with the strength of deep-learning algorithms, creates a 
transportation system that is dependable, secure, and smart. 
Table 1 gives the comparison of literature review for several 
researchers who have employed various methods and 
published their findings. 
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III. METHODOLOGY 

     The problem of regulating traffic has persisted since the 
beginning of time. To function in today's environment, one 
must have access to current technology as it becomes trendy for 
its automatic features. Intelligent Traffic Systems, also called 
Intelligent Transportation Systems, use data and 
communication networks to address problems with traffic 
management. ITS refers to software that uses sensors and 
wireless connections to increase transportation efficiency. This 
ITS employs cutting-edge methods of traffic management to  

address issues like congestion and a lack of safety. 
Information, control, and electronic technologies that use 
wireless and wireline connectivity are used to enhance ITS. 
The main issue in the modern traffic management system is 
addressing the problem of excessive speed. Doppler’s 
Phenomenon is a tool for determining velocity [18]. 

A.  Proposed Methodology 

     In this section, we proposed a traffic prediction model using 
machine learning in detail. 

Author Model Datasets Outcome Implication 

Kuok et al., 

(2021) [9] 

WEMDI PEMSD4 A high association between Google Maps' traffic 
simulation model and the WEMDI integrated 
system, which improved traffic factors by 38% to 
44% compared to re-routing systems. It shows a 
19.39% improvement compared to the original 
one, with missing data levels around 50%. 

The WEMDI integrated system can be used to improve 
traffic factors by 38% to 44% compared to re-routing 
systems. This suggests that the WEMDI system can be a 
valuable tool for improving traffic management. 

Cong and Pei, 

(2021) [10] 

SVM PEMSD8 Results show that the suggested technique 
significantly outperforms the SVR approach, with 
the final errall error and final mseall error of 0.7898 
times and 0.6519 times, respectively, as compared 
to the SVR error. 

The SVM approach can significantly outperform the SVR 
approach in terms of accuracy and other metrics. This 
suggests that the SVM approach may be a better choice for 
traffic forecasting. 

Chen et al., 

(2020) [11] 

YOLOv3 UCAS-
Avenue 

Results show their model accurately identifies 
traffic rate via an edge device having processing 
speed of around 37.9 FPS & 92.0% accuracy. 

The YOLOv3 model can accurately identify traffic rates 
via an edge device. This suggests that the YOLOv3 model 
can be used to develop edge-based traffic monitoring 
systems. 

Wang et al., 

(2020) [12] 

RCPM NGSIM Predictions of rear-end crashes using RCPM are 
shown to be much more accurate than those using 
the Berkeley, Honda, or multi-layer perceptron 
neural network-based techniques. 

The RCPM approach can predict rear-end crashes more 
accurately than other approaches. This suggests that the 
RCPM approach can be used to develop more effective 
crash prediction systems. 

Zhou et al., 

(2020) [13] 

VGRAN PEMSD4 The results demonstrate the deterministic 
spatiotemporal modelling used in existing sensor 
network-based traffic forecasting systems, vector 
node representation uncertainty improves the 
capability of the model to represent dynamic, 
time-varying sensor properties and intricate 
topological topologies of sensor networks. 

The VGRAN model can improve the capability of existing 
sensor network-based traffic forecasting systems. This 
suggests that the VGRAN model can be used to develop 
more accurate and reliable traffic forecasting systems. 

Neetesh et al., 

(2020) [14] 

DITLCS PEMSD4 To demonstrate the efficacy and high efficiency of 
DITLCS, its results were to further compared to 
fuzzy neural networks and some priority-based 
approaches. 

The DITLCS approach can be used to improve the efficacy 
and high efficiency of traffic management systems. This 
suggests that the DITLCS approach can be used to develop 
more efficient and effective traffic management systems. 

Shengnan Guo 

et al. (2019) 

[15] 

ASTGCN 
 (Attention 

based spatial-
temporal graph 
convolutional 

network) 

PEMS04, 
PEMS08 

The ASTGCN model was evaluated on two real-
world traffic datasets. The results showed that the 
ASTGCN model was able to outperform the state-
of-the-art methods in terms of accuracy and other 
metrics. 

The ASTGCN model can outperform the state-of-the-art 
methods in terms of accuracy and other metrics. This 
suggests that the ASTGCN model may be a better choice 
for traffic forecasting than other deep learning approaches. 

Li et al., (2019) 

[16] 

Artificial 
Neural 

Networks 
(ANN) 

PEMSD8 The results show that when the whole upstream 
and downstream context is considered, all of the 
methods such as ANN, SVM, Regression-tree and 
KNN (k-nearest neighbour) perform better than 
when just data from the examined segment is 
used. 

When the whole upstream and downstream context is 
considered, all of the methods such as ANN, SVM, 
Regression-tree and KNN perform better than when just 
data from the examined segment is used. This suggests that 
it is important to consider the upstream and downstream 
context when developing traffic forecasting systems. 

Ferdowsi et al., 

(2019) [17] 

LSTM, RBM, 
RNN, and CNN 

PEMSD8 It provides edge analytics architecture along with 
some deep-learning approaches and introduces a 
safe and secure TIS. 

The edge analytics architecture, along with some deep-
learning approaches, can introduce a safe and secure TIS. 
This suggests that edge analytics and deep learning can be 
used to develop more secure and reliable traffic 
information systems. 

TABLE I.  FINDINGS OF THE REVIEWED SOURCES 
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1.  Machine Learning (ML) 

     The author A. Samuel [19] defines machine learning as the 
study of how computers may learn to improve themselves 
without being given a set of instructions and developed a 
popular checkers-playing software. When applied to 
computers, machine learning (ML) helps them learn how to 
process data more effectively. Even after looking at the data, it 
can't always deduce what's going on. Therefore, use machine 
learning. The abundance of datasets has sparked widespread 
interest in machine learning, which is being utilized across 
various industries to extract valuable insights. The primary goal 
of ML is to learn from data. To tackle the challenge of 
managing massive datasets, mathematicians and computer 
scientists have developed various methods. When addressing 
data-related problems, machine learning utilizes numerous 
techniques. It is worth noting that data science experts 
emphasize that there is no one-size-fits-all approach to 
problem-solving, as factors such as the number of variables 
involved and the type of model that is most effective can 
significantly influence the method used. Figure 3 provides the 
categorization of techniques of machine learning [20]. 

 

Fig. 3. Categories of Machine Learning Techniques  

i.   Support Vector Regression (SVR) 

     The SVR model aims to find a function f(x) that 
approximates the relationship between input variables x and 
corresponding output variables y [22]. The general form of the 
SVR model can be represented as: 

                            (1)   

 

Where: 

• f(x) is the predicted output for input x 

• w represents the weight vector 

• φ(x) denotes the feature mapping of input x 

• b is the biased term 

The linear kernel function is one of the commonly used kernel 

functions in SVR. It can be expressed as the inner product of 

the input vectors. 

                              (2) 

The polynomial kernel function allows for non-linear 

mappings by introducing polynomial terms. 

                                     (3) 

2.   The proposed Model: Intelligent Transportation 

Model (ITM) 

     This section defined a proposed methodology based on 
Traffic Prediction Using Machine Learning in Intelligent 
Transportation Systems. Figure 4 describes the proposed 
approach. 

 

Fig. 4. Block Diagram of Proposed Intelligent Transportation Model (ITM) 

   TABLE II:   PROCESS FOR IMPLEMENTATION OF ITM MODELS 

 Procedure For ITM Model: 

Step 1: The preprocessing of the data on the traffic flow 
primarily includes the processing of missing 
values, denoising, and data reduction. 

Step 2: Detect Vehicle Detection (Vehicle counting) in 
each image. 
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Step 3: Select the data features to be used for the traffic 
flow using the SVR algorithm model. 

Step 4: The removal of redundant and unnecessary 
traffic data results in the formation of two 
distinct datasets, one for training and one for 
testing. 

Step 5: Determine the acceptable value range for the 
SVR parameters. 

Step 6: Then training data is fed into the SVR model. 
Further, the process is initiated to generate 
predictions for the desired outcome. 

Step 7: Determine whether the currently used 
combination of parameters fulfils the standards 
for maximum accuracy. If the conditions are 
met, the parameter optimization process can be 
terminated. The SVR model has been 
successfully run with the present parameter 
combination because it is the best possible 
parameter combination. 

Step 8: Similarly, for testing, the warning level is 
predicted and then passed on to be matched with 
the output of the training data to be matched 
with the output of the final model to forecast the 
final output that occurred. 

 
B.   Datasets 
 

     To validate the proposed model, two distinct datasets of 
California highway traffic, namely PeMSD4 and PeMSD8, 
were utilized. Caltrans' Performance Measuring System 
(PeMS) [23] acquires the data in real-time with a 30-second 
interval. The original traffic data is aggregated into 5-minute 
intervals. Over 39,000 detectors have been placed along main 
thoroughfares in California's major cities as part of this system. 
All of the sensor stations' locations are captured in the data sets. 
In proposed models, it takes into account three metrics related 
to traffic: flow rates, average occupancy and average speed. 

PeMSD4: - PeMSD4 is a collection of road traffic data 
collected from 3848 detectors installed along 29 roadways in 
the Bay Area of San Francisco. The dataset comprises 
information from January 2018 to February 2018, for model 
training, the initial 50 days of data are used and for testing, the 
rest of the data are used. 
PeMSD8: - PeMSD8 contains traffic data collected from 1979 
detectors located along eight highways in San Bernardino over 
the months of July and August 2016. The dataset is split into 
two sets, with the first 50 days of data used for training and 
the final 12 days reserved for testing. 
 

IV. EXPERIMENTAL ANALYSIS 

To test the proposed model's efficacy, conduct comparison tests 
on two true-world highway traffic datasets. 

A.  Evaluation Parameters 

     In this section, RMSE (Root Mean Square), MAE (Mean 
Absolute Error) is taken as evaluation parameters for the 
proposed model. These metrics can be defined as follows: 

1. Root Mean Square Error (RMSE) 

     In the fields of meteorology, quality of air, and climate 
research, the RMSE is a common statistical tool for gauging 
model performance. Despite its widespread use throughout the 
years, experts still disagree on which measure of model 
mistakes is most accurate. It is common practice in 
geosciences to provide the RMSE as a measure of model error, 
while other researchers prefer to report just the mean-absolute 
error (MAE), arguing that the RMSE is too subjective [24]. An 
indicator of the distance between known and estimated places. 
RMSE to compare model results. A total of n journeys have 

been taken. Whereas  ��  is the present time, ��� indicates the 
forecasted value. The following equation is used to calculate 
root-mean-squared error [25]: 

���� =  
�
� ∑ (�� − ���)�����                                       (4) 

2. Mean Absolute Error (MAE) 

     To evaluate the regression model based on vector-to-vector 
approaches, MAE is statistically applied; it was originally 
developed as a measure of average error [26]. Which represent, 
respectively, the maximum and median dissimilarity between 
observed and predicted traffic flows and the results obtained 
from the proposed framework can be assessed using the MAE 
formula. Here is the formula for the MAE: 

��� = �
� ∑ ���� − �������                                                   (5) 

In this formula, ��� indicates the observed traffic situation, ℓ� 

indicates the expected traffic condition, and n indicates the 

total number of forecasted points. A more precise forecast 

result, indicated by a lower value of MAE, corresponds to a 

smaller difference between the actual traffic rate and the 

predicted outcome [27].       

B.    Baseline Models 

• LSTM (Hochreiter and Schmidhuber 1997): LSTM is a 

unique RNN model [29]. 

• A spatial-temporal graph convolution model based on 

the spatial approach is called STGCN (Li et al. 2018) 

[30]. 

• A multi-level attention-based recurrent neural network 

model called GeoMAN has been presented for the geo-

sensory time series prediction problem (Liang et al. 

2018) [31]. 

• ASTGCN (Shengnan Guo, 2019): To apply weights to 

nodes or time steps based on relevance, ASTGCN uses 

attention methods [15]. 

• MSTGCN (Shengnan Guo, 2019) : It incorporates 

attention mechanisms to assign importance weights to 

nodes or time steps [15]. 
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V. RESULTS AND DISCUSSION 

     Among the six models evaluated (LSTM, STGCN, 
GeoMAN, MSTGCN, ASTGCN, SVR) on PeMSD4 and 
PeMSD8 datasets for traffic flow prediction, SVR emerged as 
the best performing model. The results summarized in Table 3 
present the root mean square error (RSME) and mean absolute 
error (MAE) over the next hour. 
Our findings indicate that the SVR model consistently 
outperformed the other models across both datasets in terms of 
all evaluation metrics. In the comparison of deep learning-
based models, SVR demonstrated better prediction results than 
LSTM, STGCN, GeoMAN, MSTGCN, and ASTGCN. The 
SVR model's performance highlights its strength in capturing 
the underlying patterns and correlations in traffic data, leading 
to accurate predictions.  
It is worth noting that while the deep learning models 
considered temporal and spatial correlations, SVR, as a 
machine learning-based method, leverages support vector 
regression to capture the complex relationships in the data. This 
approach proved effective in achieving high prediction 
accuracy, outperforming the deep learning models in this study. 
Its superior performance, as demonstrated by lower RSME and 
MAE values, showcases its efficacy in accurately forecasting 
traffic patterns. 

TABLE III. OVERALL PERFORMANCE OF SEVERAL 
METHODS ON THE PEMSD4 AND PEMSD8. 

 

Models 

PeMSD4 PeMSD8 

MAE RSME MAE RSME 

LSTM 29.45 45.82 23.18 36.96 

STGCN 25.15 38.29 18.88 27.87 

GeoMAN 23.64 37.84 17.84 28.91 

MSTGCN 22.73 35.64 17.47 26.47 

ASTGCN 21.80 32.82 16.63 25.27 

SVR 19.21 30.57 13.87 22.76 

Figure 5, 6, 7, 8 illustrates the performance variations of 
different prediction methods as the prediction interval expands. 
Generally, as the prediction interval lengthens, the prediction 
task becomes more challenging, leading to an increase in 
prediction errors. Notably, the accuracy of predictions declines 
notably as the prediction interval widens.  

Deep learning methods exhibit relatively slower error 
increments as the prediction interval increases, demonstrating 
their overall favourable performance. Among these methods, 
our SVR model consistently achieves the highest prediction 
accuracy across the entire range. This is particularly evident in 
long-term predictions, where the disparities between SVR and 
other baseline models become more pronounced. This 

highlights the effectiveness of our approach, which combines 
attention mechanisms and graph convolution to effectively 
capture dynamic spatial-temporal patterns in traffic data.  

It is worth noting that the SVR model's superior performance 
indicates its capability to uncover and leverage intricate spatio-
temporal patterns. This showcases the potential of our 
proposed methodology for accurate traffic flow forecasting. 

 

Fig. 5. Graph of RMSE of various approaches on PeMSD4. 

 

Fig. 6. Graph of MAE of various approaches on PeMSD4. 
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Fig. 7. Graph of RMSE of various approaches on PeMSD8. 

 

Fig. 8. Graph of MAE of various approaches on PeMSD8. 

VI. CONCLUSION 

     Many organizations and individuals could benefit from 
current and accurate information regarding traffic patterns. 
Helping riders and drivers make better route decisions improves 
traffic flow, increases operational efficiency, and decreases 

emissions. Intelligent Transportation Systems (ITSs) provide 
more precise traffic forecasts as they are refined and 
implemented. High-tech public transportation networks, 
tourist information networks, and traffic management systems 
all rely on it, so it is being fixed. Compared proposed models 
to the two previous approaches on PeMSD4 and PeMSD8. The 
outcomes of the traffic flow forecast presentation are displayed 
in table 2 below. Information for the next hour can be found in 
this table. As can be shown, SVR achieves the best results 
across all evaluation measures in both datasets. Both sets of 
data have this property. The proposed machine-learning-based 
approach typically achieves better prediction outcomes than 
competing approaches. When compared to competing models 
like MSTGCN and ASTGCN, the proposed method's solution 
stands head and shoulders above the rest. 
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Abstract
Breast Carcinoma is a deadly disease; therefore, timely diagnosis is one of the most criti-
cal concerns that must be addressed globally since it can significantly enhance overall 
survival rates. Currently, Medical Imaging relies on Machine Learning(ML) and Deep 
Learning(DL) for accurate and early identification of diseases. In this article, a framework 
is proposed for diagnosing & classifying breast tumors using deep learning approaches. 
We have performed two experiments on the CBIS-DDSM (Curated Breast Imaging Subset 
of Digital Database for Screening Mammography) dataset. In the first approach, i.e., Deep 
feature extraction with ML classifier head, Deep Convolutional Neural Network(DCNN) 
models such as VGG16, VGG19, Res Net 50, and Res Net 152 are deployed as feature 
extractors, and the obtained features are utilized for training conventional machine learning 
classifiers. The second approach, called Deep Learning feature extraction with a neural net-
work classifier, exploits Mobile Net, VGG16, VGG19, ResNet50, Res Net 152, and, Dense 
Net 169 for feature extraction and categorization. The results show that in the first case, 
Random Forest (RF) and XG Boost (XGB) Classifier perform best with 100% accuracy 
on the training set, whereas Support Vector Machine (SVM) and XGB exhibit 95%(+-5%) 
on the Test dataset for all the models. In the second approach, Mobile Net, ResNet50, and 
Dense Net 169 outperform the other models with an accuracy of 97%(+-2%) for both the 
Training and Test sets. The evaluated results have shown that the second approach depicts 
an increase in accuracy by 4%.
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1  Introduction

Breast Carcinoma is the most prominent tumor that impacts patients’ physical and emo-
tional health [1]. Breast Cancer grows and expands in breast tissues. More than 99 percent 
of all occurrences of breast carcinoma are diagnosed in women [2]. Because of its preva-
lence in low- and middle-income countries, female breast carcinoma has surpassed lung 
carcinoma as one of the most often diagnosed malignancies. Figure 1 shows the statistics 
for all types of cancers in 2020. Breast Carcinoma accounts for one-fourth of all cancers 
diagnosed in women worldwide [3].

In women, invasive ductal carcinoma (IDC) is the leading breast tumor [4]. As per 
the records of the World Health Organization(WHO), 2.3 million women were diag-
nosed with breast carcinoma in 2020, with 685000 fatalities reported worldwide [5]. 
In 2022, women in the US were expected to be diagnosed with 287,850 and 51,400; 

Fig. 1   Cancer Statistics (Female)- 2020 [3]
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instances of invasive and non-invasive breast tumors, respectively, whereas 2,710 new 
incidences are likely to be detected in males [6]. By 2030, there might be 1.1 million 
new instances of breast cancer, and the difference between developed and developing 
countries may expand, in accordance with International Agency for Research on Cancer 
(IARC) of the WHO [7].

Breast carcinoma could be fatal if not detected in the preliminary stages. A malignant 
tumor grows aggressively and speedily spreads to other regions of the body [4]. There-
fore, early and accurate diagnosis can reduce mortality and save the lives of people suf-
fering from this deadly disease. Usually, an oncologist examines the clinical images and 
writes a summary based on a pre-defined documentary structure, such as Breast Imaging 
Reporting and Data System (BI-RADS). The ability to analyze medical images before 
the 1990s was constrained by processing power and diagnostic imaging procedures that 
focused at the composition of histology images [7]. But the accuracy and efficiency of 
diagnosis are affected due to huge number of patients and the scarcity of competent 
radiologists, which in turn, causes radiologists’ mental attention to diminish [2].

Thus, Computer-aided detection/diagnosis(CAD) based medical image analysis has 
emerged as a useful tool to categorize and diagnose the tumor in the initial stages [8]. 
It serves as a second opinion and intimate the patients about breast anomalies [9]. ML 
and DL, the sub-branches of Artificial Intelligence, have developed various techniques/
algorithms for diagnosing and classifying breast cancer early. These algorithms were 
earlier adopted for chest radiographs and mammograms and are now used in alternative 
modalities like Computed Tomography(CT), ultrasound, etc. [10]. These algorithms 
provide timely diagnosis and thus improve the health of patients. As a result, the Breast 
Carcinoma fatality rate was reduced by 40% between the 1980s and 2020. Therefore, 2.5 
million deaths from breast carcinoma could be avoided between 2020-2040 if the yearly 
fatality rate drops by 2.5% worldwide [5].

Some pre-processing operations are to be followed before feeding the image to ML/
DL models. First, noise is removed from the image, and then unwanted things, such as 
tags, and pectoral muscles, are eliminated. The approach to attain the best results in cat-
egorizing malignant and benign tumors is breast mass segmentation with CAD systems 
[11]. The Region of interest (ROI) is then located and provided to the model for further 
classification and diagnosis [12]. Figure  2 shows the CAD system pipeline. Convolu-
tional neural networks (CNNs) have proven efficient in solving various medical pattern 
recognition challenges. CNNs with deeper architectures have been possible because of 
developments in GPUs and the availability of large-scale data sets. DCNN has shown 
promising results in interpreting biomedical images including segmentation, detection, 
classification, etc. [13].

In this study, we have designed a CAD model, i.e., TransNet for diagnosing breast 
carcinoma using Deep Neural Networks. The research has the following significant 
contributions:

Fig. 2   CAD Pipeline
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•	 The proposed framework i.e. TransNet presents a dual approach for breast carcinoma 
diagnosis. It involves deep feature extraction using Deep Convolution Neural Network 
(DCNN) Models and then their classification using Machine learning classifiers and 
Neural Net classifiers respectively.

•	 Pre-processing and augmentation of the CBIS–DDSM dataset are performed to opti-
mize the proposed strategy and to reduce overfitting.

•	 The study shows the comparison between several pre-trained models.
•	 Several measures, including Accuracy, AUC, Precision, Recall, and Loss, are utilized 

and plotted on graphs to estimate the models’ efficiency.
•	 In the TransNet framework the best results were attained by Mobile Net Model with 

Accuracy, AUC, Precision, and Sensitivity values of 98%,0.98, 97%, and 96% respec-
tively on the Testing Dataset.

•	 The research also explores the Comparison of the proposed architecture with other cut-
ting-edge approaches to evaluate the effectiveness of the proposed methodology.

The article is structured in the following manner: Section 2 analyses the Related Work in 
the field of Breast Carcinoma diagnosis. Section 3 summarizes Deep Learning Approaches 
and Convolutional Neural Networks. The Proposed Architecture is discussed in Section 4. 
Section 5 presents the detailed results of the research along with a discussion summary. 
Section 6 provides a comparison of the proposed Architecture with state-of-the-art tech-
niques and finally, Section 7 concludes the paper with future avenues.

2 � Related work

Breast Cancer particularly affects younger people, and there is a crucial need to diagnose it 
early. In recent years, much research has been performed for diagnosing breast carcinoma 
using deep learning techniques. This section explores the analysis of several experts in this 
field.

In [14], the authors presented an improved and effective neural network model called 
Dense Net II for diagnosing and classifying breast carcinoma. The model yields 94.55% 
accuracy and an AUC of 0.91. In another research, Bevilacqua et al. [15] compared two 
approaches, i.e. Artificial Neural Network(ANN) and CNN for the classification of breast 
tomosynthesis images. The research concluded that the CNN-based approach gives higher 
accuracy and AUC value than other approaches. The authors in [16] utilized the Break 
His Dataset and performed breast cancer classification on histopathology images using 
VGG16, VGG19, Mobile Net, and ResNet 50. VGG16 outperforms the other models with 
the greatest accuracy of 94.67%.

[17] presents a systematic literature survey on ML and DL approaches for diagnosing 
breast carcinoma using mammograms. The study discusses the imaging modalities, data-
sets, and, techniques used, for the breast cancer CAD system. Performance measures, 
potential limitations, and future challenges are also outlined. In [13], the authors utilized 
2282 mammograms and 324 tomosynthesis images for mass detection using the transfer 
learning approach. In this model, the researchers used the model trained on mammography 
images for further training of tomosynthesis images and achieved a gain in the AUC value 
from 0.81 to 0.90. By applying pruning, the number of neurons and parameters were low-
ered by 87.2% and 34.4%, respectively.
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In another research by Sharma & Mehra [18], two approaches were proposed for cat-
egorizing breast carcinoma histopathology images on the BreakHis Dataset. One technique 
focuses on extracting handcrafted features, while the other uses models such as VGG16, 
VGG19, and ResNet 50. VGG16 with linear SVM gives the highest accuracy for classify-
ing histopathology images. In [19], a feature fusion technique is discussed for diagnos-
ing breast carcinoma using mammography, Ultrasound, and MRI. The strategy integrates 
handcrafted radiomic features with the deep features extracted from pre-trained networks. 
The authors concluded that the fusion classifier outperforms CNN and conventional CAD 
classifiers.

[20] provides an in-depth study on analyzing medical images using ML and DL tech-
niques. The authors observed that DL outperforms ML models when it comes to evaluating 
enormous quantities of data. This study focuses on the detection & diagnosis of various 
medical illnesses such as Breast tumors, Brain disease, Diabetes, etc.

The researchers in [21] presented a multi-activation deep neural network for diagno-
sis on the WBCD dataset. Four types of Activation functions are used in separate hidden 
layers: Sigmoid, RELU, Leaky RELU, and Swish. The authors concluded that the multi-
activation proposed deep neural network model performs better than other single-activation 
networks. In the future, researchers can use different combinations of activation functions 
for deep neural networks.

Senan et al. [22] used Alex Net on the Breast cancer digital repository (BCDR) dataset 
to categorize malignancy on histopathology images. The proposed model gave superior 
results to previous models, with an accuracy of 95% at the magnification factor of 40x 
and 400x. [23, 24] proposed a CAD framework and utilized the “You Look Only Once 
(YOLO)” model for detecting, segmenting, and classifying breast abnormalities on the 
DDSM dataset. Results demonstrated that YOLO provides tremendous results for detecting 
masses over pectoral muscle and dense tissues.

3 � Deep Learning and Deep Convolutional Neural Networks(DCNN)

Artificial Intelligence(AI) has emerged as the most promising field for various types of 
research in the current industries. Deep Learning and Machine learning, the subfields of 
AI, are giving tremendous results in each & every sector. We also use these applications in 
our daily life, like scrolling the search engines, taking to digital assistants, playing innova-
tive games, and using social media apps. Etc. In recent years DL and ML are also been 
widely used in the medical sector. These advanced technologies are helping doctors in the 
treatment, reducing the diagnosis time and thus saving the life of patients.

In Cancer Detection and Diagnosis, Convolutional Neural Network(CNN) has per-
formed remarkably. These networks consist of multilayer neurons capable of recognizing 
valuable features and thus aiding detection and classification. ‘Deep CNN i.e. DCNN’ 
refers to the layers in the network [10]. Initial layers learn generalized features from the 
images, and the deeper layers learn more specific features. A generalized model for CNN is 
shown in Fig. 3.

CNN can be implemented through the following mechanisms:

1.	 Training from scratch: When training a CNN in this approach, a significant amount 
of training sample is fed to the network so that model could learn the features right 



	 Multimedia Tools and Applications

1 3

from the beginning. This process requires selecting suitable layers, hyper-parameters, 
optimizers etc. It is a time-consuming process and involves processing on powerful 
GPUs.

2.	 Transfer Learning: This strategy of training a CNN is used when there are fewer 
training instances in the target class. Various pre-trained models such as Mobile 
Net, Google Net, Res Net, Dense Net, and VGG could be utilized for training the 
network. These networks are already trained on massive datasets; thus, the network 
has learned the generic features. Therefore, the knowledge learned from the base 
domain is transferred or used for training the destination domain where training 
samples are less. As a result, this approach requires less time and thus could be 
used on CPUs.

	   Figure 4(a) and (b) visualize CNN Implementation Techniques

The Transfer Learning approach can be further implemented in the following three 
ways [8]:

1.	 As Baseline Model: In this category, the complete model is trained from beginning to 
end, and only the structure of the pre-trained model is exploited (Fig 5(a)).

2.	 Fine-tuning: This includes transferring weights from a pre-trained model to the destined 
model and could be accomplished in two methods: Layer by Layer and partial fine-tun-
ing of the model. Layer-level tuning initiates with the outermost layer. Then additional 
layers are trained in chronological order whereas, in partial training, the weights of the 
initial layers are left unchanged, and the upper layer’s weights are modified to train the 
unfamiliar dataset. (Fig. 5(b))

3.	 Feature extractor: This approach utilizes a pre-trained network’s convolutional base 
in its original form, with no changes to its specified weights. Traditional classifiers 
substitute the dense layers of the pre-trained model. The convolutional base outcomes 
are passed directly to the train classifiers. (Fig. 5(c))

Fig. 3   CNN Architecture [25]
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4 � Proposed architecture

This research presents a TransNet model for diagnosing breast carcinoma using deep 
learning techniques. This section is outlined as follows: Sub-Section  4.1 outlines the 
dataset utilized. Sub-Section 4.2 discuss the Preprocessing and Data augmentation tech-
niques used in the study. The proposed Framework is described in sub-section 4.3 fol-
lowed by DCNN models in 4.4. Sub-Section  4.5 provides performance measures for 
evaluating a deep learning model.

4.1 � Dataset

Breast Carcinoma could be diagnosed using different imaging mechanisms such as 
Mammography, Magnetic Resonance Imaging(MRI), Ultrasound, Digital Breast 
Tomosynthesis(DBT), Computed Tomography(CT), Histopathology Images etc. The 
details, along with the pros and cons for each modality, could be referred to in [8]. 
Breast cancer diagnosis via mammography is still recognized as a key element, as it 
detects tumors at initial stages and is associated with low radiation compared to other 
modalities. But the main drawback of mammography is that it fails to detect cancer in 
dense breasts. Digital Breast Tomosynthesis, which is often called 3D mammography, 
although associated with high radiation exposure, overcomes the limitations of mam-
mography and works well in dense breasts too.

Fig. 4   CNN Implementation [26]
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In this research, we have used a mammography dataset i.e., CBIS-DDSM [28], which 
contains 9648 mammography images for 2412 patients. 695 cases are Normal, 867 are 
malignant(Positive), and 850 are benign(Negative). After applying data augmentation 
(Discussed in Section 4.2), the dataset comprises 55,885 images which include: 16,103 
Normal, 20,088 Malignant(Positive), and 19,694 Benign(Negative) samples. The data-
set includes three types of images- full images, ROI masks and cropped images. We 
have explored cropped images and utilized the data stored as a tfrecords file for Tensor-
Flow (Fig. 6).

4.2 � Pre‑processing & data augmentation

4.2.1 � Pre‑processing

An important factor affecting Deep Convolutional Neural Networks’ performance is Pre-
Processing. We have utilized  Cropped images from the DDSM dataset [28]. Steps fol-
lowed for pre-processing and augmentation are shown in Fig. 7

Fig. 5   Strategies for Transfer Learning Implementation [27]
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Min‑max normalize  Normalization is scaling your data within a specified range. In this 
technique, all values are scaled in the range [0,1]. It also reduces the unwanted noise in the 
image.

CLAHE  To boost the contrast of greyscale pictures, Contrast Limited Adaptive Histogram 
Equalization(CLAHE) is applied. It strengthens the model’s ability to learn minute details, 
textures, and characteristics from the mammogram [29]

Padding  The majority of computer vision tasks accept square images as input. In this step, 
images are padded into squares to feed them into the model.

Centre‑crop  Every ROI in the dataset was randomly cropped into 598 X 598 images and 
then scaled down to 299 X 299 pixels.

Fig. 6   DDSM Data Set [28]

Fig. 7   Pre-Processing Pipeline
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4.2.2 � Data augmentation

Deep Neural Networks require vast amounts of data for training. Medical Images are not 
available in abundance, and thus problems such as overfitting might occur. Augmentation 
involves increasing the dataset size, i.e., the creation of additional data from the existing 
through several operations such as translation, rotation, scaling, etc. [30]

In our proposed approach, we applied the following operations on the DDSM dataset:

1.	 Random Flipping
	   The images are randomly flipped both horizontally and vertically.
2.	 Random Rotation
	   In this case, images are randomly rotated at different angles.

After applying data augmentation, the dataset comprises 55,885 images which are then 
split into three ratios i.e., 80:10:10 for the training, validation, and test sets.

4.3 � Proposed methodology

4.3.1 � First approach: Deep feature extraction with ML classifier head

This strategy employs Deep Neural Network Models i.e. VGG16, VGG19, ResNet50, and 
ResNet152 (Discussed in Section 4.4) as feature extractors. Extracted features are utilized 
for training the Machine Learning classifiers. This strategy deploys the following classi-
fiers: KNN (i.e., k-Nearest Neighbors) with a k value of 8, SVM with RBF (Radial Basis 
Function) kernel, Random Forest (RF), Ada Boost, and XGB.

4.3.2 � Second approach: Deep feature extraction with neural network classifier

Here, the pre-trained networks are deployed to extract features as well as for their further 
categorization. We utilized Mobile Net, VGG16, VGG19, Res-Net 50, Res-Net 152, and 
Dense-Net 169 (Discussed in Section 4.4).

The results obtained for both Approaches are addressed in Section 5.1 proceeded by the 
discussion in Section 5.2

Figure 8 shows the Proposed Methodology.

4.4 � Deep Convolutional Neural Network (DCNN) models

In this study, we proposed a framework, i.e., TransNet, for diagnosing breast carcinoma 
diagnosis by feature extraction strategies using DCNN. The CBIS-DDSM dataset was uti-
lized for performing experiments. The framework proposed a dual approach for breast car-
cinoma diagnosis i.e. using ML classifier head and using Neural Net Classifier. Feature 
extraction is performed by training the models on the CBIS-DDSM dataset with a classifier 
head. The subsequent layers of the model contained various features extracted from the 
data.

The implementation was completed on the NVIDIA Tesla GPU system with 32 GB 
RAM. The model was trained for 20 epochs with early stopping criteria, set to minimize 
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the validation loss with an interval of 5 epochs. The best weights during the training 
were restored at the end. The model underwent its initial training with a learning rate and 
batch size of .01 & 64, but the results were unsatisfactory. Thus, some hyper-parameters 
were optimized, and finally, the learning rate of .0001 and batch size of 128 was adopted. 
Both approaches utilize deep neural network models such as VGG16, VGG19, ResNet50, 
ResNet152, DenseNet169, and Mobile Net v2. In the second approach, Fine-tuning was 
performed for each model whereas in the first approach (i.e. ML Classifier head) No fine-
tuning was performed, and the raw outputs without any activation functions were captured 
as the features. The initial default input image size of all the models is 224 X 224. But the 
input layer is resized to 100x100x3 as per the image size of the dataset. The specific details 
of these architectures are discussed as follows:

1.	 VGG Net [31]: VGG Net is a very popular and efficient DCNN that has shown promis-
ing results in image classification. Out of the various configurations, the most popular 
are VGG16 and VGG19 with 16 layers and 19 layers’ depth. In VGG Net, 11 x 11 and 
5 x 5 filters are substituted with a stack of 3 x 3 filters. The simultaneous deployment 
of a 3 x 3 filter might induce the impact of a large filter size (7 x 7, 5 x 5). VGG Net 
places 1x 1 convolution in between the convolution layers. Due to the large number of 
parameters, VGG Net is computationally expensive and requires longer training time 
on the system with less computational power.

2.	 Res Net [32]: This is a renowned deep-learning pre-trained network. As layers increase 
in a network, a problem known as a vanishing gradient usually occurs. To overcome 

Fig. 8   Proposed Methodology
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this, Res Net introduced the concept of residual learning. Here, we use Skip Connec-
tions, i.e., it bypasses a few stages of training and connects immediately to the output. 
Res Net comes in different versions with 50/101/152 layers’ depth with an input image 
size of 224 x 224. ResNet50 has 24,649,953 trainable parameters whereas ResNet152 
has 59,303,265 trainable parameters.

3.	 Mobile Net [30]: This model is developed specifically for mobile applications. Mobile 
Net reduces the computational complexity, i.e., the number of parameters, by using 
depth-wise separable convolutions. It has 3521569 trainable parameters. These low-
powered small models are suitable for applications where resources are limited.

4.	 Dense Net [33]: Also called Dense Convolutional Network. Dense Nets provide numer-
ous benefits, such as solving vanishing-gradient problems, enhancing feature propaga-
tion, reusing features, and reducing parameters count. Dense Net models are easy to train 
because they provide enhanced information flow across the network. Dense Nets usually 
have hundreds of layers and provide no optimization problems. These networks have 
several versions- DenseNet121, Dense Net 169, Dense Net 201, etc. In this research, 
we have utilized the Dense Net 169 model which possesses large number of trainable 
parameters i.e. 12,994,913, and thus could be deployed as feature extractors in various 
computer vision tasks.

4.5 � Performance measures

Table 1 outlines various measures for evaluating the efficiency of a deep learning model. 
Confusion matrix plots predicted and actual values. In Table 1,

•	 TP defines True Positive, i.e., the model correctly identified a breast Cancer patient.
•	 TN stands for True Negative, i.e., the model correctly identified non-breast Cancer 

patient.
•	 FP defines False Positive, i.e., the model detected a non-breast tumor person as a breast 

tumor patient.
•	 FN refers to False Negative, i.e., the model failed to identify a breast Cancer patient.

Table 1   Performance Estimators S No. Performance Metric

1. Accuracy =
TP+TN

TP+TN+FP+FN

2. Sensitivity(Recall) =
TP

TP+FN

3. Specificity =
TN

TN+FP

4. Precision =
TP

TP+FP

5. F −Measure =
2 X Precision X Recall

Precision+Recall

6. Confusion Matrix =
Actual results
Positive Negative

Positive TP FP
Predicted Results
Negative FN TN
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5 � Results & discussion

5.1 � Results

5.1.1 � First approach: Deep feature extraction with ML classifier head

Tables 2, 3, 4 depicts the Accuracy, Precision, and Recall Metrics on Training, Validation, 
and Test Datasets. The best outcomes shown by the DCNNs and the corresponding classi-
fiers are highlighted in the tables. These results are discussed in Section 5.2.

Figures 9, 10, and 11 shows Accuracy, Precision, and Recall (Sensitivity) plots of sev-
eral pre-trained models with their specific classifiers on Training, Validation, and Test 
Datasets.

5.1.2 � Second approach: Deep feature extraction with neural network classifier

Tables 5, 6, 7 depicts the Accuracy, AUC, Precision and Recall on the Training, Validation 
and Test dataset of DDSM for Mobile Net, ResNet50, VGG16, VGG19, DenseNet169, and 
ResNet152. The best results exhibited by the models are highlighted in the tables and dis-
cussed in Section 5.2.

Figures 12, 13 and 14 show the Accuracy, AUC, and Loss plots of Mobile Net, VGG16, 
VGG19, ResNet 50, ResNet 152, and Dense Net 169 models respectively.

Table 2   Performance metrics 
on the DDSM Training dataset 
(Approach 1)

SNo. DCNN 
Model

Classifier Accuracy Precision Recall 
(Sensitivity)

1 VGG16 KNN 0.9 0.9 0.9
SVM 0.94 0.94 0.94
RF 1 1 1
Ada Boost 0.9 0.88 0.89
XGB 1 1 1

2 VGG19 KNN 0.89 0.9 0.89
SVM 0.93 0.93 0.93
RF 1 1 1
Ada Boost 0.9 0.89 0.9
XGB 1 1 1

3 ResNet50 KNN 0.91 0.9 0.91
SVM 0.95 0.95 0.95
RF 1 1 1
Ada Boost 0.91 0.9 0.91
XGB 1 1 1

4 ResNet152 KNN 0.91 0.9 0.91
SVM 0.98 0.97 0.97
RF 1 1 1
Ada Boost 0.92 0.94 0.93
XGB 0.98 0.98 0.98
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5.2 � Discussion

We compare the two proposed methods by evaluating the dataset on an 80:10:10 strati-
fied split ratio for training, validation, and testing. 5 fold stratified cross-validation 
was performed and the average of all observations across the folds was taken. The first 
approach, i.e., Deep Learning feature extraction with ML classifier Head uses pre-
trained models with ImageNet weights. No training or fine-tuning was performed on 
these models, and the raw outputs without any activation functions were captured as the 
features. The extracted features were supplied to the ML classifiers for binary categori-
zation. The ML classifiers varied from simplistic models like k-Nearest-Neighbour to 
sophisticated gradient-boosting models like XG-Boost. As evident from Table  2, dur-
ing the training phase, Random Forest and XG-Boost exhibited 100% accuracy, preci-
sion, and recall rate on all pre-trained models, whereas simpler models like KNN could 
achieve an average of 90% (+- 2%) accuracy, precision and recall with a margin of 10% 
lower than other ML Classifiers. Support Vector Machine Classifier achieved interme-
diate results of 95% (+- 2%) accuracy, precision, and recall rate. These results closely 
matched the testing data, as evident from Table 4. It is deduced from Table 4 that the 
deeper pre-trained models like ResNet152 outperform shallower models like ResNet50, 
VGG19, and VGG16 by a margin of 6% increase in accuracy, precision, and recall rates. 
Additionally, Random Forest and SVM outperformed the other models by a margin of 
5% in all observable metrics. This approach is less computationally complex as the pre-
trained networks were not retrained.

Table 3   Performance metrics on 
the DDSM Validation dataset 
(Approach 1)

SNo. DCNN Model Classifier Accuracy Precision Recall (Sen-
sitivity)

1 VGG16 KNN 0.88 0.86 0.88
SVM 0.91 0.91 0.91
RF 0.89 0.88 0.89
Ada Boost 0.89 0.87 0.89
XGB 0.91 0.9 0.91

2 VGG19 KNN 0.88 0.87 0.88
SVM 0.89 0.89 0.89
RF 0.88 0.88 0.88
Ada Boost 0.88 0.86 0.88
XGB 0.9 0.89 0.9

3 ResNet50 KNN 0.89 0.87 0.89
SVM 0.93 0.92 0.93
RF 0.9 0.89 0.89
Ada Boost 0.9 0.89 0.9
XGB 0.92 0.92 0.91

4 ResNet152 KNN 0.88 0.86 0.88
SVM 0.93 0.92 0.91
RF 0.98 0.97 0.98
Ada Boost 0.9 0.9 0.91
XGB 0.95 0.94 0.94
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The second approach, i.e., Deep Learning feature extraction with Neural Network Clas-
sifier, uses these models to execute feature extraction and classification. As a result, the 
computational complexity increased several folds. Dedicated GPU rigs were required to 
fine-tune the models. For the training phase, Mobile Net, ResNet50, and DenseNet169 

Table 4   Performance metrics 
on the DDSM Test dataset 
(Approach 1)

SNo. DCNN 
Model

Classifier Accuracy Precision Recall (Sen-
sitivity)

1 VGG16 KNN 0.88 0.87 0.88
SVM 0.91 0.9 0.91
RF 0.89 0.88 0.89
Ada Boost 0.88 0.87 0.88
XGB 0.91 0.91 0.9

2 VGG19 KNN 0.88 0.86 0.88
SVM 0.9 0.89 0.9
RF 0.88 0.87 0.88
Ada Boost 0.89 0.87 0.89
XGB 0.9 0.89 0.9

3 ResNet50 KNN 0.88 0.86 0.88
SVM 0.93 0.93 0.93
RF 0.9 0.89 0.89
Ada Boost 0.9 0.89 0.9
XGB 0.92 0.92 0.92

4 ResNet152 KNN 0.88 0.86 0.88
SVM 0.93 0.92 0.91
RF 0.98 0.97 0.98
Ada Boost 0.9 0.9 0.91
XGB 0.95 0.94 0.94

Fig. 9   Evaluation Metrics Plots of DCNN models with various ML classifiers on the DDSM Training Data-
set
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Fig. 10   Evaluation Metrics Plots of DCNN models with different ML classifiers on the DDSM Validation 
Dataset

Fig. 11   Evaluation Metrics Plots of DCNN models with different ML classifiers on the DDSM Testing 
Dataset

Table 5   Training Metrics S No. DCNN Model Accuracy AUC​ Precision Recall Loss

1 Mobile Net 0.99 0.99 0.96 0.95 0.03
2 ResNet50 0.98 0.99 0.94 0.92 0.06
3 VGG16 0.94 0.96 0.92 0.91 0.14
4 VGG19 0.93 0.95 0.92 0.93 0.16
5 DenseNet169 0.97 0.99 0.94 0.92 0.07
6 ResNet152 0.96 0.98 0.92 0.90 0.08
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performed better than older models like VGG-16 and VGG-19. The same metrics were 
observed during the test phase as well. The other models, however, closely matched the 
best-performing models. Their less complex nature, may also be preferred during the 

Table 6   Validation Metrics S No. DCNN Model Accuracy AUC​ Precision Recall Loss

1 Mobile Net 0.97 0.98 0.94 0.95 0.04
2 ResNet50 0.95 0.96 0.94 0.95 0.07
3 VGG16 0.92 0.93 0.90 0.91 0.08
4 VGG19 0.90 0.92 0.89 0.90 0.06
5 DenseNet169 0.92 0.94 0.92 0.91 0.06
6 ResNet152 0.93 0.93 0.93 0.92 0.08

Table 7   Test Metrics S No. DCNN Model Accuracy AUC​ Precision Recall Loss

1 Mobile Net 0.98 0.98 0.97 0.96 0.10
2 ResNet50 0.96 0.95 0.95 0.93 0.16
3 VGG16 0.92 0.95 0.91 0.92 0.17
4 VGG19 0.91 0.94 0.90 0.89 0.19
5 DenseNet169 0.93 0.95 0.93 0.91 0.17
6 ResNet152 0.92 0.95 0.94 0.92 0.23

Fig. 12   Training and Validation Accuracies

Fig. 13   Training and Validation AUC​
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deployment phase for faster predictions and lower memory footprint. Comparing the 
second approach against the first one, DCNN with Neural Net Classifier highlights a 4% 
increase in performance by the classical machine learning models when paired with deep 
feature extraction techniques. This is because in this approach Deep Neural Networks are 
utilized for feature extraction and classification compared to ML classifiers in the first 
approach. In the first approach, no fine tuning was performed whereas this approach fine 
tune the pertained networks according to the requirement of the target domain and thus 
increases the model’s efficiency with high accuracy values. Hyperparameter optimization 
was also performed which further contributes to enhancement in accuracy in the second 
approach.

Drawbacks of the study include Large dataset requirements for training Deep Convo-
lutional Networks, the Difference in capturing mechanisms of various Mammogram/MRI 
machines, the Requirements of heavy computing hardware such as High-performance com-
puting systems or GPU-based devices, and the Model’s complexity.

In the future, this framework could be extended for feature fusion of multiple models 
and could be utilized on other datasets in this field. The proposed method could also be 
developed on other imaging modalities with several ensemble techniques. The study does 
not address the class imbalance issues and generalizability of the proposed framework to 
the unseen data, which could also be incorporated in future avenues.

6 � Comparison with cutting‑edge techniques

Table 8 compares the Proposed CAD model (TransNet) with other reference techniques in 
the domain. The articles are compared from 2018 to 2023. As we observe in Table 8, the 
TransNet model (highlighted in the table) performs better than the other cutting-edge tech-
niques for Breast Carcinoma Classification.

7 � Conclusion

The most prevalent malignancy among women is breast carcinoma. Recent advances in 
deep learning algorithms have proved that early detection and diagnosis improves mortality 
rates and thus saves the life of patients. This paper proposes a framework, i.e., TransNet, for 
diagnosing and classifying breast carcinoma on the CBIS-DDSM dataset. We have trained 

Fig. 14   Training and Validation Loss
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our model using VGG16, VGG19, Mobile Net, Res Net 50, Res Net 152, and Dense Net 
169 pre-trained networks. Two experiments were performed: In the first approach, namely 
Deep feature fusion with ML Classifier Head, pre-trained networks are deployed as fea-
ture extractors, and then the derived features are supplied to machine learning classifiers 
for classification. The second approach, called Deep feature fusion with Neural Net clas-
sifiers, utilizes these models for feature extraction and categorization. The findings reveal 
that KNN and XGB classifiers perform best in the first approach yielding an accuracy of 
100% on all the networks in the training phase. On the other hand, ResNet152 outperforms 
the other pre-trained models by producing 6% increase in accuracy on the test dataset. In 
the second experiment, Mobile Net, ResNet50, and DenseNet169 performed best in the 
training and testing phase with Accuracy and AUC of 97%(+-2%) and 0.97(+-0.02). The 
minimum loss, however, was exhibited by Mobile Net in both the train and test phases. The 
second approach performed better than the first, thus, improving all the evaluation metrics. 
In the future, this framework could be extended for feature fusion of multiple models and 
could be utilized on other datasets in this field. The proposed method could also be devel-
oped on other imaging modalities.

Data availability  CBIS-DDSM dataset used in this research could be referred in [28]
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Abstract

Background: Cancer is an outcome of various disrupted or dysregulated metabolic

processes like apoptosis, growth, and self-cell transformation. Human anatomy har-

bors trillions of microbes, and these microbes actively influence all kinds of human

metabolic activities, including the human immune response. The immune system

which inherently acts as a sentinel against microbes, curiously tolerates and even

maintains a distinct normal microflora in our body. This emphasizes the evolutionarily

significant role of microbiota in shaping our adaptive immune system and even

potentiating its function in chronic ailments like cancers. Microbes interact with the

host immune cells and play a part in cancer progression or regression by modulating

immune cells, producing immunosuppressants, virulence factors, and genotoxins.

Recent Findings: An expanding plethora of studies suggest and support the evidence

of microbiome impacting cancer etiology. Several studies also indicate that the micro-

biome can supplement various cancer therapies, increasing their efficacy. The present

review discusses the relationship between bacterial and viral microbiota with cancer,

discussing different carcinogenic mechanisms influenced by prokaryotes with special

emphasis on their immunomodulatory axis. It also elucidates the potential of the

microbiome in transforming the efficacy of immunotherapeutic treatments.

Conclusion: This review offers a thorough overview of the complex interaction

between the human immune system and the microbiome and its impact on the devel-

opment of cancer. The microbiome affects the immune responses as well as progres-

sion of tumor transformation, hence microbiome-based therapies can vastly improve

the effectiveness of cancer immunotherapies. Individual variations of the microbiome

and its dynamic variability in every individual impacts the immune modulation and

cancer progression. Therefore, further research is required to understand these

underlying processes in detail, so as to design better microbiome-immune system axis

in the treatment of cancer.
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1 | INTRODUCTION

In the last couple of decades, our apprehension of the microbial world

has increased significantly. The understanding of microbes especially

those associated with the human body became important as several

studies suggested the microbes being associated with numerous met-

abolic activities, including healthy and stress-induced conditions. The

microbiota is such a crucial component of the human body that it is

seldom referred to as a “forgotten organ”.1 An estimate of a trillion

microbes inhabits human anatomy and our comprehensive under-

standing and appreciation of the prokaryotic kingdom are attributed

to the revolutionizing technologies over time. Recent evidence has

proposed that an imbalance of the whole microbial ecosystem

(dysbiosis) is responsible rather than a particular microorganism for

various conditions. This disturbed microbiome is also recognized in

fatal ailments such as cancer.2,3

The role of both inflammatory reactions and metabolic products

of microbes in cancer was soon acknowledged and was found to be

tumor-promoting as well as tumor-suppressing.4,5 Although the role

of microbes in cancer was hypothesized more than a century ago by

Virchow,6 ongoing research demonstrated that about 18% of all

cancers in the world are related to infectious agents.7,8 Helicobacter

pylori, a common inhabitant of the gut microbiome, is officially given

the status of class I carcinogen by International Agency for Research

on Cancer (IARC),9,10 and many other microbes and viruses are under

scrutiny for their connection with different types of cancers.11–14 The

relationship is very complex and difficult between cancer and

microbes. Generally, cancer is considered to be a disease of host

genetics and environmental factors. The microbiota present in the

human gut helps in the detoxification of dietary components, reducing

inflammation, and maintaining balance in proliferation and host cell

growth.15 However, scientists have given evidence to suggest a

strong connection between microbial infections and cancer. The

tumor can develop due to inflammatory responses that are induced

by bacteria, secretion of bacterial toxins and enzymes, and oncogenic

peptides.16 The present review discusses the fine balance between

the microbiome of the body and the triggering of carcinogenesis and

also the unique mechanism by which the modulation of the immune

system by the microbiome can be cleverly used as a combinatorial

therapeutic mechanism for cancer.

2 | MECHANISMS CONTROLLING THE
HOST INTERACTION WITH MICROBIOTA
INVOLVED IN CARCINOGENESIS

The human body harbors different microbial species that have their

own set of relationships such as commensalism, parasitism, and mutu-

alism.17,18 The human gut is a major habitat for an infinite number of

bacterial strains and species, showing a symbiotic relationship

between humans and microbes. An anatomical barrier that is, primarily

the epithelial lining is essential to carry out the smooth functioning of

this symbiotic relationship. The multi-level barrier ensures this

separation, and perforation or disruption of this barrier can lead to

several diseases and also cancer. In addition to barrier protection,

other additional physiological features like mucous layer, low pH, and

stratum corneum also contribute to either maintenance of the barrier

or directly shaping the microbial community inside the host. The host

has also developed some special cells, such as goblet cells, paneth,

and keratinocytes, which monitor the bacterial community and

actively participate in shaping the microbial population by secreting

antibacterial peptides.19,20 Elements of the immune system are also a

part of the barrier system for protection. The invading bacteria also

respond in order to survive and protect themselves in the hostile envi-

ronment. The mucin layer and bacteriocins production are the main

mechanisms that bacteria implement to proliferate in a hostile

environment.21 In the competition for resources, bacteria produce

bacteriocins, which in turn are helpful for the human too as bacterio-

cins suppress the pathobionts, thus limiting the pathogenicity of the

microbes.22 A supportive narrative is given by the fact that germ-free

mice, showed increased susceptibility to the invading bacteria and

infections.23

As is often observed, the microbiota-host interaction is hanging

by a string of equilibrium, the disturbance in this equilibrated system

is the cause that makes micro-organisms cause disease. The failure is

analogous to the domino effect; the defective working of even one

mechanism (including both host and microbial) is followed by a defect

in another mechanism. With all the dominos falling, overall equilibrium

is disrupted, which is the essential cause for many diseases and often

carcinogenesis too. H. pylori is a good example of the domino effect as

its infection of the host harms not only the barrier cells but also

causes increased inflammation, disrupts the microbiota causing

dysbiosis, and also changes the gastric environment.24 The relation-

ships between certain microorganisms and different kinds of cancer

are shown in Table 1. This table emphasizes the microbial dysbiosis

seen in many tumors and offers details on the possible involvement of

these bacteria in the development of cancer.

3 | MICROBIOME INFLUENCING HOST
IMMUNE RESPONSE

For the survival of the individual organism or species, developing

defense mechanisms against diseases is a crucial part of evolution.

The crosstalk between microbiome and human cells plays a vital role

in the development of both innate and acquired immunity.45 It is esti-

mated that a human host trillions of microbes at various sites in the

body.46 This results in extensive interactions and the immune system

develops itself to attack the harmful microorganisms.47

Right after birth, the immune system begins to take shape, and it

continues to mature over the course of a person's lifespan. In just a

few weeks after birth, the developing newborn serves as the host to

the whole microbial population. The research indicated that nursing

on mother's milk is a crucial source for gut microbiota colonization in

a newborn, while it is unclear exactly what should characterize the ini-

tial encounter with the microorganisms.48 Specific microbial strains
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like Lactobacillus, Enterococcus, Bifidobacterium, and Staphylococcus,

are commonly found in breast milk and infant stool samples.49,50 More-

over, the similarity of bacterial strains in the stool sample has been shown

to be increasing proportionately with an increased intake of breast milk.51

These studies suggested a clear transfer of microbes from breast milk to

the infant's gut, which is inevitable and dynamic. After initial exposure to

the prokaryotic kingdom, the interaction and interplay increase with time

thus, paving the path for development and increasing the tolerance of

the human immune system. Important immune-modulating effects of the

microbiome on cancer development are shown in Table 2.

TABLE 1 Various microbes involved in different types of cancers.

S. No. Type of cancer Influencing pathogen Mode of action References

1. Lung cancer Bacillus sp. Chronic inflammation and the generation of metabolites that

can lead to cancer

25

Mycoplasma sp. Triggering persistent inflammation, altering immunological

responses, and perhaps having an impact on carcinogenic

pathways

Staphylococcus epidermis Indirectly influence immunological responses and the general

makeup of the lung microbiota, which in turn may lead to

lung cancer.

Capnocytophaga By aspirating oral infections into the lungs and causing

subsequent chronic inflammation

26

Veillonella Associated with respiratory infections

Klebsiella Exacerbate tumor growth, compromise immunological

function, and cause persistent inflammation

27,28

Moraxella catarrhalis Having it in the respiratory system may cause persistent

inflammation and encourage the growth of lung cancer

2. Pancreatic cancer H. pylori Via oncogenic signaling cascade activation, persistent

inflammation, and host immune response modification

29–31

Pseudomonas aeruginosa Through the generation of virulence factors, activation of

chronic inflammation, and possibly disruption of anticancer

immune responses

32

Fusobacterium species Provoke chronic inflammation, modify the tumor

microenvironment, encourage cell invasion, and affect

immune responses

33

Streptococcus mitis Encouraging immunological dysregulation, and inflammation 34,35

Porphyromonas gingivalis Cause prolonged inflammation, and interfere with the

immunological response

Neisseria elongate Immunological dysregulation and persistent inflammation. 36

3. Gall bladder cancer Salmonella typhi Chronic inflammatory response resulting in DNA damage and

cell growth

37

Helicobacter pylori Oncogenic signaling pathways and chronic inflammation. 38

4. Ovarian cancer Mycoplasma sp. Immune control, long-term inflammation, and direct contact

with ovarian cells

39

Chlamydia pneumonia Immune control, long-term inflammation, and direct contact

with ovarian cells

40

5. T-cell leukemia Human T-cell leukemia

virus-1

DNA insertion into the host cell, cellular function impairment,

and cell division

41–43

6. Nasopharyngeal cancer Epstein–Barr virus Epithelial cell infection, transformation, and immune

response evasion

7. Kaposi sarcoma Kaposi sarcoma-

associated herpesvirus

Immune and endothelial cell infection, as well as growth factor

and pro-inflammatory cytokine release

8. Merkel cell carcinoma Simian virus 40 DNA insertion into the host cell, interference with cellular

control, impairment of cell growth and survival

Merkel cell polyomavirus DNA insertion into the host cell, interference with cell cycle

regulation, and cellular transformation

9. Skin cancer Merkel cell polyomavirus Cellular transformation, viral oncogene expression, and

integration into the DNA of the host cell

44
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With the discovery of pattern-recognition receptors (PRRs) and our

growing understanding of the complex interaction of immune cells with

the microbial community, humans have realized that despite the capabil-

ity of our immune system to selectively destroy all prokaryotic microbes

evolution has taught our immune system to tolerate the harboring of the

normal flora. The PRR superset consists of a subset-families with known

characteristic pathways for each subset including Toll-like receptor

(TLRs), nucleotide-binding oligomerization (NOD)-like receptor (NLRs),

the RIG-I-like receptor, the C-type lectin receptor, the absent in mela-

noma 2 (AIMS2)-like receptors, and the OAS-like receptors.52 These

receptors produce a specific response to an active stimulus. This sensing

system of multiple levels and components has an analogy with a rheo-

stat; according to the processed information at different levels of physi-

ology, the appropriate adjustments are made to fit the host with the

neighboring microbial ecosystem.45 At times, disruption in this intricate

balance between humans and microbes is observed and called dysbiosis.

In a nutshell, dysbiosis is an unstable microbiota that can lead to oppor-

tunistic infections.53 External agents such as probiotics are often supple-

mented for the re-establishment of beneficial microbes or eubiosis,

which strengthens the immune responses to treat dysbiosis.54 Overall,

the immune system can be considered as a buffer to metabolic activities

and foreign interactions as it configures both the response against and

for the proliferation of microbial community by promoting the growth of

microbiota that is helpful to the host and simultaneously shaping the

existing microbiota, which is tolerable by the host.

TLRs are a component of the innate immune system and can pro-

duce high-intensity pro-inflammatory stimuli,55 depending on the path-

way taken by the TLRs and the bacterial cell MAMPs they recognize,

can either promote or protect against carcinogenesis. While TLR2 pro-

motes gastric cancer,56 lipopolysaccharide and TLR4, increase colorec-

tal, liver, pancreatic, and skin cancers.57–60 TLRs are connected to

cancer formation and survival, but it is not apparent if a direct or indi-

rect role is being played. In order to promote pro-carcinogenic path-

ways, NF-κB and STAT3 are activated,56,57,61 and mitogens such as

amphiregulin, epiregulin, and hepatocyte growth factor (HGF) produced

by TLR-expressing fibroblast cells have cancer-causing effects.57,61–63

Microflora-induced TLR activation on myeloid cells results in the

activation of cancer-causing pathways such as IL-17 and IL-23.

The carcinogenic nature of these cytokine networks is confirmed

by the evidence that decreased IL-17 and IL-23 expression either

by genetic suppression of Tlr2, Tlr4, Myd88, or Tlr9 or rooting out

the microflora by antibiotics, resulted in the reduced propensity for

carcinogenesis in tissues.64,65 As demonstrated by the case of

MYD88, where MYD88 inactivation suppresses cancer but may

potentially result in colorectal cancer (CRC) linked to the damaged epithe-

lium, TLRs also play a protective function.59,66 Through the downregula-

tion of pro-inflammatory IL-22 and promotion of epithelial damage

repair, the protective IL-18 pathway, which is controlled by the MYD88

protein, confers a protective character to the colonic epithelium.

The development of colitis-associated cancer (CAC) is shown in

IL-18-deficient mouse models, which is equivalent to the outcomes of

Myd88-/-mice models.67 Therefore, the absence of an IL-18 pathway

might be the cause of colon cancer. A subgroup of the PRR superfamily

called NOD-like receptors (NLRs) has a NACHT domain situated at the

center, which is crucial for oligomerization and leucine-rich repeats are

present toward C-terminal facilitating ligand identification.68,69 A group

of NLRs known as NLRP has a pyrin domain (PYD) out of which NLRP6

has been extensively studied in host-microbiome interaction and is best

known for inducing inflammasomes.70 and contributes to immunity

against bacteria, which is represented by dysbiosis in Nlrp6�/� mice,

making them more prone to colitis and CRC progression.71–73 The

proposed molecular mechanism in Nlrp6 deficit mice is the reduced

stimulus to inflammasomes and IL-18 production. Greater susceptibility

to CRC is shown by Asc�/�and IL-18 deficient mice confirming the pro-

posed mechanism.70 A muramyl dipeptide-sensing NLR called NOD2

aids in preserving immunity against microorganisms.74 Dysbiosis

brought on by mutations in NLRP6 and NOD2 can result in CRC.75,76

umari et al showed that the intestine of Nod2�/� mice model is usually

found in a state of dysbiotic distress.77 All these pieces of evidence

shift the belief that the involvement of NOD2 in cancer is via dysbiosis

as this increased cancer propensity was seen to be transferable too in

co-housing.76 Both NOD2 and NLRP6 share IL-678 as a common medi-

ator, and treatment with IL-6-neutralizing antibodies to knockout

models reduces the development of CRC.70,76 By promoting inflamma-

tion and inducing CRC, NOD1 deficiency also influences carcinogene-

sis. More research is required to determine the precise mechanism

behind the carcinogenic impact of other NLR family members.

4 | INFLUENCE OF MICROBIOTA ON
CARCINOGENESIS THROUGH VIRULENCE
FACTORS AND GENOTOXINS

Microbes are extremely important for the development, progression,

and even response to therapy of cancer. New research reveals that

the human microbiome, which consists of a wide variety of bacteria

living in and on our bodies, might affect the development and course

of cancer. At the beginning of the disease, some bacteria can directly

cause DNA damage or encourage persistent inflammation, fostering

conditions that allow healthy cells to develop into malignant cells.

Through a variety of processes, including immune system regulation,

TABLE 2 Key immune-modulating effects of the microbiome.

Immune modulation Mechanism

Tumor immune

surveillance

APC activation and T cell reactions

Regulatory T cell

function

Inhibition of regulatory T cell

induction

Inflammation Modulation of inflammatory signals

both pro and anti

Immune checkpoint

regulation

Influence on the expression and

activation of immunological

checkpoints

Response to

immunotherapy

The effectiveness and responsiveness

to immunotherapies are affected
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modification of the tumor microenvironment, and creation of chemi-

cals that support tumor cell survival and proliferation, the microbiome

can influence tumor development, invasion, and metastasis as cancer

progresses. Furthermore, the microbiome can change the way drugs

are metabolized, regulate immune responses, and possibly affect how

well immunotherapy works. Figure 1 emphasizes how bacteria play a

role in the initiation of DNA damage, the promotion of chronic inflam-

mation, the influence on the growth and spread of tumors, and the

modulation of therapeutic responses.

Virulence factors are transcribed products that mediate the estab-

lishment of a pathogen in the host cell, increasing its pathogenicity.

These may include bacterial toxins, hydrolytic enzymes, surface pro-

tein, and carbohydrates.79 Some factors such as vacuolating cytotoxin

A (VacA), cytotoxin-associated gene A (CagA), and FadA have been

extensively researched for their potential to cause cancer.6 CagA and

VacA are developmental agents of gastric cancer in mice models.

FadA mediates the adhesion of bacterium to the host cell. However,

FadA has been observed to interact with other compounds too, such

as E-cadherin activating β-catenin signal leading to CRC.80,81

Metabolism of xenobiotics is considered to play a crucial role in gut

microflora.82 Such metabolism affects the activity and toxicity of the

drugs and therapeutic compounds that are administered. One example is

the case of irinotecan (CPT-11), a drug used for the treatment of colon

and pancreatic cancer.83 In the liver, the metabolism of irinotecan

terminates by its inactivation, but in the presence of β-glucuronidase, the

compound is reactivated and thus contributes to additional severe

side effects like diarrhea, which also limit the potency of the drug. The

inactivation of bacterial enzymes or treatment with antibiotics are some

of the measures that are taken to reduce these complications and

increase the potency of the particular drug molecule.84

Microflora present in the intestine regulates bile metabolism

using hydrolase enzymes as the medium of action. Deoxycholic acid

F IGURE 1 Microorganisms at different stages of cancer.
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(DCA) is one of the modulated bile salts. In a diet model with high-fat

content, DCA is an appurtenance to another Hepatocellular carcinoma

(HCC) causing agents. Diet changes and reduction in DCA-producing

bacteria using antibiotics decrease the chances of developing HCC.

DCA is being implicated in colon and esophageal cancers also,85–87

suggesting bacterial involvement in a multitude of cancers.

Around 3.6% of all cancers, including the rectum, pharynx, oral

cavity, colon, female breast, esophagus, and liver, are implicated by

alcohol, and the breakdown of alcohol to acetaldehyde is largely

dependent on the microbiome present.88 Observations in germ-free

mice revealed a significantly lower concentration of acetaldehyde,

thereby showing genotoxic effects and disease promotion. This con-

version is also hypothesized to be crucial in oral cavity cancers as the

concentration of acetaldehyde in the oral cavity is 10-100 times

higher than in blood vessels.88,89

Additionally, DNA instability and genotoxicity caused by bacterial

toxins and metabolic products can result in cancer.90 Bacterial toxins

such as cytolethal distending toxin (CDT), colibactin, and cytotoxic

necrotizing factors contribute to DNA malfunctioning and cytotoxicity

disrupting the mediating cellular pathways. Bacteria-induced inflam-

mation is synchronized with reactive oxygen species (ROS) produc-

tion, which also contributes to genotoxicity and has the potential

to form tumors.65,91–94 A toxin produced by Bacteroides fragilis

(B. frgailis) that causes bowel inflammatory diseases has been linked to

CRC neoplasia and cancer.95,96 Infection with Salmonella sp. has been

reported to have a genotoxic effect by suppressing the adenomatous

polyposis coli (APC) gene, a tumor suppressor gene thus, increasing

the risk of generation and proliferation of cancer.97 Both CDT and

colibactin toxins exert extensive DNA damage by ataxia-telangiectasia

mutated (ATM)-CHK2 pathway and histone H2AX phosphorylation

leading to seizing cell cycle and swollen cells.6

CDT genotoxin can cause various cancers, including CRC, gastric,

and gallbladder.98 CDT is an AB toxin with three subunits as CdtA,

CdtB, and CdtC. CdtB is the only subunit that enters the cell cyto-

plasm, from where the active subunit invades the nucleus and confers

DNA damage.92 The damaging subunit is highly homologous to the

DNase I site, and this homology results in reduced damage control of

DNA by the normal functioning enzymes.92,99 In nuclear factor-κB

(NF-κB) lacking mice models, the CdtB mutant bacteria failed to

induce any cell growth in the intestine. Administration of the same

bacteria to IL10�/� mice models also failed to show any signs of dys-

plasia. These studies concluded that CDT-mediated DNase activity is

essential for certain groups of bacteria to form tumors and can be

potentially carcinogenic.100,101

Colibactin is encoded by 54 kb polyketide synthase (PKS).102

Some studies have linked the toxin with CRC development using the

Il10�/� mice model. E. coli with functionally active PKS islands have

been isolated from the developing CRC tissues.91,103 Colibactin is

formed as a result of the inclusive activity of eight out of nine acces-

sory genes and also includes non-ribosomal peptide synthetase

(NRPS). All these components are essential to produce functional coli-

bactin. It is also hypothesized that carcinogenicity can be mediated by

DNase. This hypothesis is supported by the study, which concluded

that the structural integrity of DNA was affected in the cells having

pks active bacterial strain.102 As toxin is rather newly observed, the

exact direct relationship of the toxin needs further explanations and

pieces of evidence. A thorough explanation of how microorganisms

might contribute to cancer progression is given in Figure 2. The figure

illustrates important microbiological pathways including persistent

inflammation, genomic changes, immunological regulation, and syn-

thesis of chemicals that support tumor growth.

At times, metabolic products released by the bacteria also con-

tribute to genotoxicity and instability of DNA.104,105 Prime examples

of such cases are the production of hydrogen sulfide, superoxide

compounds, and N-nitroso compounds (NOC). Diet in such cases is a

crucial point to consider as the gut microflora widely is dependent on

the type of dietary components consumed.106 Sulfate-reducing bacteria

(SRB) are the cause of the H2S released in the gut, which is a genotoxic

and cytotoxic gas.104,107,108 It damages the DNA as well as reduces

ATP formation.109 SRB is a constituent part of gut microbiota. How-

ever, a diet with sulfur-containing amino acids or sulfur-polluted water

can increase the concentration of SRB thereby, increasing the risk of

CRC.106,110 Superoxide radicals are observed to promote tumor forma-

tion in Il10�/� mice, specifically in the gut.111,112 NOC shows alkylation

of DNA, therefore, transitioning GC to AT causes major DNA damage

in the K-ras gene promoting CRC.113 Nitrogen-reducing bacteria are

again a part of normal gut microflora, but consumption of red meat diet

increases the requirement of nitrogen-reducing bacteria and, in turn,

increases the metabolic NOC.114,115 Detoxification and microflora man-

agement by control of diet and elimination process genotoxic com-

pounds are likely to excrete out and accordingly affect carcinogenesis.

5 | MICROBES AS PERSONALIZED
CANCER TREATMENT

For the past 10 years, researchers have studied microbes as a therapy

or in conjunction with other medicines. However, Dr. Coley first iden-

tified their application as anti-cancer drugs in the 19th century, which

is when their usage as cancer therapies began. The basis for the use

of microorganisms in cancer therapy was laid by an experiment involv-

ing the injection of Streptococcus pyogenes in a patient with bone sar-

coma that showed promising tumor shrinkage.116,117 The use of

microorganisms in the treatment of cancer is currently receiving fresh

attention. Because various types of cancers exhibit heterogeneity and

patients respond differently to therapies, precision medicine is an

attractive cure for cancer. Table 3 shows that a number of clinical tri-

als have looked at the potential of microbiome-based therapies in the

treatment of cancer. The research looked at several treatments,

including fecal microbiota transplantation (FMT) for colorectal cancer,

probiotic supplements for breast cancer, and the effect of antibiotic

medication on the effectiveness of immunotherapy for lung cancer.

By influencing the immune system, particularly inflammation path-

ways, microbe-wide genomic investigations have demonstrated the

significance of bacteria in both well-being and disease. Despite the

challenges involved in the process, recognizing this effect is essential
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for improving outcomes, and identifying targets, biomarkers as well as

diagnostics.118

The effectiveness of traditional cancer treatments has been

enhanced with the use of combinatorial cancer medicines,119 and

microbial therapies have been found to be effective when combined.

Microbes and the immune system are intertwined, and they can

affect how well immunotherapeutic treatments work. According to

studies, the resident gut microbiota, which includes “favorable” and

“unfavorable” microorganisms, might influence how differently people

respond to the same medicine (Figure 3).

F IGURE 2 Microbial mechanisms in cancer progression.

TABLE 3 Clinical trials examining cancer treatments based on the microbiome.

Cancer type Intervention Study design Findings

Colorectal cancer FMT Randomized controlled trial FMT decreased tumor development and increased

survival.

Lung cancer Antibiotic treatment Retrospective cohort study Use of antibiotics was linked to a decreased response

to immunotherapy.

Breast cancer Probiotic supplementation Prospective interventional study Probiotics increased the variety of bacteria in the

stomach and decreased adverse effects from

therapy.

Pancreatic cancer Gut microbiota modulation Randomized controlled trial Patient survival and treatment responsiveness were

both enhanced by gut microbiota modification.

Prostate cancer Prebiotic supplementation Single-arm pilot study Supplementing with prebiotics has the potential to

alter the gut flora and lower inflammation.

Hepatocellular carcinoma Microbiota targeted therapy Pilot clinical trial Therapy that targets the microbiota has the potential

to enhance patient outcomes and liver function.

Ovarian cancer Probiotic supplementation Case–control study Probiotics improved treatment outcomes
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By eliciting pro-inflammatory immune responses, Bacteroides

fragilis and Bacteroides thetaiotaomicron, for instance, have been

demonstrated to improve the effectiveness of CTLA-4-based blocking

treatment.120 Fecal microbiota transplant FMT has been shown to

increase anti-tumor immunity and the overall effectiveness of PD-L1

inhibition by reducing tumor development and boosting T-cell respon-

siveness in non-responding models.121 Patients with microbiota

enriched in Faecalibacterium exhibited better results, which is indica-

tive of the relative variety of microorganisms in the gut.122,123

These results have been shown in solid tumors such as urothelial,

renal cell, and lung carcinomas, where the presence of a lot of Akker-

mansia muciniphila favored a better prognosis.124

Since the microbial populations in the gut can enhance current

treatments, such as immune checkpoint inhibition, they can be investi-

gated for potential therapeutic benefits in cancer as well as other

chronic illnesses. By identifying and modifying the gut microbiota, per-

sonalized medicine can be designed using sequencing and FMT that

may improve cancer therapies augmentatively.

6 | CONCLUSION

The complex interaction between the microbiome and the human

immune system during carcinogenesis is now widely acknowledged as

a key element in the onset and spread of cancer. Through a variety of

processes, the microbiome affects the host immune system, having an

impact on immune cell activity, immunological signaling pathways, and

the tumor microenvironment. Dysbiosis and predominance of certain

microbial communities have been linked to an increased risk of

developing cancer, highlighting the significance of the makeup of the

microbiome in the development of cancer.

Significant impacts on cancer prevention, diagnosis, and therapy

may result from an understanding of the intricate interactions

between the microbiota and the human immune system. An intriguing

direction for future study is using the microbiome to modify immune

responses and improve the efficiency of immunotherapies. Innovative

treatment approaches to enhance patient outcomes can be created by

using the microbiome-immune system axis. However, there are a

number of issues that must be resolved. Further research is necessary

to fully understand the processes by which the microbiome affects

immune responses and the development of cancer. Additionally, it is

difficult to pinpoint specific microbial signatures linked to cancer

because of the complexity of the microbiome makeup and the inter-

individual variability.

Nevertheless, the role of the microbiome-immune system nexus in

the treatment of cancer cannot be overstated. Future studies should

concentrate on elucidating the complex processes behind this link, cre-

ating standardized microbiome analysis procedures, and carrying out

clinical trials to evaluate the effectiveness of microbiome-based treat-

ments in preventing cancer and therapy. In conclusion, the impact of

the microbiome on the human immune system in the development of

cancer is an exciting field of study with broad ramifications.

F IGURE 3 Microbial diversity and population present in the gut influence the regulation and response of immune checkpoint inhibitors (ICI).
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A changeable element that can be addressed for customized cancer

treatments is the microbiome. Continued research in this area will

surely improve our knowledge of cancer biology and open the door to

cutting-edge methods for treating this deadly condition.
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The recent discovery of antimonide based Zintl phase compounds has sparked the research in finding high-performance 
thermoelectric materials. In present study, a ternary antimonide Zintl phase RbGaSb2 is investigated using First-principles 
calculations. A good agreement observed between our computed results, such as lattice parameter and thermal conductivity, 
with the experimental report validating our theoretical framework. A direct band gap of 1.17 eV is obtained using Tran 
Blaha modified Becke Johnson approach. The negative value of Seebeck coefficient indicates its n-type character. We 
purpose a strategy for enhancing power factor via carrier concentration optimization. The calculated results reveal the 
anisotropic transport properties. The intrinsic ultralow lattice thermal conductivity about 0.094 Wm-1K-1 along the x-
direction, and 0.019 Wm-1K-1 along z-direction at room temperature is obtained. The ZT value can reach 0.90 (in x-
direction) and 0.85 (in z-direction) for n-type doping at 900 K, indicating RbGaSb2 as promising thermoelectric material. 

Keywords: RbGaSb2; Ternary Antimonide Zintl Phase; Thermal Conductivity; DFT 

1 Introduction 
Thermoelectric (TE) materials incorporate an 

approach that transform thermal energy into 
electricity without any moving parts and have 
been identified as highly promising candidates 
for energy harvesting1,2. The efficiency of these 
materials relies on the figure of merit, ZT, which is 
represented as S2T/ ke + kl. Here, S, σ, ke, and 
kl denote the Seebeck coefficient, electrical 
conductivity, electronic thermal conductivity,  
and lattice thermal conductivity, respectively. 
Currently, extensive research has been taking 
pace on various materials3-5 to explore their potential 
application in thermoelectricity. Among these, 
Zintl compounds possess intriguing properties like 
mix chemical bonding, narrow band gap, and 
high density of material. Their complex structure 
leads to low lattice thermal conductivity due to 
large phonon scattering. Also, these compounds 
exhibit Phonon-Glass Electron-Crystal behaviour6,7. 
Motivated by the recent experimental synthesis of 
ternary antimonide RbGaSb2

8, we examine the 
structural, electronic and transport properties. This 
work presents an effective n-type Zintl compound 
with remarkable promise as a future TE material 
across a large temperature range. 

2 Computational Methods 
The properties of RbGaSb2, were analysed using 

density functional theory based wien2k code9.  
The optimisation of the structure was performed 
using generalised gradient approximation method 
proposed by Perdew-Burke-Ernzerhof10. An energy 
convergence of 0.0001 Ry was achieved when the 
Kohn-Sham equations were solved in a self-consistent 
manner. For Brillouin zone sampling, a Monkhorst-
Pack k-mesh of 17×17×9 was used. The Tran Blaha 
modified Becke Johnson (TB-mBJ) approach was 
chosen to perform calculations pertaining to the 
electronic and transport properties11. The transport 
properties were obtained via solving Boltzmann 
Transport equation (BTE) as implemented in 
BoltzTraP code12. The phono3py code was used for 
the computation of anharmonic third-order inter 
atomic force constants13. The lattice thermal 
conductivity was obtained by solving phonon BTE 
employing a dense 13 × 13 × 7 q-mesh. 

3 Results and Discussion 

3.1 Structural and electronic properties 
RbGaSb2 ternary antimonide Zintl phase 

crystallizes in tetragonal structure with space group 
P42/nmc (space group no. 137). The crystal structure 
as shown in Fig. 1(a) inset, of the investigated 
compound comprises of two-dimensional [GaSb2]

- 
—————— 
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tetrahedral layers separated by layer of Rb+ cations. 
There are two [GaSb2]

- layers in the unit cell that are 
shifted along the [010] direction. This structure results 
in high degree of anisotropy. The calculated total 
energy versus deviation from experimental c/a ratio is 
shown in Fig. 1(a). The initial value of c/a ratio is 
taken from experimental data (1.857) and optimized 
value is 1.841. The optimized crystal structure 
parameters and comparison with the experimental 
ones are presented in Table 1. The optimised structure 
is further used to evaluate the electronic and transport 
properties. 

The electronic band structure of RbGaSb2 obtained 
using TB-mBJ is shown in Fig. 1 (b). The conduction 
band minima (CBM) and the valence band maxima 
(VBM), both present at M, indicating a direct band 
gap. The calculated energy band gap of 1.17 eV is 
close to previously estimated value of 1.0 eV. It is 
experimentally found that RbGaSb2 tend to form n-
type semiconductor near room temperature8, therefore 
we only focus on the lower part of CB that can 
determine the transport properties of n-type RbGaSb2. 
The band structure exhibits less dispersion at M k-
point in the lower part of CB, suggesting that the 
electron effective mass is large and high S can be 
obtained. The density of states is obtained as shown in 
Fig. 1(c-d). Both VB and CB are predominantly 
contributed by Sb atoms, while negligible 
contribution of Rb atoms is observed. The sharp peaks 
observed at VBM and CBM. Also, the upper part of 

VB and lower part of CB are majorly contributed by 
the p orbital of Sb atoms. 

3.2 Transport and properties 
The transport parameters of RbGaSb2 are computed 

through the solution of the BTE. We employed rigid 
band approximation which assumes that temperature 
and doping concentration have no impact on 
electronic band structure, and constant relaxation time 
approximation, which states that S is independent of 
scattering rate. We have investigated how temperature 
and electron concentration affect TE coefficients. 
The variation of the S, σ, ke and ZT is obtained as 
functions of electron concentration for both n-type 
RbGaSb2 in the range 1018-1021 cm-3 along the [100] 
(x-direction) and [001] (z-direction) crystallographic 
directions for temperature 300, 600 and 900 K. 
The S value decreases with carrier concentration in 
both directions as shown in Fig. 2(a-b). The negative 
value of S signifies n-type behaviour of RbGaSb2. 

The maximum S value obtained is -633.66 µVK-1 in 
x-direction at 900 K for electron concentration of
1×1018 cm-3. Further utilizing the values of electrical
conductivity and S we calculated power factor (PF) in
terms of relaxation time (τ) at 300, 600, and 900 K in
both directions. The PF/τ first increase with the

Fig. 1 — (a) The optimization of total energy versus deviation from experimental c/a ratio, Crystal structure (inset). Calculated
(b) electronic band structure (c) and (d) density of states of RbGaSb2 using TB-mBJ potential.

Table 1  Calculated lattice parameters, volume, and total energy. 

a=b (Å) c (Å) Volume (Å3) Total energy (Ry) 
This work 8.359 15.390 1075.56 -286007.0047 
Exp.[8] 8.335 15.483 1075.60 - 
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increase in electron concentration then reaches a 
maximum value, as shown in Fig. 2(c-d). High PF is 
obtained in x- than z-direction. The optimized PF/τ 
values at 4×1020 cm-3 are 3.13×1011 (x-direction) and 
0.25×1011 (z-direction) at 900 K. 

Further, to evaluate ZT we calculate kl that 
decreases with the increase in temperature in both 
directions as shown in Fig. 3(a). This decrease in kl at 
higher temperatures is attributed to the phenomenon 
of Umklapp phonon-phonon scattering. The total 

thermal conductivity, ktotal (Fig. 3(b)) of RbGaSb2 was 
found to be 0.38 W/m-K at a temperature of 300 K 
and found within the range of previously reported 
values for antimony based TE14.The complex crystal 
structure, and rattling behavior of Rb cation and the 
presence of heavy elements leads to ultralow thermal 
conductivity of RbGaSb2

15. 
The calculated frequency dependent cumulative 

lattice thermal conductivity (kc) shown in Fig. 3(b) 
reveals that low frequency phonon modes contribute 

 
 
Fig. 2 — Calculated (a-b) Seebeck coefficient, and (c-d) power factor in x- (solid lines) and z- (dotted lines) direction as a function of
electron concentration at different temperatures. 
 

 
 

Fig. 3 — Calculated (a) kl (b) ktotal (c-d) kc as a function of frequency and mean free path. 
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most to kl  in the x-direction and then increases 
slightly. Fig. 3(b) shows the kc depends on the mean 
free path. The variation of ZT with electron 
concentration at different temperatures is shown in 
Fig. 4. At a constant temperature, ZT for both 
directions increase with electron concentration and it 
reaches optimum value at ~1019cm-3, after that 
significantly decreases. The maximum ZT values 
at optimized electron concentration are found 
to be 0.90 (in x-direction) and 0.85 (in z-direction) 
at 900 K. The high ZT value of RbGaSb2 is obtained 
by ultralow kl  and large value of power factor. 

4 Conclusion 
In summary, we have investigated the electronic 

structure and TE properties of n-type RbGaSb2  
using first-principles calculations and BTE. The key 
advantage of RbGaSb2 as TE material which is 
attributed to the complex crystal structure, the 
potential rattling of Rb cations, and presence of heavy 
elements. This low thermal conductivity allows for 
efficient conversion of heat into electricity, making it 
potential candidate for TE applications. 
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Abstract. In this study, we develop a novel multi-criteria decision-making (MCDM) and game-theoretic

mathematical framework for analyzing review sentiment. The ratings and feedback of Hindi-speaking reviewers

have been collected in an interactive database. This was accomplished by initially employing a game-theoretic

approach to evaluating each review, based on the multi-objective optimization technique Complex Proportional

Assessment (COPRAS), and then letting the two participants play the game until they reached a Nash equi-

librium. Next, we extract the sentiment label from the inferred Hindi review dataset. To gauge the overall

sentiment of a review, we classify it as either good, negative, or neutral. We analyze reviews by assigning a star

rating and polarity score to comments written in the HindiSentiWordNet (HSWN) lexicon. To classify

unstructured sentiment, we offer a model that optimizes for both polarity and rating scores. Our proposed model

achieves comparable results to state-of-the-art models, as evidenced by experimental results on three widely

used Hindi review datasets. We also use statistical analysis to determine the importance of the findings. The

proposed MCDM Model ensures sound reasoning and consistency. In simulations, the proposed algorithm is

seen to outperform the baseline and state-of-the-art approaches. This new benchmark for sentiment analysis was

achieved by incorporating the rating and polarity score of the Hindi reviews into the MCDM and game model.

Additionally, our technique is very generalizable and can do sentiment analysis across many different domains.

Keywords. COPRAS; sentiment analysis; MCDM; game theory; NLP.

1. Introduction

Sentiment analysis is employed in Natural Language Pro-

cessing (NLP) to detect, extract, and quantify subjective

data. By using computerized methods, sentiment analysis

aims to decipher the sentiments or opinions expressed in a

text. The focus of sentiment analysis is to explore the

subjective information in a text and understand people’s

emotions, attitudes, and viewpoints toward a product [1].

The identification of sentiment orientation is crucial

because the internet has become a vital resource for cus-

tomers and companies to compare and evaluate products

and services. In the realm of digital commerce, opinion-rich

online reviews have become increasingly important for

manufacturers and customers. Customers often seek infor-

mation about popular products, notable features, and the

reasons behind positive or negative evaluations. This has

led to the development of various sentiment analysis

algorithms and approaches. Automated sentiment analysis

in NLP often relies on customer evaluations as a typical

example. Manual sentiment analysis becomes impractical

in certain cases due to the large volume of data and the need

for real-time processing [2]. Customer satisfaction repre-

sents how consumers perceive a product or service,

reflecting the gap between their expectations and the

experience. Online customer evaluations are of utmost

importance as they can significantly impact the popularity

of a seller’s product or service [3]. To access detailed

reviews and determine the appropriate sentiment tags for

these reviews, it is necessary to identify the sentiment

orientations of each review, which takes into account pos-

itive, negative, and neutral opinions.

Numerous solutions have been created, combining

common sense with Natural Language Processing (NLP)

Techniques, usually stated as supervised and unsupervised

techniques [4]. Several elements must be considered when

completing a Sentiment Analysis. For example, before

traveling to a new place, we consulted with locals, but now

we rely on online reviews to make decisions. These text

data must be processed to establish viewpoint orientation,

often known as opinion mining or sentiment classification.

Almost two decades have extracted sentiment from Eng-

lish, with essential categories being sentiment categoriza-

tion, lexicon resource development, etc. However, little

work has been done in the sentiment analysis domain of

Indian languages. The increasing availability of Indian*For correspondence
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language data on the internet has raised the necessity of

investigating sentiments of Indian language text.

Hindi is the world’s 4th most widely spoken language

[5]. The expanding amount of user-generated information

on the internet fuels the sentiment analysis study. The Hindi

language has gotten minimal attention in terms of sentiment

analysis. Hindi’s information content must be analyzed for

industrial use. Most Indians speak Hindi as their first lan-

guage and therefore prefer to express themselves and give

feedback in their language. A recent survey found that over

500 million people speak Hindi in India. People seem eager

to provide feedback and ideas in their local language [5].

As a result, more Hindi content is available online in

weblogs, blogs, reviews, and recommendations. The need

to analyze and extract relevant data has become critical.

Unicode (utf-8) has increased the amount of non-English

web content. Google search engines now support Hindi

scripts. Mining such data and extracting valuable infor-

mation has become necessary for businesses and people.

Individual perspectives can help the government determine

if a new policy will be successful and whether the public

will be satisfied. Sentiment analysis is used in education,

capital markets, product corporations, and many other

industries where user reviews are crucial. We aim to create

a benchmark framework for developing unsupervised sen-

timent frameworks using a multi-criteria decision-making

optimization model.

1.1 Research problem

In recent years, the field of sentiment analysis and opinion

mining has experienced significant growth, reflected in the

substantial increase in published works and research con-

ducted in this area. This surge in publications indicates the

extensive focus and attention given to this field [6]. Due to

the availability and accessibility of the Internet and Web

2.0, many individuals can now express their opinions online

[7]. Numerous machine-readable data are already readily

available online, which can be used to enhance SA and

develop more effective algorithms [8]. This study enables

businesses to understand the competitive environment in

their particular business domain and maintain their supply-

demand cycle. The necessary information can be discov-

ered by analyzing the feelings that others have expressed

through comments, criticism, and reviews. Depending on a

specified number of points, these opinions or feelings are

classified as positive, negative, or neutral (for example, 3 or

4, or 5 stars). The fundamental challenge in evaluating

emotions is deciding how they should be portrayed in text

and if a given sentence offers a positive or negative eval-

uation of its subject [5]. Therefore, to conduct a sentimental

analysis, it is necessary to confirm the authenticity of the

feelings being conveyed and their applicability to the topic

at hand. The systems use fundamental methods that

necessitate a powerful computer and sufficient resources,

yet this is not enough to deliver customer-focused solutions

[9]. Even just extracting sentiment features from the text

requires more data. The current study is focussing on these

objectives.

(1) Improving the algorithm’s ability to identify sentiment.

(2) Reducing the amount of necessary manual work

involved in content analysis. In terms of both space

and temporal complexity, it is the most effective.

(3) A model that is unsupervised and unconstrained by

training or language.

(4) An unsupervised, language and training-independent

model.

(5) To create a system that facilitates clients’ decision-

making regarding purchases when you can foresee their

thoughts and the most important aspects.

The unsupervised approach uses the MCDM and game

model method for Hindi text, namely Complex Propor-

tional Assessment (COPRAS) and game model [10], to

calculate the total performance score of each review and

then deduce the sentiment tag (positive, negative, neutral),

using the game model to each review. The proposed

methodology’s applicability is tested with three different

review datasets.

1.2 Contribution

Some of the article’s most significant contributions and

novelties are as follows:

(1) This is the first study we are aware of to use MCDM

and game theory in association with sentiment catego-

rization to analyze Hindi reviews. This study evaluates

the viability of coupled MCDM and game models for

NLP applications like sentiment analysis of Hindi text

using unique MCDM and game theory models.

(2) This research aims to introduce a sentiment tagger that

is used in the proposed technique to correctly categorize

the sentiment of each review. Since the proposed model

is unsupervised, it can be used with any low-resource

language dataset, regardless of subject matter.

(3) The proposed approach uses optimization strategies for

Hindi text to achieve optimal precision with minimal

resource usage. We classify sentiment on Hindi review

datasets into three groups using both star ratings and

textual input. For the proposed unsupervised approach

to accurate sentiment tagging of reviews and state-of-

the-art performance, we compiled three domain-specific

Hindi review and rating datasets.

(4) To evaluate the validity and robustness of the proposed

structure, statistical significance is analyzed. The
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efficiency of the suggested paradigm is examined using

several performance evaluation metrics.

1.3 Organisation of the study

The structure of the paper is divided into the following

categories: In section 1, we discuss an overview of senti-

ment analysis, the research problem, and our contribution.

Section 2 provides a summary of prior sentiment analysis

research. Section 3 contains the introductions to MCDM

and game theory. The proposed algorithm for sentiment

analysis is described in section 4. Section 5 contains the

performance of the proposed model on three review data-

sets with that of cutting-edge techniques. We also discuss

the statistical significance of validating the proposed

method over the Hindi dataset. In sections 6 and 7, dis-
cussion and conclusions are provided.

2. Related work

In this section, we discuss the literature on sentiment

analysis of Hindi text, MCDM, and game theory.

2.1 Sentiment analysis of Hindi text

Amitava Das and Bandyopadhyay proposed a technique for

expanding SentiWordNet (Bengali) using a bilingual Eng-

lish-Bengali dictionary, Lexicons. Das et al [11] investi-

gated the autonomous generation of sentiment lexicons

using SentiWordNet. IIT Bombay developed HSWN. To

create this resource, an English lexical resource called

SentiWordNet was used in conjunction with the English-

Hindi WordNet linkage. Annotations were added to each

synset in SentiWordNet, such as positive, negative, and

objective scores. The HSWN is used to determine the

polarity of each term in the document, and the aggregate of

opinions determines the absolute polarity. Balamurari et al
introduce [12] multilingual data in the Hindi and Marathi

languages and data in a single domain. Arora et al [5] built
a subjective lexicon using WordNet and a small pre-an-

notated seed list.

Mittal et al [13] classified reviews in Hindi based on their
sentiment after dealing with negation and discourse rela-

tionships. Jha et al [14] built a Hindi-language opinion

mining method for a data set of Bollywood film reviews.

Overall, they classified positive and negative materials with

an accuracy of 87.1 percent. The shared task SAIL dataset,

which includes tweets in Hindi, Bengali, and Tamil, has

been the subject of several research papers [15]. These

investigations were conducted on datasets from Twitter

(SAIL 2015), IIT-Patna product and service reviews, and

IIT-Patna movie reviews. Yakshi Sharma et al [16] pre-

sented a subjective lexicon-based system for sentiment

analysis of Hindi tweets linked to the topics ‘‘JAIHIND’’

and ‘‘World Cup 2015.’’Modi et al [17] demonstrated how

a rule-based system can be used to create a system for

labeling parts of speech. Jha et al [18] suggested a repu-

tation system capable of assessing trust among all legiti-

mate eBay merchants and effectively ranking them.

Sarkar [19] performed the sentiment analysis of Hindi and

Bengali tweets Jha et al [20] investigated sentence-level

subjectivity and attained an accuracy of nearly 80% on the

Hindi dataset. On the IITP-Movie and IIT-Product review

datasets, Akhtar et al [21] proposed a hybrid deep learning

architecture with an average accuracy of 51.11%. Garg et al
[22] performed sentiment analysis on tweets related to Prime

Minister Mr. Narendra Modi’s radio broadcast ‘‘Mann Ki

Baat’’ using a lexicon-based technique. Kunchukuttan et al
[23] published the IndicNLP word embedding for the IITP-

Movie and IIIT-Product evaluation datasets in 2020. Aug-

mentation GAN was presented by Pandey et al [24] as a tool
for deep-learning models to generate coherent syntactic

phrases. They validated their model on data in English,

Hindi, and Bengali. Lin et al [25] generate stories using a

multi-channel word embedding, a technique that combines

classic vectorization techniques with their form of BERT.

Akhtar et al [26] developed an ensemble framework for

elucidating mood and emotion in text.

Several supervised and unsupervised methodologies have

been proposed in the literature. However, due to the lack of

standard trained Hindi datasets, supervised approaches are

less reliable and neither domain nor language-independent.

Their training is a daunting task. On the contrary, unsu-

pervised algorithms need datasets only for evaluating the

algorithm. However, the results generated by unsupervised

algorithms are inferior to supervised algorithms.

There have been studies showing both supervised and

unsupervised methods for sentiment analysis. Research in

sentiment analysis employing MCDM and game theory on

various Data sets has been undertaken to recommend the

most suitable product or alternative. None of the research,

however, has used the MCDM? game model methodology

in the Hindi reviews to create a sentiment orientation tagger

for text. In other words, this is the first time the Hindi

dataset has been used with COPRAS and a non-cooperative

game model. An optimistic, pessimistic, and neutral emo-

tion orientation tagger was created for this research. The

purpose, methodology, and results of the proposed study

are described in detail below.

2.2 Related work of the MCDM and game theory

Recently the author [27] used game theory and MCDM

techniques for sentiment classification of the English text.

Deng et al [28] used DEMATEL and Game Theory for

supplier selection. A case study on the tea industry is done

where the evolutionary game model and MCDM technique

are used for the problem of decision-making in the Indian
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Tea Industry [29]. The aspect-based and sentiment orien-

tation-based sentiment classification is done on Indian

restaurants using SAW and the cooperative game model

[30]. The study [31] introduces Strategy selection in higher

education using a game-theoretic model informed by multi-

criteria decision-making. A study [32] on climate-adaptive

multi-agent decision-making framework for assessing

alternative plans for managing water and other environ-

mental resources. The study introduces Strategies for Green

Supply Chain Management Using Computational Models

of the Demand Process [33]. GRA-based sentiment analysis

of news headlines is introduced recently [34]. Bayesian

game model-based sentiment categorization of reviews is

done [35].

3. Preliminaries

In this section, we discuss various preliminaries of game

theory, MCDM, and the relationship between game theory

and MCDM.

3.1 Game theory

Game theory is a mathematical framework for analyzing

strategic interactions among rational decision-makers. It

utilizes mathematical equations and models to study how

players’ choices and strategies impact the outcomes of a

game. The primary mathematical tool used in game theory

is the concept of a game form, represented by a tuple (N, A,

U),

where:

N represents the set of players involved in the game.

A denotes the set of actions available to each player.

U defines the utility function that assigns a numerical

value to each player’s payoff based on the combination of

actions chosen by all players.

In a game, each player aims to maximize their utility

or payoff. To do so, they must consider the strategies of

other players and anticipate their actions. Strategies can

be pure (where a player selects a specific action) or

mixed (where a player randomizes their actions according

to a probability distribution). One of the key solution

concepts in game theory is the Nash equilibrium, named

after mathematician John Nash. A Nash equilibrium

represents a stable state where no player has an incentive

to unilaterally change their strategy, given the strategies

chosen by others. Mathematically, a Nash equilibrium is

defined as a combination of strategies (s*) for all players,

such that no player can unilaterally deviate and improve

their payoff.

uiðs�i ; s�iÞ� u�iðsi; s�iÞ 8 i 2 N and si 6¼ s��i ð1Þ
Here in equation (1) u−i represents the utility function for

player i, s��i represents the player i's strategy at the equi-

librium, s−i represents the strategies of all other players, and
u�iðsi; s�iÞ represents the utility of player i when choosing

strategy si while others choose strategies s−i. Game theory

also encompasses various solution concepts and mathe-

matical techniques to analyze specific types of games, such

as dominant strategies, extensive form games, cooperative

games, and repeated games. These concepts and techniques

involve additional mathematical equations and models tai-

lored to specific game scenarios. In summary, game theory

employs mathematical equations and models to study

strategic interactions, player decision-making, and their

impact on outcomes. It provides a rigorous framework for

analyzing rational behavior in a wide range of situations,

using concepts like game forms, utility functions, strate-

gies, and solution concepts such as Nash equilibrium.

3.1.1 Non-cooperative game: Non-cooperative game

theory simulates and assesses situations where each

player’s best decisions depend on his views or

expectations about his opponent’s behavior. Non-

cooperative games often aim to forecast player actions

and outcomes and achieve Nash equilibria. According to

non-cooperative models, players cannot form legally

binding agreements outside of the confines of the game’s

predetermined rules. The focus of non-cooperative

solutions is on how to act strategically. The following

describes a basic non-cooperative game theory.

3.2 MCDM techniques

Multi-Criteria Decision Making (MCDM) is a methodology

that facilitates the amalgamation of multiple qualitative and

quantitative criteria to effectively assess and choose opti-

mal solutions, achieving unanimous agreement among all

relevant alternatives [36]. Within the realm of MCDM, two

distinct types of criteria are discernible: benefit criteria,

which necessitates maximization, and cost criteria, which

demand minimization to attain the most desirable out-

comes. A typical MCDM problem with m alternatives (A1,
A2,……… Am) and n criteria (C1, C2,..., Cn) can be pre-

sented in the following form. Where M is the decision

matrix and W is the weights assigned to each criterion.

M ¼ ½mij�m�n; W ¼ ½wj�n
MCDM is a method that selects the most suitable solution

from a set of available alternatives based on their perfor-

mance against a set of evaluation criteria. The applications
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of MCDM problems include a variety of fields, economy

[37], education [38], management [39], production [40]

sustainable development, construction, and so on. The

fundamental components of an MCDM model are criteria,

alternatives, and alternate performances against each cri-

terion. These components have a one-to-one correspon-

dence with the fundamental elements of a game, viz.,

players, strategies, and payoffs from likely outcomes,

respectively. One of the studies demonstrates that MCDM

and game theory components have one-to-one correspon-

dence. This study aims to develop a novel decision support

system that tags each review with a sentiment tag. In this

study, we used the COPRAS MCDM technique.

The author [41] presented the COPRAS technique. In

addition, the COPRAS approach can calculate both maxi-

mization and minimization criteria. It is now possible to

derive both qualitative and quantitative metrics using this

approach. TheCOPRAS approach hasmany advantages over

other multi-criteria decision-makingmethods. The COPRAS

method begins by constructing the problem’s decision

matrix. The decision matrix’s columns and rows contain the

criteria and the alternatives. We first construct the decision

matrix xij. Then we calculate the normalized decision matrix

ðX�
ijÞ and weighted normalized decision matrix (dij). In the

fourth step, we calculate the Maximum (Si?) and Minimum

Indexes (Si−) for Each Alternative. Then we calculate

weighted averages (Qi). In the sixth step, we calculate the

order of alternatives (A⊗), at the end we calculate the polarity

based on Utility value (Ui). The complete MCDM technique

is demonstrated by algorithm 2.

4. Proposed methodology

This study uses the COPRAS model to present a framework

for tagging reviews with sentiment based on ratings and

customer comments. The model generally consists of three

phases: (i) extracting data characteristics, such as customer

evaluations and ratings; (ii) creating a decision matrix

based on attributes; and (iii) carrying out an MCDM anal-

ysis. This is the first step in extracting features from com-

petitors’ products. The extracted characteristics are

transformed into a decision matrix in the second phase. In

the third phase, we assigned each criterion an equal weight

of 0.5 and then ranked the reviews using the COPRAS

method. The final tag for this review is the alternative that

receives the highest rank. Each of these phases’ steps is

described below in figure 1.
Step 1: In the first step, we determine the polarity score

of textual comments using (HSWN) [13]. The HSWN

database stores a list of words that can be either positively

or negatively charged. To determine the reviews’ polarity,

we pull the positive and negative polarity values from

HSWN for each POS-tagged word. Figure 2 shows the

excerpt of HSWN with the degree of positive, negative, and

neutral degrees equal to (1 − (degree of positive ? degree

of negative). We follow algorithm 1 to generate the sen-

tiscores of the Hindi comments. These sentiscores give the

performance value of the positive, negative, and neutral

sentiment alternatives for polarity criteria.

Figure 1. A pipeline of the proposed model for sentiment

analysis of reviews.

Figure 2. Excerpt of HSWN lexicon.
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Step 2: We aggregate all the criteria and alternative

numeric values in this step. There are two criteria for

polarity and rating; each criterion has three alternative

degrees of positive, degree of negative, and degree of

neutral. The alternative scores pertaining to polarity criteria

are evaluated using the HSWN lexicon, which ranges

between 0 and 1. The alternative scores for rating criteria

are evaluated using equations (2), (3), and (4). Where p is

the given rating of the product, we consider a positive

rating (P). Similarly, following equations (2), (3), and (4),

we evaluate negative (N) and neutral ratings (O). We nor-

malized these alternative scores using equations (5), (6),

and (7) and renamed them dP, dN, and dO. Now, these
values lie between 0 and 1.

Positive rating Pð Þ ¼ p ð2Þ

Negative rating Nð Þ ¼ 5� p ð3Þ
Neutral rating Oð Þ ¼ 5� ðP� NÞ ð4Þ

Degree of Positive rating dP ¼ p

Pþ N þ O
ð5Þ

Degree of Negative rating dN ¼ 5� p

Pþ N þ O
ð6Þ

Degree of Neutral rating dO ¼ 5� ðP� NÞ
Pþ N þ O

ð7Þ

Step 3: We perform the COPRAS method following

algorithm 2. Algorithm 2 generates the utility value by

integrating rating and polarity scores which will work as the

payoff for the non-cooperative game model.
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Step 4: The non-cooperative game between two players

(R1 and R2) is now played. Two players (R1 and R2) with

three different strategies (Positive, Negative, and Neutral) are

required to play the non-cooperative game. Utility values are

calculated using algorithm 2 and will be taken as a payoff for

R1 and R2. Utility value of R1 is λ1, λ2, λ3, and Utility value of
R2 is ω1, ω2, ω3. So possible combinations of Utility values of

R1 and R2 are shown in table 1. We follow algorithm 3 to

reach the Nash equilibrium. After achieving Nash equilibrium,

each review’s determined tag is comprised of the strategies

that correlate to these payoffs of Nash equilibrium.

4.1 Illustrative example

We take a Hindi review comment and rating from the

online review dataset depicted below and use the

COPRAS method to generate a sentiment tag, which is in

detail below. COPRAS requires criteria that affect the

alternatives in their computations. Tables 2 and 3 show

that the criteria chosen in this study are polarity (C1) and
rating (C2).

Both criteria are equally important. We considered

equivalent weights, i.e. 0.5 for polarity and 0.5 is rating.

We follow algorithm 3 to perform sentiment tagging of

reviews. Using Algorithm 2, we obtain the utility value

for R1 and R2 which is shown in table 4. The non-co-

operative game concept is then put into practice using

Algorithm 3.

R1: (4 star) “ मुझे यह पसंद है! मेरे फोन का हेडसेट जैक छोटा है,
इसिलए यह वा व में एक अलग एडे र की आव कता के िबना िफट
बैठता है। यह सीधे जैक में जुड़ा। वाह! मैं आकार भूल जाता हंू, लेिकन मुझे
यकीन है िक यह इस उ पाद की जानकारी के िविन श अनुभाग में है। यह
वही करता है जो मैं चाहता था।“

“I am liking this! My phone's headset jack is small, so this actually
fit WITHOUT needing a separate adapter. It connected right into
the jack. Yay! I forget the sizes, but I am sure it is in the
specification section of this product's information. It does just
what I wanted.”

“mujhe yah pasand hai! mere phon ka hedaset jaik chhota hai,
isalie yah vaastav mein ek alag edeptar kee aavashyakata ke
bina phit baithata hai. yah seedhe jaik mein juda. vaah! main
aakaar bhool jaata hoon, lekin mujhe yakeen hai ki yah is
utpaad kee jaanakaaree ke vinirdesh anubhaag mein hai. yah
vahee karata hai jo main chaahata tha.”

R2: (1 star)” हमने कॉ चीज़ बॉ स, मैंचो सूप और पनीर शशलिक
िसज़लर ऑ र िकए। िसज़लर बासी था। पनीर की महक आ रही थी और
वेटर इतनी बदतमीजी कर रहा था िक गलती तक वीकार नहीं कर सका।
िफर कभी नहीं जा रहा |”

Table 2. Criteria description.

Criteria Weights Type

Polarity (C1) 0.5 Beneficial

Rating (C2) 0.5 Beneficial

Table 3. Numeric Scores of Criteria and Alternative.

Alternative

Criteria

Polarity (C1) Rating (C2)

R1( 4star)
Positive (A1) 0.075949 0

Negative (A2) 0.047059 1

Neutral (A3) 0.971109 0

R2 (1 star)
Positive (A1) 0.89 0.571

Negative (A2) 0.21 0.143

Neutral (A3) 0.11 0.43

Table 1. Normal form representation of game played between

two reviews.

Positive Negative Neutral

Positive (λ1, ω1) (λ1, ω2) (λ1, ω3)

Negative (λ2, ω1) (λ2, ω2) (λ2, ω3)

Neutral (λ3, ω1) (λ3, ω2) (λ3, ω3)
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“We ordered Corn Cheese Balls, Mancho Soup and Paneer
Shashlik Sizzler. The sizzler was stale. The smell of cheese was
coming and the waiter was so abusive that he could not even
admit the mistake. never going again”

“hamane korn cheez bols, maincho soop aur paneer shashalik
sizalar ordar kie. sizalar baasee tha. paneer kee mahak aa rahee
thee aur vetar itanee badatameejee kar raha tha ki galatee tak
sveekaar nahin kar saka. phir kabhee nahin ja raha”

The game model is presented in table 5 in normal form.

Using the idea of Nash equilibrium, we next ascertained the

sentiment orientation of both reviews, which is presented in

table 6.

The Nash equilibrium of the game model played between

two players is (0.00161,0.476471), and the strategies cor-

responding to the payoff are positive and negative.

Deduced tag of the R1 is positive, and R2 is negative. In the

following way, we deduced the sentiment tag of each

review. We deduced the sentiment tag using the COPRAS

technique of MCDM and the game model. We combined

the polarity and rating scores of reviews, evaluated the

performance score, and deduced each review’s sentiment

orientation.

5. Result and discussion

In this section, we discuss various datasets, different eval-

uation metrics, and a comparison of various techniques

with the proposed model over different datasets, and at the

last, we present the statistical significance of the proposed

model.

5.1 Data collection

We applied the suggested technique to three sets of data

that included ratings and comments written in Hindi. The

first dataset was the movie reviews dataset crawled from

online sources1. Second, we crawled hotel reviews and

ratings from online2 sources. The third dataset is the subset

of the Amazon electronics3 dataset. Each dataset contains

1000 reviews and ratings. Table 7 shows the data statistics

of the three collected datasets.
To assess the proposed model’s effectiveness, we used

various evaluation metrics. Figure 3 depicts the perfor-

mance of various evaluation metrics across the Hindi

review dataset.

5.2 Evaluation on the Movie Dataset

We calculated accuracy, precision, recall, and the F-mea-

sure on movie review datasets to compare performance

(table 8). Essentially, all of these measures assess the same

qualities and, as a result, generate remarkably similar val-

ues for a dataset.

Singh et al [42] proposed SentiWordNet techniques for

sentiment classification of Hindi movie reviews with an

accuracy of 63.42%, shown in table 8. Bhoir et al [43]

proposed two models, Naı̈ve Bayes, having an accuracy of

71%. Joshi et al [44] developed the Hindi-SentiWordNet

(HSWN) lexical resource for sentiment analysis of a Hindi

movie dataset, with an accuracy of 60%. Seshadri et al [45]
proposed RNN model whose accuracy is 72%. Akhtar et al

Table 5. Non-cooperative game model for deducing sentiment

tag.

R1

R2

Positive (A1) Negative (A2) Neutral (A3)

Positive

(A1)

(0.00161,

0.3797)

(0.00161,
0.476471)

(0.00161,

0.48555

Negative

(A2)

(0.00664,

0.3797

(0.00664,

0.476471)

(0.00664,

0.48555)

Neutral

(A3)

(0.30510,

0.3797)

(0.30510,

0.476471)

(0.30510,

0.48555)

Table 6. Deduced tag using the game model.

R1

R2

Positive (A1) Negative (A2)

Positive (A1) (0.00161, 0.3797) (0.00161, 0.476471)

Table 7. Data statistics of different datasets.

Data set Language Positive Negative Neutral

Movies reviews Hindi 512 350 138

Hotel reviews Hindi 657 132 211

Electronics reviews Hindi 576 292 132

Table 4. Utility value score from MCDM.

Alternative Performance score

R1 (4star)
Positive (A1) 0.00161

Negative (A2) 0.00664

Neutral (A3) 0.30510

R2 (1 Star)
Positive (A1) 0.03797

Negative (A2) 0.476471

Neutral (A3) 0.48555

1“Internet Movie Database, http://www.imdb.com”.
2https://www.tripadvisor.in/Restaurants.
3https://jmcauley.ucsd.edu/data/amazon/.
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[46] proposed a CNN-SVM model whose accuracy is

65.96%. Mishra et al [47] created the (CSPLE ? HSWN)

model with 76.5% accuracy. Jain et al [48] have introduced
the Hindi Text classification using an optimization tech-

nique. The proposed work outperforms all the techniques

for the Hindi dataset.

5.3 Evaluation on the hotel dataset

Mishra et al [47] introduced the HSWN, CSPL?HSWN,

and CSPLE, with respective accuracy rates of 46%, 85%,

and 82.5%, and error rates of 54%, 15%, and 17.5%;

among these models, CSPL?HSWN had the greatest

accuracy rate of 85%. Akhtar et al [21] embedded vectors

from the CNN. The sentiment-augmented optimized vec-

tor obtained at the end is used for SVM training for the

proposed model’s sentiment classification accuracy of

77.16%. Below, figure 4. depicts the accuracy and error

rate of all the approaches where green bars denote these

models’ accuracy in predicting the sentiment tagging and

red bars denote the error rate compared to the proposed

model. Figure 4 illustrates that the proposed model’s

accuracy is 91%, greater than the other approaches, and

recorded the lowest error rate of 9%, indicating that the

results predicted by the proposed MCDM method are

more accurate.

5.4 Evaluation on the electronic dataset

Figure 5 depicts the performance comparisons of the

proposed approach with other models on the same dataset

that outperforms the other model in all respects. Jha et al
[49] proposed the HMDSAD dictionary-based approach to

classify unlabelled reviews from the target domain into

positive, negative, and neutral categories. This approach

had an accuracy of 56%, and the error rate recorded was

44% over the electronics reviews4 dataset. HSWN [11] is

a comprehensive lexicon covering the polarity of words in

the Hindi language. It contains the following fields: POS

tag, Synset ID (WordNet ID in Hindi), Positive score,

Negative score, and Related Terms (separated by a

comma). The accuracy recorded for this lexicon-based

method is 31% and 69%, which is highest than the

existing approaches. Akhtar et al [21] developed the

embedded vectors from a convolutional neural network

(CNN). The sentiment-augmented optimized vector is

used to train the SVM for sentiment classification, and the

supervised CNN-SVMS model has an accuracy of

68.04%, and an error rate is around 32%. Singh et al [50]
pre-processed the Hindi texts and identified their English

equivalents, and a summary review was then calculated

using the HSWN database. As is evident from the table,

the technique offered by Singh et al is 31.48% less

effective than the proposed model with 48% accuracy.

The classification accuracy of the decision trees classifier

is 54%, and this supervised method is 25% less efficient

than the proposed model, and the recorded rate is 45%

[51].

Accuracy

Precision

Recall

F1 score

True Positive rate

False negative rate

False positive rate

True negative rate

False discovery rate

Mathews correlation  coefficient

0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1

Movie Hotel Electronic

Figure 3. Performance of Evaluation Metric over three dataset

reviews.

Table 8. Comparison of different approaches with the proposed

approach.

Unsupervised

method Accuracy

F-

measure Precision Recall

SWN(VS?APS)

[42]

0.63 0.64 0.63 0.63

Naı̈ve bayes [43] 0.71 0.75 0.75 75

HSWN [44] 0.60 0.46 0.60 37.5

RNN [45] 0.72 0.70 0.72 0.71

CNN-SVM [46] 0.65 0.64 0.6 0.66

CSPL?HSWN [47] 0.76 0.73 0.75 0.74

LSTM?CNN [48] 0.78 0.76 0.77 0.76

Proposed method 0.80 0.85 0.87 0.81

0
20
40
60
80

100

HSWN CSPL+HSWN CSPLE CNN-SVM Proposed 
Method

Accuracy Error rate Linear (Accuracy)

Figure 4. Comparison of existing approaches with a proposed

model.

0
20
40
60
80

100

Decision tree 
classifier

HMDSAD HSWN CNN-SVMS Singh et al. Proposed Model

Accuracy Error rate Inefficiency

Figure 5. Comparison of existing approaches with the proposed

model in terms of accuracy, error rate, and inefficiency.

4“https://jmcauley.ucsd.edu/data/amazon/”.
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5.5 Statistical validation

We performed the statistical Z test on two proportions to

verify the effectiveness of the suggested model. The dataset

for the review was divided into two samples of various

sample sizes. We collected 1000 reviews (n1) for sample 1.

900 reviews out of 1000 were accurately tagged. (p1) =

0.9009 for the sample proportion. 500 reviews were

included in sample 2, and 453 of those reviews were cor-

rectly classified, yielding a sample proportion of 0.906. For

two population proportions (p1 and p2), the Z-test was

performed. We looked into the following null and alternate

hypotheses for the population proportion.

Ho: p1 ¼ p2

Ha: p1 6¼ p2

where Ho is the null hypothesis, and Ha is the alternative

hypothesis. The value of the pooled proportion is computed

using equation (8).

P ¼ X1 þ X2

N1 þ N2

¼ 900þ 452

1000þ 500
¼ 0:9013 ð8Þ

We utilized a z-test for two population proportions and a two-

tailed test. The z-statistic’s calculation is shown in equation (9).

z ¼ p1 � p2
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

Pð1� PÞð1=n1 þ 1=n2Þ
p

¼ 0:9� 0:904
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

0:9013:ð1� 0:9013Þð1=1000þ 1n500Þp ¼ �0:245

ð9Þ
The accepted and critical regions of the aforementioned

hypothesis are depicted graphically in figure 6. We failed to

reject the null hypothesis Ho. As a result, there is insufficient

evidence to assert that the population proportion p1 differs

from p2 at the α significance level. Up to a 77% level of

significance, the null hypothesis is accepted, but at 78% null

hypothesis is rejected. This suggests that our model’s perfor-

mance holds across a wide range of datasets and sample sizes.

6. Discussion

In comparison to other approaches, each algorithm has

advantages and limitations. Similarly, the proposed algo-

rithm has advantages and disadvantages. The following are

the most prominent benefits and drawbacks.

(1) We have only evaluated a limited handful of cen-

trality measurements in evaluating the performance. We

will have more opportunities to use various centrality

measures in the future as new researchers emerge daily.

(2) For the evaluation of an algorithm’s efficacy and

efficiency, its time and space complexity is critical. The

number of operations an algorithm must carry out con-

cerning the size of the input dataset and its temporal

complexity. The algorithm’s space complexity gauges how

little space it needs to operate with various input sizes.

When m is the number of possibilities and n is the number

of criteria, table 9 displays the algorithm’s runtime and

space complexity in various scenarios, where m and n

Table 9. Efficacy of the proposed model in various situations.

Efficiency Best case Average case Worst case

Time complexity Ω(m?n) θ(mn) O(mn)
Space complexity Ω(m?n) θ(mn) O(mn)

Figure 6. A visual illustration of the above hypothesis’s crucial

area.

Table 10. Examples where the proposed model fails.

Reviews Actual Predicted

“मुझे रलर और हॉरर िफ म नापस द नहीं है |” Positive Negative

(“Mujhe triller aur horror film napasand
hai”)

(“I do not dislike triller
and horror movie”)

(phrases with
negation)

(“अंितम एिपसोड अंत में एक भयानक मोड़ के
साथ आ  जनक था |”)

Neutral Positive

(“Antim episode ant me ek bayanak mor ke
sath ashchrajanak tha”)

(“The final episodes was surprising with a
terrible twist at the end “)

(negative term
used in
positive
way)

(“िफ म देखना आसान था लेिकन मंै इसे अपने
दो तों की िसफारिश नहीं करूंगा”)

Positive Negative

(“Film dekhna aasan tha lekin me isse apne
dosto ki sifarish nhi karunga”)

(“The film was easy to
watch but I would not
recommend it my
friends”)

(Difficult to
categorize)

(“काितल और जहरीली िदख
रही हैं ए स “)

Positive Negative

(“ katil aur jahreli dikh rahi hai actress”)
(“Actress is looking killer
and poison”)

(Irony)

  195 Page 10 of 13 Sådhanå          (2023) 48:195 



represent the number of possibilities and criteria, respec-

tively. Table 9 shows level of difficulty belongs to the

category of P-class problems that can be solved in poly-

nomial time. In addition, it is a deterministic algorithm,

which means that it always calculates the correct response.

The proposed approach applies to any other language

dataset with ease, in addition to being useful in analyzing

metrics and complexity.

Table 10 shows that the use of game theory has resulted

in a 50% reduction in the linear and polynomial time

complexity of time and space, respectively. This is because,

in the current study, we were able to use game theory to

play the game between two players (R1 and R2) simulta-

neously, cutting the time needed to tag two reviews in half.

(3) HSWN lexicon is the foundation for the sentiment

scoring of opinion words of Hindi text. The primary

shortcoming of HSWN is that insufficient words are cov-

ered, and some words do not receive the appropriate

HSWN score. A significant disadvantage of the lexicon-

based method is that the system cannot correctly classify

consumer feedback if a word or polarity shifter is missing

from the sentiment lexicon. Certain sentiment words and

polarity shifters cannot be accurately categorized by the

proposed system. Table 10 presents a few examples.

(4) Results on English dataset: We created three general

domain small datasets of English languages to test the

robustness of the suggested model. Table 9 provides the

results of implementing the proposed approach on the

English review dataset. The results are promising as shown

in table 11. Hence this implies that the proposed approach

is language-independent and can be adaptive to any lan-

guage whose lexicon database is available.

7. Conclusion

This research examined the mathematical underpinnings,

as well as the use of MCDM and game theory, for

determining the tone of reviews written in Hindi. The

presented model approach is an innovative unsupervised

method for sentiment tagging reviews. We evaluated our

proposed model on three distinct Hindi review datasets

and compared its performance to that of both supervised

and unsupervised methods. We also used Z-tests to

verify the statistical validity of the suggested model.

The suggested model achieved superior results compared

to both state-of-the-art supervised and unsupervised

methods. We suggest enhancing the model so that it can

be used to categorize sentiments and emotions into

multiple classes. Since it is unsupervised, the suggested

model can readily be modified to classify emotion in

additional low-resource languages like Hindi, Bengali,

Urdu, etc. The presented model paved the way for

several optimization strategies used in a wide range of

Natural Language Processing (NLP) applications,

including WSD, query expansion, sarcasm detection

summarization, and so on. Non-cooperative Nash games

and other optimization methods will be the primary

focus of our future investigation as we work to build

unsupervised approaches.
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Applying fuzzy MCDM for financial performance evaluation

of Iranian companies. Technological and Economic Devel-
opment of Economy 20: 274–291

[38] Marzouk M and Control EA-S 2016 undefined Establishing

multi-level performance condition indices for public schools

maintenance program using AHP and fuzzy logic. sic.ici.
ro:78-87

[39] Li M, Jin L and Wang J 2014 A new MCDM method

combining QFD with TOPSIS for knowledge manage-

ment system selection from the user’s perspective in

intuitionistic fuzzy environment. Applied Soft Comput-
ing:28–37

  195 Page 12 of 13 Sådhanå          (2023) 48:195 



[40] Pavlovskis M and JA-S 2016 undefined Application of

MCDM and BIM for evaluation of asset redevelopment

solutions. sic.ici.ro:98-112
[41] Beheshti M, Amoozad Mahdiraji H and Zavadskas E K 2016

Strategy portfolio optimisation: a copras g-modm hybrid

approach. Transformations In Business & Economics 15:

500–519

[42] Singh V K, Piryani R and Uddin A 2013 Sentiment analysis

of textual reviews: Evaluating machine learning, unsuper-

vised and sentiwordnet approaches. International Conference
on Knowledge and Smart Technology, KST :122–127

[43] Bhoir P and Kolte S 2016 Sentiment analysis of movie

reviews using lexicon approach. 2015 IEEE International
Conference on Computational Intelligence and Computing
Research, ICCIC:78-87

[44] Joshi A, R B A and Bhattacharyya P 2010 A Fall-back

Strategy for Sentiment Analysis in Hindi: a Case Study.

ICON:56-67
[45] Kumar, Article Analyzing Sentiment In Indian Languages

Micro Text Using Recurrent Neural Network. IIOABJ:313-318

[46] Akhtar M S, Ekbal A and Bhattacharyya P 2016 Aspect

based sentiment analysis in Hindi: Resource creation and

evaluation, LREC 2703–2709

[47] Mishra D, Venugopalan M and Gupta D 2016 Context

Specific Lexicon for Hindi Reviews. Procedia Computer
Science 93: 554–563

[48] Jain V and Kashyap K L 2022 Ensemble hybrid model for

Hindi COVID-19 text classification with metaheuristic

optimization algorithm. Multimedia Tools and Applica-
tions.1-23

[49] Jha V, Savitha R and Shenoy P D 2018 A novel sentiment

aware dictionary for multi-domain sentiment classification.

Computers and Electrical Engineering 69: 585–597

[50] Singh J P, Rana N P and Alkhowaiter W 2015 Sentiment

analysis of products’ reviews containing English and Hindi

texts. Lecture Notes in Computer Science 9373: 416–422

[51] Kulkarni D S and Rodd S S 2021 Sentiment analysis in Hindi

—A survey on the state-of-the-art techniques. Transactions
on Asian and Low-Resource Language Information Pro-
cessing :21-27

Sådhanå          (2023) 48:195 Page 13 of 13   195 



ar
X

iv
:2

30
9.

12
01

8v
1 

 [
gr

-q
c]

  2
1 

Se
p 

20
23

Viscous fluid dynamics with decaying vacuum energy density

C. P. Singh∗ and Vinita Khatri†

Department of Applied Mathematics,

Delhi Technological University, Delhi-110042, India

(Dated: September 22, 2023)

In this work, we investigate the dynamics of bulk viscous models with decaying vacuum energy
density (VED) in a spatially homogeneous and isotropic flat Friedmann-Lemâıtre- Robertson-walker
(FLRW) spacetime. We particularly are interested to study the viscous model which considers first
order deviation from equilibrium, i.e., the Eckart theory. In the first part, using the different forms
of the bulk viscous coefficient, we find the main cosmological parameters, like Hubble parameter,
scale factor, deceleration parameter and equation of state parameter analytically. We discuss some
cosmological consequences of the evolutions and dynamics of the different viscous models with
decaying VED. We examine the linear perturbation growth in the context of the bulk viscous model
with decaying VED to see if it survives this further level of scrutiny. The second part of the
work is devoted to constrain the viscous model of the form ζ ∝ H , where ζ is the bulk viscous
coefficient and H is the Hubble parameter, using three different combinations of data from type
Ia supernovae (Pantheon), H(z) (cosmic chronometers), Baryon Acoustic Oscillation and f(z)σ8(z)
measurements with Markov Chain Monte Carlo (MCMC) method. We show that the considered
model is compatible with the cosmological probes, and the ΛCDM recovered in late-time of the
evolution of the Universe. Finally, we obtain selection information criteria (AIC and BIC) to study
the stability of the models.

I. INTRODUCTION

The different observations such as luminosity distances
of type Ia supernova, measurements of anisotropy of
cosmic microwave background and gravitational lensing
have confirmed that our Universe is spatially flat and
expanding with an accelerated rate. It has been ob-
served that the Universe contains a mysterious dominant
component, called dark energy (DE) with large negative
pressure, which leads to this cosmic acceleration [1–7].
In literature, several models have been proposed to ex-
plain the current accelerated expansion of the Universe.
The two most accepted DE models are that of a cosmo-
logical constant and a slowly varying rolling scalar field
(quintessence models)[8–11].
The cosmological constant Λ(CC for short), initially

introduced by Einstein to get the static Universe, is a
natural candidate for explaining DE phenomena with
equation of state parameter equal to −1. The natural
interpretation of CC arises as an effect of quantum vac-
uum energy. Thus, the cold dark matter based cosmology
together with a CC, called the ΛCDM cosmology, is pre-
ferred as the standard model for describing the current
dynamics of the Universe. It is mostly consistent with
the current cosmological observations. However, despite
of its success, the ΛCDM model has several strong prob-
lems due to its inability to renormalize the energy density
of quantum vacuum, obtaining a discrepancy of ∼ 120
orders of magnitude between its predicted and observed
value, so-called CC or fine-tuning problem [12–14]. It
also has the coincidence problem, i.e., why the Universe

∗ cpsingh@dce.ac.in
† vinitakhatri 2k20phdam501@dtu.ac.in

transition, from decelerated to an accelerated phase, is
produced at late times [15].
Many models have been proposed to tackle these is-

sues. One of the possible proposal is to incorporate
energy transfer among the cosmic components. In this
respect, the models with time-varying vacuum energy
density (VED), also known as ’decaying vacuum cosmol-
ogy’ seems to be promising. The idea of a time-varying
VED models (ρΛ = Λ(t)/8πG) is physically more vi-
able than the constant Λ [16–19]. Although no fun-
damental theory exists to describe a time-varying vac-
uum, a phenomenological technique has been suggested
to parametrize Λ(t). In literature, many authors [20–40]
have carried out analysis on decaying vacuum energy in
which the time-varying vacuum has been phenomenolog-
ically modeled as a function of time in various possible
ways, as a function of the Hubble parameter. Such at-
tempts suggest that decaying VED model provides the
possibility of explaining the acceleration of the Universe
as well as it solves both cosmological constant and coin-
cidence problems.
Shapiro and Solà [41], and Solà [42] proposed a pos-

sible connection between cosmology and quantum field
theory on the basis of renormalization group (RG) which
gives the idea of running vacuum models (RVM), char-
acterized by VED ρΛ, see Refs.[32, 35, 39] for a review.
The RVM has been introduced to solve the coincidence
problem where the term Λ is assumed to be varying with
the Hubble parameter H . Carnerio et al.[27] proposed
that the vacuum term is proportional to the Hubble pa-
rameter, Λ(a) ∝ H(a). However, this model fails to fit
the current CMB data. It is interesting to note that RG
in quantum field theory (QFT) provides a time-varying
vacuum, in which Λ(t) evolves as Λ ∝ H2 [43]. Basilakos
[28] proposed a parametrization of the functional form
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of Λ(t) by applying a power series expansion in H up to
the second order. Recently, a large class of cosmologies
has been discussed where VED evolves like a truncated
power-series in the Hubble parameterH , see Refs.[44, 45]
and references therein.
On the other hand, in recent years, the observations

suggest that the Universe is permeated by dissipative flu-
ids. Based on the thermodynamics point of view, phe-
nomenological exotic fluids are supposed to play the role
for an alternative DE models. It has been known since
long time ago that a dissipative fluid can produce acceler-
ation during the expansion of the Universe [46, 47]. The
bulk and shear viscosity are most relevant parts of dis-
sipative fluid. The bulk viscosity characterizes a change
in volume of the fluid which is relevant only for the com-
pressed fluids. The shear viscosity characterizes a change
in shape of a fixed volume of the fluid which represents
the ability of particles to transport momentum. In gen-
eral, shear viscosity is usually used in connection with the
spacetime anisotropy where as bulk viscosity plays the
role in an isotropic cosmological models. The dynamics
of homogeneous cosmological models has been studied in
the presence of viscous fluid and has application in study-
ing the evolution of the Universe.
Eckart [48] extended a classical irreversible thermody-

namics from Newtonian to relativistic fluids. He pro-
posed the simplest non-causal theory of relativistic dis-
sipative phenomena of first order which was later modi-
fied by Landau and Lifshitz [49]. The Eckart theory has
some important limitations. It has been found that all
the equilibrium states are unstable [50] and the signals
can propagate through the fluids faster than the speed
of light [51]. Therefore, to resolve theses issues, Israel
and Stewart [52] proposed a full causal theory of second
order. When the relaxation time goes to zero, the causal
theory reduces to the Eckart’s first order theory. Thus,
taking the advantage of this limit of vanishing relaxation
time at late time, it has been used widely to describe the
recent accelerated expansion of the Universe. An exhaus-
tive reviews on non-causal and causal theories of viscous
fluids can be found in Refs.[53–66]. In recent years, the
direct observations indicate for viscosity dominated late
epoch of accelerating expansion of the Universe. In this
respect, many authors have explored the viability of a
bulk viscous Universe to explain the present accelerated
expansion of the Universe cf.[67–88].
In Eckart theory, the effective pressure of the cosmic

fluid is modeled as Π = −3ζH , where ζ is bulk viscous
coefficient and H the Hubble parameter. Bulk viscous
coefficient can be assumed as a constant or function of
Hubble parameter. It allows to explore the presence of
interacting terms in the viscous fluid. Since the imperfect
fluid should satisfy the equilibrium condition of thermo-
dynamics, the pressure of the fluid must be greater than
the one produced by the viscous term. To resolve this
condition, it is useful to add an extra fluid such as cos-
mological constant. Many authors [89–93] have studied
viscous cosmological models with constant or with time-

dependent cosmological constant. Hu and Hu [92] have
investigated a bulk viscous model with cosmological con-
stant by assuming bulk viscous proportional to the Hub-
ble parameter. Herrera-Zamorano et al. [93] have studied
a cosmological model filled with two fluids under Eckart
formalism, a perfect fluid as DE mimicking the dynamics
of the CC, while a non-perfect fluid as dark matter with
viscosity term.
In this paper, we focus on discussing the dynamics of

viscous Universe which consider the first order deviation
from equilibrium, i.e., Eckart formalism with decaying
VED. Using different versions of bulk viscous coefficient
ζ, we find analytically the main cosmological functions
such as the scale factor, Hubble parameter, and decel-
eration and equation of state parameters. We discuss
the effect of viscous model with varying VED in pertur-
bation level. We implement the perturbation equation
to obtain the growth of matter fluctuations in order to
study the contribution of this model in structure forma-
tion. We perform a Bayesian Markov Chain Monte Carlo
(MCMC) analysis to constrain the parameter spaces of
the model using three different combinations involving
observational data from type Ia supernovae (Pantheon),
Hubble data (cosmic chronometers), Baryon acoustic os-
cillations and f(z)σ8(z) measurements . We compare our
model and concordance ΛCDM to understand the effects
of viscosity with decaying vacuum by plotting the evo-
lutions of the deceleration parameter, equation of state
parameter and Hubble parameter. We also study the
selection information criterion such as AIC and BIC to
analyze the stability of the model.
The work of the paper is organized as follows. In Sec-

tion II, we present the basic cosmological equations of
Friedmann-Lemâıtre-Robertson-Walker (FLRW) geome-
try with bulk viscosity and decaying VED. In Section III,
we find the solution of the field equations by assuming
the various forms of bulk viscous coefficient. We discuss
the growth rate equations that govern the perturbation
in Section IV. Section V presents the observational data
and method to be used to constrain the proposed model.
The results and discussion on the evolution of the var-
ious parameters are presented in Section VI. In Section
VII, we present the selection information criterion to dis-
tinguish the presented model with concordance ΛCDM.
Finally, we conclude our finding in Section VIII.

II. VISCOUS MODEL WITH VARYING-Λ

Let us start with the Friedmann-Lemaitre-Robertson-
Walker (FLRW) metric in the flat space geometry as the
case favoured by observational data

ds2 = −dt2 + a2(t)
[

dr2 + r2(dθ2 + sin2θdφ2)
]

, (1)

where (r, θ, φ) are the co-moving coordinates and a(t) is
the scale factor of the Universe. The large scale dynamics
of (1) is described by the Einstein field equations, which
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include the cosmological constant Λ and is given by

Gµν = Rµν −
1

2
gµνR = 8πG(Tµν + gµνρΛ), (2)

where Gµν is the Einstein tensor, ρΛ = Λ/8πG is the
vacuum energy density (the energy density associated to
CC vacuum term) and Tµν is the energy-momentum ten-
sor of matter. It is to be noted that for simplicity we use
geometrical units 8πG = c = 1. We introduce a bulk vis-
cous fluid through the energy-momentum tensor which is
given by [94]

Tµν = (ρm + P )uµuν + gµνP, (3)

where uµ is the fluid four-velocity, ρm is the density of
matter and P is the pressure which is composed of the
barotropic pressure pm of the matter fluid plus the vis-
cous pressure Π, i.e., P = pm + Π. The origin of bulk
viscosity is assumed as a deviation of any system from
the local thermodynamic equilibrium. According to the
second law of thermodynamics, the re-establishment to
the thermal equilibrium is a dissipative processes which
generates entropy. Due to generation of entropy, there is
an expansion in the system through a bulk viscous term.
In homogeneous and isotropic cosmological models, the

viscous fluid is characterized by a bulk viscosity. It is
mostly based on the Eckart’s formalism [48] which can be
obtained from the second order theory of non-equilibrium
thermodynamics proposed by Israel and Stewart [52] in
the limit of vanishing relaxation time. The viscous ef-
fect can be defined by the viscous pressure Π = −3ζH ,
where ζ is the bulk viscous coefficient and H is the Hub-
ble parameter. The bulk viscous coefficient ζ is assumed
to be positive on thermodynamical grounds. Therefore,
it makes the effective pressure as a negative value which
leads to modification in energy-momentum tensor of per-
fect fluid.
If we denote the total energy-momentum tensor Tµν +

gµνρΛ as modified T̃µν on right hand side of field equa-

tions (2), then the modified T̃µν can be assumed the same

form as Tµν , that is, T̃µν = (ρ + p)uµuν + gµνp, where
ρ = ρm+ρΛ and p = pm− 3ζH+pΛ are the total energy
density and pressure, respectively. Further, we assume
that the bulk viscous fluid is the non-relativistic matter
with pm = 0. Thus, the contribution to the total pres-
sure is only due to the sum of negative viscous pressure,
−3ζH and vacuum energy pressure, pΛ = −ρΛ.
Using the modified energy-momentum tensor as dis-

cussed above, the Einstein field equations (2) describing
the evolution of FLRW Universe dominated by bulk vis-
cous matter and vacuum energy yield

3H2 = ρ = ρm + ρΛ, (4)

2Ḣ + 3H2 = −p = 3ζH + ρΛ. (5)

where H = ȧ/a is the Hubble parameter and an over dot
represents the derivative with respect to cosmic time t.

In this paper, we propose the evolution of the Universe
based on decaying vacuum models, i.e., vacuum energy
density as a function of the cosmic time. From (2), the
Bianchi identity ∇µGµν = 0 gives

∇µT̃µν = 0, (6)

or, equivalently,

ρ̇m + 3H(ρm + pm − 3ζH + ρΛ + pΛ) = −ρ̇Λ, (7)

which imply that the there is a coupling between a dy-
namical Λ term and viscous CDM. Therefore, there is
some energy exchange between the viscous CDM fluid
and vacuum. Using the equation of state of the vacuum
energy pΛ = −ρΛ and pm = 0, Eq. (7) leads to

ρ̇m + 3H(ρm − 3ζH) = −ρ̇Λ. (8)

Now, combining Eqs.(4) and (8), we get

Ḣ +
3

2
H2 =

1

2
ρΛ +

3

2
ζH. (9)

The dynamics of the Universe depends on the specific
forms of ρΛ and ζ.

III. SOLUTION OF FIELD EQUATIONS

The evolution equation (9) has three independent un-
known quantities, namely, H , ζ and ρΛ. We get the
solution only if ζ and ρΛ are specified. In this paper,
we parameterize the functional form of ρΛ as a func-
tion of Hubble parameter. The motivation for a func-
tion ρΛ = ρΛ(H) can be assumed from different points of
view. Although the correct functional form of ρΛ is not
known, a quantum field theory (QFT) approach within
the context of the renormalization group (RG) was pro-
posed in Refs.[95, 96] and further studied by many au-
thors [29, 32, 35, 42, 97, 98]. In Ref. [36], the following
ratio has been defined between the two fluid components:

γ =
ρΛ − ρΛ0

ρm + ρΛ
, (10)

where ρΛ0 is a constant vacuum density. If ρΛ = ρΛ0 ,
then γ = 0, and we get ΛCDM model. On the other
hand, if ρΛ0 6= 0, then we get

ρΛ = ρΛ0 + γ(ρm + ρΛ) = ρΛ0 + 3γH2. (11)

The above proposal was first considered by Shapiro and
Sola [41] in context of RG. Many authors have studied
the evolution of the Universe by assuming this form [33,
34, 40]. Hereafter, we shall focus on the simplest form of
ρΛ which evolves with the Hubble rate. Specifically, in
this paper we consider

ρΛ = c0 + 3νH2, (12)
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where c0 = 3H2
0 (ΩΛ0 − ν) is fixed by the boundary con-

dition ρΛ(H0) = ρΛ0. The suffix ‘0’ denotes the present
value of the parameter. The dimensionless coefficient ν is
the vacuum parameter and is expected to be very small
value |ν| ≪ 1. A non-zero value of it makes possible the
cosmic evolution of the vacuum.
The choice of ζ generates different viscous models and

in literature there are different approaches to assume the
evolution of bulk viscosity. In this paper, we consider the
most general form of the bulk viscous term ζ , which is
assumed to be the sum of three terms: the first term is a
constant, ζ0, the second term is proportional to the Hub-
ble parameter H = ȧ/a which is related to the expansion
and the third term is proportional to the acceleration,
ä/ȧ. Thus, we assume the parametrization of bulk vis-
cous coefficient in the form[72, 78, 99, 100]

ζ = ζ0 + ζ1
ȧ

a
+ ζ2

ä

ȧ
, (13)

where ζ0, ζ1 and ζ2 are constants to be determined by the
observations. The term ä/ȧ in Eq. (13) can be written
as ä/aH . The basic idea about the assumption of ζ in
Eq.(13) is that the dynamic state of the fluid influences
its viscosity in which the transport viscosity is related to
the velocity and acceleration. In what follows, we study
the decaying vacuum model defined in (12) with different
forms of bulk viscous coefficient as defined in Eq.(13).

A. Cosmology with ζ = ζ0=const.

This is the simplest parametrization of Eckart’s bulk
viscosity model. Many authors [69, 70, 77, 84, 87, 88, 91,
101–103] have studied the viscous cosmological models
with constant bulk viscous coefficient. Using the decay-
ing vacuum form (12) and taking ζ = ζ0 = const., where
ζ1 = ζ2 = 0 in Eq.(13), the evolution equation (9) reduces
to

Ḣ +
3

2
(1− ν)H2 −

3

2
ζ0H =

1

2
c0. (14)

Solving (14) for ν < 1, we get

H =
ζ0

2(1− ν)
+ σ

(

1 + e−3(1−ν)σt

1− e−3(1−ν)σt

)

, (15)

where

σ =
√

( ζ0
2(1−ν) )

2 +
H2

0 (ΩΛ0−ν)
(1−ν) . Here, we have used

c0 = 3H2
0 (ΩΛ0 − ν).

The above equation simplifies to give

H =
ζ0

2(1− ν)
+ σ coth

(

3

2
(1 − ν)σt

)

. (16)

It can be observed that the solution reduces to the
standard Λ for ζ0 = 0 and ν = 0, whereas for ζ0 =
0 and ν 6= 0 it gives the solution for Λ(t) model from

quantum field theory[29]. Using the Hubble parameter
H = ȧ/a, the scale factor of the model a(t) with the
condition a(t0) = 1 is given by

a(t) = e
ζ0

2(1−ν)
t

(

sinh(
3

2
(1− ν)σt)

)
2

3(1−ν)

, (17)

which shows that the scale factor increases exponentially
as t increases. From (17), one can observe that, in gen-
eral, it is not possible to express cosmic time t in terms
of the scale factor a. It is possible only if ζ0 = 0. In
the absence of bulk viscosity, we obtain the result of de-
caying vacuum model as discussed in Ref.[29]. Further,
for constant Λ, the solution reduced to the ΛCDM model
with no viscosity.
To discuss the decelerated and accelerated phases and

its transition during the evolution of the Universe, we
study a cosmological parameter, known as ‘deceleration
parameter’, q, which is defined as

q = −
ä

a

1

H2
= −

(

1 +
Ḣ

H2

)

. (18)

In cosmology, q is a dimensionless measure of the cosmic
acceleration. The expansion of the Universe decelerates
if q > 0, whereas it accelerates for q < 0 and q = 0
gives the marginal inflation. The time-dependent q may
describe the transition from one phase to another phase.
Using (16), the deceleration parameter is calculated as

q = −1 +
3

2

(1− ν)σ2 csc2 h(32 (1 − ν)σt)
(

ζ0
2(1−ν) + σ coth(32 (1− ν)σt)

)2 . (19)

For sake of completeness, we discuss another important
cosmological parameter, known as effective equation of
state (EoS) parameter, which is defined as

weff = −1−
2

3

Ḣ

H2
. (20)

Using (16), we get

weff = −1 +
(1− ν)σ2 csc2 h(32 (1− ν)σt)
(

ζ0
2(1−ν) + σ coth(32 (1− ν)σt)

)2 . (21)

B. Cosmology with ζ = ζ1 H

Let us consider the case where bulk viscous coefficient
is proportional to the Hubble parameter, i.e., ζ = ζ1H .
Such a form of ζ has been studied by many authors [53,
59, 72, 80, 104, 105]. This type of bulk viscous coefficient
can be obtained by assuming ζ0 = ζ2 = 0 in Eq.(13).
Thus, using ζ = ζ1H and Eq.(12) into Eq.(9), we get the
evolution equation for Hubble parameter as

Ḣ +
3

2
(1− ζ1 − ν)H2 −

1

2
c0 = 0. (22)
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The above equation with change of a variable from t to
x = ln a can be written as

dh2

dx
+ 3(1− ζ1 − ν)h2 = 3(ΩΛ0 − ν), (23)

where h = H/H0 is the dimensionless Hubble param-
eter and ΩΛ0 = ρΛ0/3H

2
0 . Assuming (ζ1 + ν) < 1

and using the normalized scale factor -redshift relation,
a = (1 + z)−1, we can express the normalized Hubble
function E(z) ≡ H(z)/H0 as

E(z) =
1

(1 − ζ1 − ν)1/2

×
[

(1 − ζ1 − ΩΛ0)(1 + z)3(1−ζ1−ν) +ΩΛ0 − ν
]1/2

.

(24)

From the above equation, it is clear that for ν = 0
and ζ1 = 0, we recover exactly the ΛCDM expan-
sion model whereas only ζ1 = 0 gives the solution ob-
tained in Ref.[40]. It is observed that at very late
time we get an cosmological constant dominated era,

H ≈ H0

√

ΩΛ0−ν
(1−ζ1−ν) , which implies a de Sitter phase of

the scale factor. Using H = ȧ/a, the solution for the
scale factor in terms of cosmic time t is given by

a =

(

(1− ζ1 − ΩΛ0)

ΩΛ0 − ν

)
1

3(1−ζ1−ν)

×

[

sinh(
3

2

√

(1− ζ1 − ν)(ΩΛ0 − ν) H0 t)

]
2

3(1−ζ1−ν)

(25)

It can be observed that the scale factor evolves as
power-law expansion, i.e., a ∝ t2/3(1−ζ1−ν) for small
values of t whereas it expands exponentially, i.e., a ∝

exp
√

(ΩΛ0−ν)
3(1−ζ1−ν)H0t for large values of time t. In other

words, the model expands with decelerated rate in early
time of its evolution and expands with accelerated rate
in late time of its evolution.
From Eq. (25), we can find the cosmic time in terms

of the scale factor, which is given by

t(a) =
2

3H0

√

(1− ζ1 − ν)(ΩΛ0 − ν)
sinh−1





(

a

aI

)

3(1−ζ1−ν)
2





(26)

where aI =
(

(1−ζ1−ΩΛ0)
(ΩΛ0−ν)

)1/3(1−ζ1−ν)

.

Using (24), the value of q in terms of redshift is calcu-
lated as

q(z) = −1+
3

2

(1 − ζ1 − ΩΛ0)(1 + z)3(1−ζ1−ν)

[

(ΩΛ0−ν)
(1−ζ1−ν) +

(

1− (ΩΛ0−ν)
(1−ζ1−ν)

)

(1 + z)3(1−ζ1−ν)
]

(27)
The above equation shows that the dynamics of q de-
pends on the redshift which describes the transition of

the Universe from decelerated to accelerated phase. We
observe that as z → −1, q(z) approaches to −1. How-
ever, the model decelerates or accelerates if ΩΛ0 = ν,
which gives q = −1 + 1.5(1− ζ1 − ν). Thus, a cosmolog-
ical constant is required for a transition phase. Also, for
z = 0, we find the present value of q which is given by

q0 = −1 + 1.5(1− ζ1 − ΩΛ0). (28)

The transition redshift, ztr of the Universe, which is
defined as a zero point of the deceleration parameter,
q = 0, can be calculated as

ztr = −1+

(

2(ΩΛ0 − ν)

(3(1− ζ1 − ν)− 2)(1− ζ1 − ΩΛ0)

)
1

3(1−ζ1−ν)

.

(29)
In this case, the effective EoS parameter is defined by

weff = −1 − 1
3
d lnh2

dx , where x = ln a and h = H/H0.
Using Eq. (24), we get

weff (z) = −1+
(1− ζ1 − ΩΛ0)(1 + z)3(1−ζ1−ν)

[

(ΩΛ0−ν)
(1−ζ1−ν) +

(

1− (ΩΛ0−ν)
(1−ζ1−ν)

)

(1 + z)3(1−ζ1−ν)
]

(30)
The present value of weff at z = 0 is given by

weff (z = 0) = −1 + (1− ζ1 − ΩΛ0). (31)

We can observe that the model will accelerate provided
3weff (z = 0) + 1 = −2 + 3(1− ζ1 − ΩΛ0) < 0.
In Section IV, we will perform the observational anal-

ysis to estimate the parameters of the model and analyse
the evolution and dynamics of the model in detail.

C. Cosmology with ζ = ζ0 + ζ1H

In this subsection, we assume that the bulk viscous
coefficient is a linear combination of two terms: ζ0 and
ζ1H , i.e., ζ = ζ0 + ζ1H . In literature, many authors
[72, 78, 79] have assumed such a form of ζ to study the
dynamics of Universe. Using (12), Eq. (9) takes the form

Ḣ +
3

2
(1− ζ1 − ν)H2 −

3

2
ζ0H =

1

2
c0. (32)

Assuming (ζ1 + ν) < 1, we integrate (32) to obtain the
solution for Hubble parameter which is given by

H =
ζ0

2(1− ζ1 − ν)
+ σ1

(

1 + e−3(1−ζ1−ν)σ1t

1− e−3(1−ζ1−ν)σ1t

)

, (33)

where

σ1 =

√

(

ζ0
2(1−ζ1−ν)

)2

+
H2

0 (ΩΛ0−ν)
(1−ζ1−ν) .

On simplification, the above equation can be written as

H =
ζ0

2(1− ζ1 − ν)
+σ1 coth

(

3

2
(1 − ζ1 − ν)σ1t

)

. (34)



6

The corresponding expression for the scale factor in nor-
malized unit has the form

a = e
ζ0

2(1−ζ1−ν)
t

[

sinh

(

3

2
(1− ζ1 − ν)σ1t

)]
2

3(1−ζ1−ν)

.

(35)
The respective deceleration parameter and effective EoS
parameter are calculated as

q = −1 +
3(1− ζ1 − ν)σ2

1 csc
2 h(32 (1− ζ1 − ν)σ1t)

2
(

ζ0
2(1−ζ1−ν) + σ1 coth(

3
2 (1 − ζ1 − ν)σ1t)

)2

(36)
and

weff = −1 +
(1− ζ1 − ν)σ2

1 csc
2 h(32 (1 − ζ1 − ν)σ1t)

(

ζ0
2(1−ζ1−ν) + σ1 coth(

3
2 (1− ζ1 − ν)σ1t)

)2

(37)

D. Cosmology with ζ = ζ0 + ζ1H + ζ2(ä/aH)

Lastly, we assume a more general form of bulk vis-
cous coefficient which is a combination of three terms:
ζ0, ζ1H and ζ2ä/aH . This generalized form of ζ is well
motivated as discussed earlier and has been studied by
many authors [66, 71, 72, 81, 99, 100]. This form of ζ
can be rewritten as

ζ = ζ0 + ζ1H + ζ2(
Ḣ

H
+H). (38)

Using Eqs.(38) and (12), Eq.(9) reduces to

(1−
3

2
ζ2)Ḣ+

3

2
(1−ζ1−ζ2−ν)H2−

3

2
ζ0H−

1

2
c0 = 0, (39)

which on integration, it gives

H =
ζ0

2(1− ζ1 − ζ2 − ν)
+σ2 coth

(

3

2

(1− ζ1 − ζ2 − ν)σ2

(1 − 3
2ζ2)

t

)

,

(40)
where

σ2 =

√

(

ζ0
2(1−ζ1−ζ2−ν)

)2

+
(1− 3

2 ζ1)H
2
0 (ΩΛ0−ν)

(1−ζ1−ζ2−ν) . The so-

lution for the scale factor can be obtained as

a = e
ζ0

2(1−ζ1−ζ2−ν)
t

[

sinh

(

3

2

(1 − ζ1 − ζ2 − ν)σ2

(1− 3
2ζ2)

t

)]

2(1− 3
2
ζ2)

3(1−ζ1−ζ2−ν)

(41)
The deceleration parameter and effective EoS parameter
are calculated as

q = −1+
3

2

(1−ζ1−ζ2−ν)

(1− 3
2 ζ2)

σ2
2 csc

2 h(32
(1−ζ1−ζ2−ν)

(1− 3
2 ζ2)

σ2t)
(

ζ0
2(1−ζ1−ζ2−ν) + σ2 coth(

3
2
(1−ζ1−ζ2−ν)

(1− 3
2 ζ2)

σ2t)
)2 ,

(42)

and

weff = −1+

(1−ζ1−ζ2−ν)

(1− 3
2 ζ2)

σ2
2 csc

2 h(32
(1−ζ1−ζ2−ν)

(1− 3
2 ζ2)

σ2t)
(

ζ0
2(1−ζ1−ζ2−ν) + σ2 coth(

3
2
(1−ζ1−ζ2−ν)

(1− 3
2 ζ2)

σ2t)
)2 .

(43)

IV. GROWTH OF PERTURBATIONS

In cosmic structure formation it is assumed that the
present abundant structure of the Universe is developed
through gravitational amplification of small density per-
turbations generated in its early evolution. In this sec-
tion, we briefly discuss the linear perturbation within the
framework of viscous fluid with varying Λ(t). We refer
the reader to Refs. [106, 107] for the detailed perturba-
tion equations since here we have discussed some basic
equations only. The differential equation for the matter
density contrast δm ≡ δρm/ρm for our model considered
here can be approximated as follows [108]:

δ′′m +

(

3

a
+

H ′(a)

H(a)

)

δ′m −
4πGρm
H2(a)

δm
a2

= 0 (44)

where prime represents derivative with respect to the
scale factor a. The above second-order differential equa-
tion turns out to be accurate since the main effects come
from the different expression of the Hubble function. We
consider the Hubble function as obtained in Part B of
Sect. III. Equation (44) describes the smoothness of the
matter perturbation in extended viscous Λ(t) model.
The linear growth rate of the density contrast, f , which

is related to the peculiar velocity in the linear theory [109]
is defined as

f(a) =
d lnDm(a)

d ln a
, (45)

where Dm(a) = δm(a)/δm(a = 1) is the linear growth
function. The weighted linear growth rate, denoted by
fσ8, is the product of the growth rate f(z), defined in
(45), and σ8(z). Here, σ8 is the root-mean-square fluctu-
ation in spheres with radius 8h−1 Mpc scales [110, 111],
and it is given by [112]

σ8(z) =
δm(z)

δm(z = 0)
σ8(z = 0). (46)

Using (45) and (46), the weighted linear growth rate is
given by

fσ8(z) = −(1 + z)
σ8(z = 0)

δm(z = 0)

dδm
dz

. (47)

V. DATA AND METHODOLOGY

In this section, we present the data and methodology
used in this work. We constrain the parameters of the
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GR− ΛCDM and ζ = ζ1H with varying Λ models using
a large, robust and latest set of observational data which
involve observations from: (i) distant type Ia supernovae
(SNe Ia); (ii) a compilation of cosmic chronometer mea-
surements of Hubble parameter H(z) at different red-
shifts; (iii) baryonic acoustic oscillations (BAO); and (iv)
f(z)σ8(z) data. A brief description of each of datasets
are as follows:

A. Pantheon SNe Ia sample

The most known and frequently used cosmological
probe are distant type Ia supernovae (SNe Ia) which are
used to understand the actual evolution of the Universe.
A supernova explosion is an extremely luminous event,
with its brightness being comparable with the bright-
ness of its host galaxy [113]. We use the recent SNe
Ia data points, the so-called Pantheon sample which in-
cludes 1048 data points of luminosity distance in the red-
shift range 0.01 < z < 2.26. Specifically, one could use
the observed distance modulo, µobs , to constrain cosmo-
logical models. The Chi-squared function for SNe Ia is
given by

χ2
SNe Ia =

1048
∑

i=1

∆µTC−1∆µ, (48)

where ∆µ = µobs − µth. Here, µobs is the observational
distance modulus of SNe Ia and is given as µobs = mB −
M, where mB is the observed peak magnitude in the
rest frame of the B band, M is the absolute B-band
magnitude of a fiducial SNe Ia, which is taken as −19.38.
The theoretical distance modulus µth is defined by

µth(z,p) = 5 log10

(

DL(zhel, zcmb)

1Mpc

)

+ 25, (49)

where p is the parameter space and DL is the luminos-
ity distance, which is given as DL(zhel, zcmb) = (1 +
zhel)r(zcmb). Here, r(zcmb) is given by

r(z) = cH−1
0

∫ z

0

dz′

E(z′,p)
, (50)

where c is the speed of light, E(z) ≡ H(z)/H0 is the
dimensionless Hubble parameter, zhel and zcmb are he-
liocentric and CMB frame redshifts, respectively. Here,
C is the total covariance matrix which takes the form
C = Dstat + Csys, where the diagonal matrix Dstat and
covariant matrix Csys denote the statistical uncertainties
and the systematic uncertainties.

B. BAO measurements

In this work, we have used six points of BAO data-
sets from several surveys, which includes the Six Degree

Field Galaxy Survey (6dFGS),the Sloan Digital Sky Sur-
vey (SDSS), and the LOWZ samples of the Baryon Os-
cillation Spectroscopic Survey(BOSS)[114–116].
The dilation scale Dv(z) introduced in [117] is given

by

Dv(z) =

(

d2A(z)z

H(z)

)1/3

(51)

Here, dA(z) is the comoving angular diameter distance
and is defined as

dA(z) =

∫ z

0

dy

H(y)′
, (52)

Now, the corresponding Chi-squared function for the
BAO analysis is given by

χ2
BAO = ATC−1

BAOA, (53)

where A depend on the considered survey and C−1
BAO is

the inverse of the covariance matrix [116].

C. H(z) data

The cosmic chronometer (CC) data, which is deter-
mined by using the most massive and passively evolving
galaxies based on the ‘galaxy differential age’ method,
are model independent (see, Ref.[118] for detail). In our
analysis, we use 32 CC data points of the Hubble parame-
ter measured by differential age technique [118] between
the redshift range 0.07 ≤ z ≤ 1.965. The Chi-squared
function for H(z) is given by

χ2
H(z) =

32
∑

i=1

[H(zi,p)−Hobs(zi)]
2

σ2
H(zi)

(54)

where H(zi,p) represents the theoretical values of Hub-
ble parameter with model parameters, Hobs(zi) is the ob-
served values of Hubble parameter and σi represents the
standard deviation measurement uncertainty in Hobs(zi).

D. f(z)σ8(z) data

In Section IV, we have mainly discussed the back-
ground evolution of the growth perturbations and de-
fined the weighted linear growth rate by Eq. (47). To
make more complete discussion on viscous Λ(t) model in
perturbation evolution, we focus on an observable quan-
tity of f(z)σ8(z). We use 18 data points of “Gold -17”
compilation of robust and independent measurements of
weighted linear growth f(z)σ8(z) obtained by various
galaxy surveys as complied in Table III of Ref. [119].
In order to compare the observational data set with that
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TABLE I. Constraints on parameters of ΛCDM for differ-
ent set of observation data. Here “BASE” denotes “SNe
Ia+BAO”

ΛCDM
Parameter BASE +CC +fσ8

H0 68.987+0.263
−0.276 69.001+0.238

−0.223 68.793+0.193
−0.221

ΩΛ 0.701+0.013
−0.020 0.699+0.016

−0.015 0.684+0.015
−0.014

σ8 − − 0.794+0.014
−0.015

S8 − − 0.811+0.022
−0.022

ztr 0.670+0.038
−0.038 0.674+0.035

−0.035 0.625+0.041
−0.041

q0 −0.549+0.020
−0.023 −0.551+0.020

−0.020 −0.523+0.025
−0.025

w0 −0.699+0.013
−0.015 −0.701+0.013

−0.013 −0.682+0.017
−0.017

t0(Gyr) 13.73+0.017
−0.017 13.69+0.015

−0.015 13.54+0.013
−0.013

of the predicted by our model, we define the Chi-square
function as

χ2
(fσ8)

=

18
∑

i=1

[fσthe
8 (zi,p)− fσobs

8 (zi)]
2

σ2
fσ8(zi)

, (55)

where fσthe
8 (zi,p) is the theoretical value computed by

Eq.(47) and fσobs
8 (zi) is the observed data [119].

Using the observational data as discussed above, we
use the Markov Chain Monte Carlo (MCMC) method by
employing EMCEE python package [120] to explore the
parameter spaces of viscous model with decaying vacuum
density as discussed in part B of Sect.III by utilizing
different combinations of data sets. The combinations
are as follows:

• BASE: The combination of two datasets SNe Ia+
BAO is termed as “BASE”, whose the joint χ2

function is defined as χ2
tot = χ2

SNe Ia + χ2
BAO.

• +CC: We combine CC data to the BASE, where
χ2
tot = χ2

SNe Ia + χ2
BAO + χ2

H(z)

• +fσ8(z): The BASE data is complemented with
CC and fσ8, where χ2

tot = χ2
SNe Ia + χ2

BAO +
χ2
H(z) + χ2

fσ8
.

We consider the ΛCDM model as a reference model and
its parameters are also constrained with the above sets
of data.

VI. RESULTS AND DISCUSSION

In this section, we present the main results obtained
through the observational data on the viscous Λ(t) model
of the form ζ = ζ1H with Λ = c0 +3νH2 (Refers to part
B of Sect.III). We also present the cosmological obser-
vation for ΛCDM model using the three combination of
datasets. The viscous Λ(t) model has 4 free parameter
spaces {H0,ΩΛ, ζ1, ν}, where as ΛCDM has 2 free pa-
rameters {H0,ΩΛ}. We calculate the best-fit values by
minimizing the combination of χ2 function for above de-
fined data sets. We also provide the fitting values of the

TABLE II. Constraints on parameters of viscous Λ(t) model
using different set of observation data.

Viscous Λ(t)
Parameter BASE +CC +fσ8

H0 68.843+0.274
−0.238 68.913+0.262

−0.261 68.684+0.259
−0.241

ΩΛ 0.680+0.018
−0.020 0.684+0.013

−0.020 0.674+0.012
−0.016

ζ1 0.006+0.007
−0.004 0.006+0.008

−0.004 0.003+0.005
−0.002

ν 0.004+0.003
−0.003 0.003+0.004

−0.002 0.003+0.004
−0.002

σ8 − − 0.790+0.008
−0.010

S8 − − 0.822+0.019
−0.019

ztr 0.664+0.031
−0.042 0.665+0.031

−0.037 0.626+0.028
−0.038

q0 −0.533+0.025
−0.020 −0.535+0.023

−0.020 −0.516+0.022
−0.017

w0 −0.689+0.017
−0.013 −0.690+0.015

−0.013 −0.677+0.014
−0.011

t0(Gyr) 13.52+0.019
−0.019 13.48+0.017

−0.017 13.47+0.013
−0.015

ΛCDM for comparison with the viscous Λ(t) model. The
constraints of the statistical study are presented in Tables
I and II. Figures 1-3 show the 1σ(68.3%) and 2σ(95.4%)
confidence level (CL) contours with marginalized like-
lihood distributions for the cosmological parameters of
ΛCDM and viscous Λ(t) models considering combination
of different datasets, respectively. It is observed from Ta-
bles I and II that the constraints on the parameter spaces
of ΛCDM and viscous with Λ(t) are nearly the same.

Using best-fit values of parameters obtained from
BASE, +CC and +fσ8 data into Eq.(27), the evolutions
of the deceleration parameter with respect to the red-
shift are shown in Figs.4-6 for viscous Λ(t) model along
with the ΛCDM model. It is observed that with each
data set q(z) varies from positive to negative and show
the similar trajectory that is comparable to the ΛCDM
model. Thus, both the model depict a transition from
the early decelerated phase to the late-time accelerated
phase. Further, q(z) approaches to−1 in late-time of evo-
lution. Thus, the models successfully generate late-time
cosmic acceleration along with a decelerated expansion in
the past. Figures 4-6 also show that the transition from
decelerated to accelerated phase take place at redshift
ztr = 0.664+0.031

−0.042 with BASE data, ztr = 0.665+0.031
−0.037

with +CC data and ztr = 0.626+0.028
−0.037 with +fσ8 data.

The datasets BASE, +CC and +fσ8 yield the present
deceleration parameter q0 as −0.533+0.025

−0.020, −0.535+0.023
−0.020

and −0.516+0.022
−0.017 respectively (cf. Table II). The present

values of ztr and q0 are very close and thus are in good
agreement to ΛCDM as presented in Table I.
The evolutions of the Hubble parameter H(z) of vis-

cous Λ(t) model with respect to the redshift are shown
in Figs. 7-9. Throughout the expansion, viscous Λ(t) is
coinciding with the ΛCDM model and the model paths
cover majority of the dataset with the error bar of Hub-
ble parameter, indicating that the viscous Λ(t) agrees
well with the ΛCDM model for all the three combina-
tion of datasets. In the considered cosmological sce-
nario, the present age of the Universe are found to be
t0 ≈ 13.52 Gyr , t0 ≈ 13.48 Gyr and t0 ≈ 13.47 Gyr
respectively as presented in Table II. The ages thus ob-
tained are very much compatible with that obtained from
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FIG. 1. Two-dimensional confidence contours of the H0 − ΩΛ and one dimensional posterior distributions of H0, ΩΛ for the
ΛCDM and viscous Λ(t) models using “BASE” data. The green and black dot on the contour represents the best fit value of
ΛCDM and viscous Λ(t) models respectively.

FIG. 2. Two-dimensional confidence contours of the H0 − ΩΛ and one dimensional posterior distributions of H0, ΩΛ for the
ΛCDM and viscous Λ(t) models using “ + CC” data. The green and black dot on the contour represents the best fit value of
ΛCDM and viscous Λ(t) models respectively.

FIG. 3. Two-dimensional confidence contours of H0 −ΩΛ, ΩΛ −S8 and H0 −S8 and one-dimensional posterior distributions of
H0, ΩΛ and S8 for the ΛCDM and viscous Λ(t) models using “+ fσ8” data. The green and black dot on the contour represents
the best fit value of ΛCDM and viscous Λ(t) models respectively.
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FIG. 4. The redshift evolution of the deceler-
ation parameter for viscous Λ(t) using “BASE”
dataset. The evolution of deceleration parameter
in the standard ΛCDM model is also shown as the
dashed curve. A dot denotes the current value of q
(hence q0).
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FIG. 5. The redshift evolution of the decelera-
tion parameter for viscous Λ(t) using “ + CC”
dataset. The evolution of deceleration parameter
in the standard ΛCDM model is also shown as the
dashed curve. A dot denotes the current value of q
(hence q0).
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FIG. 6. The redshift evolution of the decelera-
tion parameter for viscous Λ(t) using “ + fσ8”
dataset. The evolution of deceleration parameter
in the standard ΛCDM model is also shown as the
dashed curve. A dot denotes the current value of q
(hence q0).

FIG. 7. Best fits using “BASE” data set over H(z) data for
viscous Λ(t) (green dot-dashed line) and ΛCDM (black solid
line) are shown. The grey points with uncertainty bars corre-
spond to the 32 CC sample.

the ΛCDM model with the same datasets (cf.Table I).
Using the best-fit values of parameters in Eq. (30), the

evolutions of the effective EoS parameter weff are shown
in Figs.10-12. We conclude that for large redshifts, weff

has small negative value weff > −1/3 and in future the
model asymptotically approaches to weff = −1. The
trajectory of weff for BASE and +CC datasets coin-
cides with the evolution of ΛCDM model. However, it

slightly varies with the best-fit values obtained through
+fσ8(z) data points. It can be observed that the viscous
Λ(t) model behaves like a quintessence in early time and
cosmological constant in late-time. The present values
of weff are found to be −0.689+0.017

−0.013, −0.690+0.015
−0.013 and

−0.677+0.014
−0.011 with BASE, +CC and +fσ8 datasets re-

spectively, which are very close to the current value of
ΛCDM model as presented in Table I.
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FIG. 8. Best fits using “+CC” data set over H(z) data for vis-
cous Λ(t) (blue dot-dashed line) and ΛCDM (black solid line)
are shown. The grey points with uncertainty bars correspond
to the 32 CC sample.

FIG. 9. Best fits using “ + fσ8” data set over H(z) data for
viscous Λ(t) (red dot-dashed line) and ΛCDM (black solid line)
are shown. The grey points with uncertainty bars correspond
to the 32 CC sample.

From Tables I and II, let us discuss the present value
H0 of Hubble parameter in case of viscous Λ(t) and
ΛCDM models. The viscous Λ(t) model gives H0 =
68.843+0.274

−0.238 km/s/Mpc with BASE data, the +CC data

gives H0 = 68.913+0.262
−0.261 km/s/Mpc and, finally, the

+fσ8 renders the present value: H0 = 68.684+0.259
−0.241

km/s/Mpc. Recently, the local measurement H0 =
73.04 ± 1.04 km/s/Mpc from Riess et al.[121] exhibits
a strong tension with the Planck 2018 release H0 =
67.4 ± 0.5 km/s/Mpc [7] at the 4.89σ confidence level.
The residual tensions of our fitting results with respect
to the latest local measurement H0 = 73.04 ± 1.04
km/s/Mpc [121] are 3.92σ, 3.85σ and 4.07σ respectively.
Let us focus on σ8 and S8 which play very relevant

role in structure formation. The best-fit values of these
parameters for ΛCDM and viscous Λ(t) models using
BASE + CC + fσ8 data are reported in Tables I and
II, respectively. We can read off σ8 = 0.794+0.014

−0.015 for
ΛCDM model (cf.Table I), whereas the viscous Λ(t)
model prediction is σ8 = 0.790+0.008

−0.010 (cf. Table II).
This is a very good result, which can be rephrased in
terms of the fitting value of the related LSS observable
S8 = σ8

√

(1− ΩΛ)/0.3 quoted in the Tables I and II:
S8 = 0.811 ± 0.022 for ΛCDM and S8 = 0.822 ± 0.019
for viscous Λ(t) model. The values of σ8 and S8 for vis-
cous Λ(t) model is compatible for 1σ confidence level with
ΛCDM. Our result predicts that the tensions in σ8 and
S8 are reduced to 0.23σ and −0.38σ, respectively. The
behavior of f(z)σ8(z) as a function of redshift is plotted
in Fig.14. We can see that the evolution of fσ8 for both
viscous Λ(t) and ΛCDM models are consistent with the
observational data points.
Table III presents the χ2 and reduced χ2 of ΛCDM and

viscous Λ(t) models, respectively for the used datasets.
To compute reduced χ2, denoted as χ2

red, we use χ2
red

= χ2
min/(N − d), where N is the total number of data

points and d is the total number of fitted parameters,
which differs for the various models. It should be noted
that when a model is fitted to data, a value of χ2

red < 1
is regarded as the best fit, whereas a value of χ2

red > 1
is regarded as a poor fit. In our observations, we have
used N = 1054 data points for BASE (SNIa and BAO),
N = 1086 data points for BASE+CC and N = 1104 data
points for BASE+CC+fσ8. The number of free param-
eters of viscous Λ(t) is d = 4 where as for ΛCDM it is
d = 2. Using these information, the χ2

red for both the
models are given in Table III. It can be observed that
the value of χ2

red is less than unity with every data sets
for both the models which show that the both models
are in a very good fit with these observational data sets
and the observed data are consistent with the considered
models.
Using the three combination of data sets, we are also

interested in investigating the cosmographical aspects of
the models, such as jerk parameter, which is defined as

j =

...
a(t)

aH3
= q(2q + 1) + (1 + z)

dq

dz
. (56)

The jerk parameter which is a dimensionless third
derivative of the scale factor, can provide us the sim-
plest approach to search for departures from the ΛCDM
model. It is noted that for ΛCDM model, j = 1(const.)
always. Thus, any deviation from j = 1 would favor a
non-ΛCDM model. In contrast to deceleration parame-
ter which has negative values indicating accelerating Uni-
verse, the positive values of the jerk parameter show an
accelerating rate of expansion. In Fig. 13, the evolutions
of jerk parameter are shown for ΛCDM and viscous Λ(t)
models using the best-fit values of parameters obtained
from three combination of datasets. It is obvious from
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the figure that this parameter remains positive and less
than unity in past, and eventually tends to unity in late-
time. Thus, the jerk parameter deviates in early time
but it attains the same value as ΛCDM in late-time.

VII. SELECTION CRITERION

There are two widely used selection criterion, namely,
Akaike information criteria (AIC) and Bayesian informa-
tion criteria (BIC) to measure the goodness of the fitted
models compared to a base model. AIC is an essentially
selection criteria based on the information theory where
as the BIC is based on the bayesian evidence valid for
large sample size. In cosmology, AIC and BIC are used
to discriminate cosmological models based on the penal-
ization associated with the number of free parameters of
the considered models. The AIC parameter is defined
through the relation [122]

AIC = χ2
min +

2dN

N − d− 1
, (57)

where d is the free parameters in a model, N the obser-
vational data points and χ2

min is the minimum value of
the χ2 function. AIC penalizes according to the num-
ber of free parameters of that model. To discriminate
the proposed model m1 with the reference model m2, we
calculate ∆AICm1m2 = AICm1 − AICm2 , which can be
explained as “evidence in favor” of model m1 as com-
pared to model m2. In this paper, we consider ΛCDM
model as a reference model (m2).
The value 0 ≤ ∆AICm1m2 < 2 refers to “strong evi-

dence in favor” of the model m1, for 2 ≤ ∆AICm1m2 ≤ 4,
there is “average strong evidence in favor” of the model
m1, for 4 < ∆AICm1m2 ≤ 7, there is “little evidence in
favor” of the model m1, and for ∆AICm1m2 > 8 there is
“no evidence in favor” of the model m1.
On the other hand, the Bayesian information criteria

(BIC) can be defined as [123]

BIC = χ2
min + d lnN. (58)

Similar to ∆AIC, ∆BICm1m2 = BICm1 − BICm2

gives as “evidence against” the model m1 with reference
to model m2. For 0 ≤ ∆BICm1m2 < 2 gives “not enough
evidence” of the model m1, for 2 ≤ ∆BICm1m2 < 6,
we have “evidence against” the model m1, and for 6 ≤
∆BICm1m2 < 10, there is “strong evidence against” the
model m1. Finally, if ∆BIC > 10 then there is strong
evidence against the model and it is probably not the
best model.
The values of ∆AIC and ∆BIC with respect to ΛCDM

as the referring model are shown in Table III. Ac-
cording to our results, ∆AIC(∆BIC) = 1.026(10.977)
with respect to the BASE dataset, ∆AIC(∆BIC) =
0.959(10.913) with +CC dataset, and for +fσ8 dataset,
we have ∆AIC(∆BIC) = −7.492(2.416). Thus, under
AIC there is “strong evidence in favor” of the viscous

Λ(t) model where as under BIC, there is “strong evi-
dence against” the viscous Λ(t) model with BASE and
+CC dataset and “positive evidence against” the model
with +fσ8 dataset.

VIII. CONCLUSION

In this work, we have studied the analytical and ob-
servational consequences of cosmology inspired by dissi-
pative phenomena in fluids according to Eckart theory
with varying VED scenarios for spatially flat homoge-
neous and isotropic FLRW geometry. We have assumed
the interaction of two components: viscous dark mat-
ter and vacuum energy density satisfying the conserva-
tion equation (8). To solve the field equations (9), we
have considered various functional forms of bulk viscous
coefficient, in particular (1) ζ = ζ0; (2) ζ = ζ1H ; (3)
ζ = ζ0+ζ1H ; and ζ = ζ0+ζ1H+ζ2(ä/aH). These viscous
models have different theoretical motivations, but not all
of them are able to constraint observationally. We have
constrained only the viscous model ζ = ζ1H with varying
VED. The motivation of the present work is to study the
dynamics and evolutions of a wide class of viscous mod-
els with time varying vacuum energy density in the light
of the most recent observational data. Current observa-
tions do not rule out the possibility of varying DE. It has
been observed that the dynamical Λ could be useful to
solve the coincidence problem. Although the functional
form of Λ(t) is still unknown, a quantum field theory
(QFT) approach has been proposed within the context
of the renormalization group (RG). Thus, we have used
the varying VED of the functional form Λ = c0 + 3νH2

in all of viscous models presented in this paper. The mo-
tivation for this functional form stems from the general
covariance of the effective action in QFT in curved ge-
ometry. It has been shown that the Λ(t) provides either
a particle production processes or increasing the mass of
the viscous dark matter particles. In what follows, we
summarize the main results of the four different viscous
Λ(t) models.
In case of the viscous Λ(t) models with ζ = ζ0,

ζ = ζ0 + ζ1H and ζ = ζ0 + ζ1H + ζ2(ä/aH), we have
found the analytical solution of the cosmological param-
eters, like H(t), a(t), q(t) and weff (t). It has been ob-
served that these viscous Λ(t) models expand exponen-
tially with cosmic time t. The models show the transition
from decelerated phase to accelerated phase in late time.
It is important to note that it is H(z) that is actually
the observable quantity in cosmology which can be ex-
amined with current observations. However, assuming
suitable choice of model parameters, the evolutions and
dynamics of these models can be interpreted.
In case of viscous Λ(t) model with ζ = ζ1H , we have

obtained the various cosmological parameters. We have
performed a joint likelihood analysis in order to put the
constrain on the main parameters by using the three dif-
ferent combinations of observational data: BASE, +CC
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FIG. 10. Effective EoS parameter as a function of
redshift z for viscous Λ(t) using “BASE” dataset.
The evolution of EoS parameter in the standard
ΛCDM model is also represented as the dashed
curve. A dot denotes the present value of the EoS
parameter.
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FIG. 11. Effective EoS parameter as a function of
redshift z for viscous Λ(t) using “ + CC” dataset.
The evolution of EoS parameter in the standard
ΛCDM model is also represented as the dashed
curve. A dot denotes the present value of the EoS
parameter.
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FIG. 12. Effective EoS parameter as a function of
redshift z for viscous Λ(t) using “ + fσ8” dataset.
The evolution of EoS parameter in the standard
ΛCDM model is also represented as the dashed
curve. A dot denotes the present value of the EoS
parameter.
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FIG. 13. Jerk parameter j(z) with redshift z using
best-fit values of parameters for viscous Λ(t) model.
The horizontal line represents the ΛCDM model.

and +fσ8. To discriminate our model with the concor-
dance ΛCDM model, we have also performed the statis-
tical analysis for ΛCDM by using the same observational
datasets. Our finding shows that this viscous Λ(t) model
can accommodate a late time accelerated expansion. It
has been observed that we can improve significantly the
performance of the model by using BASE + CC + fσ8.
From observational consistency points of view, we have

examined the evolution of the viscous Λ(t) model on
Hubble parameter, deceleration parameter and equation
of state parameter by using the best-fit values of pa-
rameters. It has been observed that the model de-
picts transition from an early decelerated phase to late-
time accelerated phase and the transition takes place at
ztr = 0.664+0.031

−0.042 with BASE data, ztr = 0.665+0.031
−0.037
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TABLE III. Values of Chi-squared, reduced Chi-squared, AIC and BIC of ΛCDM and viscous Λ(t) models. The ΛCDM model
is considered as reference model to calculate the ∆AIC and ∆BIC.

Values BASE +CC +fσ8

ΛCDM viscous Λ(t) ΛCDM viscous Λ(t) ΛCDM viscous Λ(t)
χ2 518.017 515.074 525.457 522.390 842.630 831.112
d 2 4 2 4 2 4
N 1054 1054 1086 1086 1104 1104
χ2
red 0.492 0.498 0.484 0.481 0.764 0.755

AIC 522.028 523.055 529.468 530.427 846.641 839.112
BIC 531.938 542.915 539.438 550.351 856.643 859.139
∆AIC − 1.026 − 0.959 − −7.492
∆BIC − 10.977 − 10.913 − 2.496

FIG. 14. Theoretical curves for the f(z)σ8(z) corresponding
to ΛCDM and viscous Λ(t) model along with some of the data
points employed in our analysis. To generate this plot we have
used the best-fit values of the cosmological parameters listed
in Tables I and II for “ + fσ8” data.

with +CC data and ztr = 0.626+0.028
−0.037 with +fσ8 data.

The present viscous Λ(t) model has q0 = −0.533+0.025
−0.020,

q0 = −0.535+0.023
−0.020 and q0 = −0.516+0.022

−0.017 respectively.
Thus, both ztr and q0 values are in good agreement with
that of ΛCDM model. The ages of the Universe obtained
for this model with each dataset are very much compat-
ible with the ΛCDM model. The proposed model has
small negative value of EoS parameter for large redshifts
and asymptotically approaches to cosmological constant
for small redshifts. Thus, the viscous Λ(t) model be-
haves like quintessence in early time and cosmological
constant in late-time. The residual tensions of our fit-
ting results with respect to the latest local measurement
H0 = 73.04± 1.04 km/s/Mpc [121] are 3.92σ, 3.85σ and
4.07σ, respectively. In Ref. [124], the authors found
H0 = 69.13±2.34 km/s/Mpc assuming the ΛCDM. Such
result almost coincides with H0 that we obtained in Ta-
bles I and II for ΛCDM and viscous Λ(t) models. We have

explored the σ8 and S8 parameters using the combined
datasets of BASE+CC+fσ8. The constraints on σ8 and
S8 from this combined analysis are σ8 = 0.790+0.008

−0.010 and

S8 = 0.822+0.019
−0.019, respectively which are very close to the

values of ΛCDM. The tension of our fitting results in σ8

and S8 for viscous Λ(t) model with respect to respective
σ8 and S8 of ΛCDM are 0.23σ and −0.38σ, respectively.
The evolution of fσ8 as displayed in Fig.14 shows that
the behaviour of fσ8 is consistent with the observational
data points. It has been noticed that the best-fit results
are consistent in the vicinity of Planck data [7].
It has been observed that the value of χ2

red is less than
unity with every data sets which show that the model is in
a very good fit with these observational data sets and the
observed data are consistent with the considered model.
The jerk parameter remains positive and less than unity
in past, and eventually tends to unity in late-time. Thus,
the jerk parameter deviates in early time but it attains
the same value as ΛCDM in late-time.
To discriminate the viscous Λ(t) with the ΛCDM, we

have examined the selection criterion, namely, AIC and
BIC. According to the selection criteria ∆AIC, we have
found that the viscous Λ(t) model is “positively favored”
over the ΛCDM model for BASE, +CC and +fσ8

datasets. Similarly, with respect to ∆BIC our model has
a “very strong evidence against” the model for BASE
and +CC datasets whereas when we add +fσ8 dataset,
there is “no significant evidence against” the model. As
a concluding remark we must point out that the viscous
models with decaying VED may be preferred as potential
models to examine the dark energy models beyond the
concordance cosmological constant. The viscous effects
with decaying VED can drive an accelerated expansion
of the Universe. Thus, a viable cosmology can be con-
structed with viscous fluids and decaying VED. With new
and more accurate observations, and with more detailed
analyses, it would be possible to conclusively answer the
compatibility of viscous model with dynamical vacuum
energy.
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Abstract. Devanagari is an ancient script that is used to write Hindi, Nepali, Marathi, Maithili, Awadhi, 
Newari, and Bhojpuri, among other Indo-Aryan languages. Thousands of individuals in India use this script to 
write documents in Marathi and Hindi. Indian mythology is based on this script. Because of the script’s 
prominence, handwritten Devanagari character identification has grown in popularity over time.Handwritten 
recognition of languages such as English has received a lot of attention, but Indian languages written in the 
Devanagari script are also a rich source of information.Most of the work on this problem statement has been 
done either using deep neural networks like CNN at its heart coupled with other machine learning techniques 
like SVM,Random Forest etc.In this paper we are utilising a recently introduced transformer model for 
computer vision known as Vision Transformer for the task of Devanagari Character Recognition.We have also 
compared our model with various pretrained CNN-based architectures like ResNet50,VGG16 and InceptionV3 
and ViT has outperformed these models both on DHCD dataset and the modified slightly more complex 
version of it with accuracy scores of 99.68% on the original testing dataset of the DHCD dataset and accuracy 
score of 96.55% on the modified(blurred) slightly more complex version of the original testing dataset. The 
ViT model thus generalized better than standard CNN-based models on the problem of Devanagari Character 
recognition. 

Keywords: ViT (Vision Transformer), CNN, ResNet50, VGG16, InceptionV3. 

INTRODUCTION 
Humans have long been curious about whether computers can be programmed to understand and observe things in 
the same way that humans do with the help of their sense organs. This gave rise to advancement of technology in 
traditional machine learning techniques as well as development of Deep Learning techniques. Also with the 
advancement of hardware and introduction of GPUs led to more processing power which in turn resulted in 
reduction of training times of these models. Character recognition is an important task , if it can be done with the 
help of a computer, it can ease human efforts , in reading large texts , written not only in English but also in their 
native languages(Devanagari). Character Recognition is a challenging task , it means that computer has to identify 
the character through its image , which is not at all fixed , and can vary depending on the person who wrote that 
character, because every person has a different handwriting, When the researchers were thinking to perform this 
mammoth task , they were amazed that how human beings are able to do it so easily. People, on the other hand, have 
a built-in neural net, so whatever image they perceive passes through numerous layers, and this seemingly tough 
process is completed with ease. A Devanagari character recognition system is a very important tool for recognizing 
the records which are kept digitally(for e.g. the Indian Government keeps the records written in Devanagari script in 
a digital format). Now suppose a historian wants to extract information from this huge record, but it won’t be 
feasible as that search tool can’t work on images, so in order to do that we will need character recognition for our 
images. 

Most of the work done on character recognition for images have used Convolutional Neural Networks as the go to 
choice [1]. These CNN-based models have been state of the art for a majority of these computer vision based 
problems. 

Recently, though, [2] introduced the model called Vision Transformers to the world. Transformers were well 
known for their use in the field of Natural Language Processing such as sentiment classification, machine translation 
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etc. [3] They were able to solve the bottleneck problem and with hardware like GPUs being more readily available, 
were computationally efficient than the standard sequence models like LSTMs, RNNs because of the parallel 
processing [3]. Further, they captured the long term dependencies in a better way because in general every token 
interacted with every other token when passed through the “Self Attention” layer [3]. In order to give a sense of 
position to every token, a positional embedding is also added before computing self attention.ViT or Vision 
Transformers [2] extends this to images by making patches of images and linearly transforming them to tokens and 
adding positional representation to each token. All these tokens are then feeded into the standard transformer 
encoder network and the 0th token is passed through the head for classification task. 

These large models like ViTs thrive on data. Training them on more and more data improves their performance by 
many folds.So,using these models directly on our downstream task of character recognition wouldn’t be as fruitful 
due to limited availability of labelled data. In the near past, to solve this problem, a different approach, of pretraining 
these models on large volumes of data on some task which has these large datasets available and is somewhat related 
to the downstream task for which we want the model and then fine-tuning these pretrained models on the 
downstream task [4], has achieved very good results and has somewhat addressed this problem of small datasets. 

In our work, we use a ViT model (provided by the Timm Library) [5], pretrained on big datasets like image net 
and then fine-tune it on the DHCD dataset. We then compare its performance with some standard CNN-based 
models like ResNet50, VGG16 and InceptionV3 (pre trained versions of these models available in PyTorch [6] were 
also fine tuned on the DHCD dataset [7]). The ViT achieved an accuracy score of 99.68% and outperformed all these 
models. Further we analysed the performance of these models on a modified, slightly more complex version of the 
DHCD test dataset and ViT again outperformed these CNN-based models with greater margins. 

The further paper is divided as follows: Section II reviews some of the notable works done in this field. Section III 
explains the methodology we have used for developing our models with details about the dataset used, how the 
images are preprocessed for each model and what are the hyperparameters chosen for each model. Results are 
presented and analysed in section IV. 

BACKGROUND AND RELATED WORK 
Since the foundation is necessary for conducting the research, the second section tries to give important details 

about the work already done on this topic. After developing a good background of the work already done, we can 
propose our solution to the problem. In many research studies, different ways of image processing have been 
proposed. Most of them used CNN for feature extraction but differed in their approaches for further classification. 

CNN was utilised by Sonika Narang, Munish Kumar, and M.K. Jindal [8] for both feature extraction and 
classification, proposing a method achieving 93% accuracy. They produced and worked on a dataset from the 15th to 
19th centuries containing 5484 images of 33 classes of Devanagari characters. The manuscript images were 
converted into binary data images, paragraphs split into characters, followed by standardisation of image sizes yet 
inconsistently sized characters. The dataset was then split into ratio of training to test set size as 3:1. In the suggested 
technique, 3 Convolution Layers, 3 Pooling Layers and a Fully Connected Layer were used in the method described. 
The 3 convolution layers contained 32, 64 and 128 filters respectively followed by which ReLu Activation function 
was applied, pooling technique used was Max-Pooling and the Fully Connected Layer used the Softmax Function for 
final classification. Besides achieving a good accuracy, the given methodology had some limitations like inability to 
classify similar looking characters like [pa] and [ya], [ha] and [da], [bha] and [ma] and many more, correctly at all 
times and misclassification of faded characters like [sha] and [ja], because of the antiquity of manuscripts. 

Mamta Bisht, Richa Gupta [9] focussed majorly upon feature extraction so 2 CNN-based models, Histogram of 
Oriented Gradients (HOG) were used for feature extraction and a Support Vector Machine (SVM) - based Classifier 
for final text classification of the offline handwritten characters (both normal and modified). The datasets used were 
that of the Hindi consonants and the matras dataset. The two CNN models followed single and double architecture 
respectively. Both of them had undergone a preprocessing step for images conversion to black and white, followed 
by the Convolution part containing 7 layers with 8,16,32,64,128,256,256 filters respectively, activation functions and 
7 down-sampling layers following each convolution layer. The single architecture model was trained on combination 
of consonants and matras dataset while other model was trained in two stages - firstly on consonants dataset then on 
the same combination as in the case of single architecture, after which descriptive features were extracted using 
HOG technique which were then sent to SVM classier. Besides calculating the accuracy in the six-fold cross-
validation method, the CNN model gave a better combined accuracy of 91% on the test set on random distribution of 
dataset for 11 experiments in each stage of double architecture. 

Saptarshi Kattyayan, T. Kar, P. Kanungo [10] performed text-classification on the Devanagari Character Set. In 
the proposed method, CNN-based architecture was used for feature extraction and for final text classification, 
comparisons between 5 different types of Machine Learning Classifiers and CNN were made. Firstly, the images in 
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the dataset are made to undergo binarization, followed by conversion to black and white image using thresholding 
technique. The dataset was then split into a training and a test set in the ratio of 17:3. The CNN model used consists 
of two Convolution layers, ReLU activation function and two max-pooling layers following each convolution layer. 
For final text classification, five Machine Learning Algorithms - Gaussian Naive-Bayes, Decision Tree, Random 
Forest, K-Nearest Neighbour, Extra Tree Classifiers; and CNN-based Classifier were used. Following the 
completion of the classification operation, CNN achieved the best accuracy of 98% for kernel sizes of 3*3 and 5*5 
in 1st and 2nd convolution layers respectively after conducting 4 experiments while among the Machine Learning 
Algorithms, KNN Classifier achieved the best accuracy of 72%. 

Piyush Gupta, Saurabh Deshmukh, Siddhant Pandey, Kedar Tonge, Vrushabh Urkundesainath Kide [11] had 
proposed a CNN-based text classification method involving repetitively performing two convolution and max-
pooling operations by changing kernel filters and checking for accuracy on different input images for effective 
feature extraction. The process of Convolution involved a filter matrix being slided over the image pixels matrix, and 
all the corresponding values in that matrix window were multiplied and added, and then assigning the resultant value 
to the centre of the matrix window. This was followed by max-pooling process and activation functions for training 
dataset optimization and loss reduction at each step followed by which the extracted features were sent to the 
Classification layer. The training of the CNN model was done on a dataset containing 10,000 images per consonant 
and 2000 images per vowel. The tech stack used to code the training step was Keras in TensorFlow. After the 
training step, a .h5 file was produced containing data about all the constraints and parameters used in the model. 
During testing, to record/analyze the input, tkinter and OpenCV applications were used. Tkinter helped in 
recognition of the input which was drawn on the screen on a python-based GUI created by it, whereas OpenCV helps 
in recognition of the input drawn in mid-air. Following the above procedure, the model was successful in pulling off 
an accuracy of 96.8% after 3 epochs. 

Nagender Aneja and Sandhya Aneja [12] proposed an approach involving the use of pre-trained models for 
character classification by transfer learning. The dataset used for strategy implementation was Devanagari Character 
Set of grayscale images with training and test set in the ratio 17:3. Performance of different feature extractors - 
AlexNet, Vgg, DenseNet and Inception ConvNet on Devanagari Character Set, were noted individually. By retaining 
the original structure of the pre-trained models, the training of the fully connected layer was performed. After the 
whole process, AlexNet was the fastest as a feature extractor, pulling off an accuracy of 98%. 

A.N. Holambe, R.C. Thool, and S. Jagade [13] came up with an approach involving feature extraction and 
recognition of visual images directly from dataset images with least amount of pre-processing. A self-created dataset 
of handwritten and online input characters of 42 classes of approximately 41k images being split into training and 
test sets of 33k images and 8k images respectively. Preprocessing part of the whole dataset involved processes like 
fragmentation of characters by removing the matra and shirorekha, normalisation on online input data followed by 
up-sampling and dilation. CNN with one input layer, two convolutional layers and two fully connected layers 
(hidden and output) was used to train the dataset and techniques like exponential delay and inverse scale annealing, 
helped in achieving a test set accuracy of 98.19% and 1.81% error rate on test set and 0.8% error rate on training set. 

S. Acharya, A.K. Pant, and P.K. Gyawali [14] proposed an approach in which traditional dataset (DHCD) was 
trained using Deep CNN, along with Dropout and dataset increment approach to face off the challenge of similarity 
of character pairs in the dataset differing only by dots or size of shirorekha and for enhancement of test set accuracy. 
The whole approach involves cropping, scanning and labelling character images written by hand. This is followed by 
pre-processing of dataset and train-test split in the ratio 17:3 with fixed pixel count of images and their 
corresponding characters. For training of dataset, two convolutional layers (5 * 5 kernels) followed by a subsampling 
layer each, were used whose features are then transferred to the fully connected layer for classification. To avoid 
overfitting of the large deep CNN, techniques like dataset increment, which involves creation of new images with re-
positioned characters for better training, and dropout method, which involves dropping units at random resulting in a 
lighter network, thus helping in faster training. The above proposed method, after applying accuracy optimization 
methods, was successful in achieving test accuracy of 98.47 

V.P. Agnihotri [15] proposed an approach that differed from other approaches in its feature extraction method. 
The initial stages of the deployed strategy included various steps like the acquisition of images, involving creation of 
scanned images to be considered as an input. This step was followed by the pre-processing step which involved 
images of dataset to undergo various operations like grayscale conversion, edge detection and dilation technique 
allowing it to be used in the segmentation procedure which involved breaking down of characters sequence into 
single characters and applying labelling on them in order to provide details about count of a particular character as 
well. This stage was followed by feature extraction stage using diagonal feature extraction which involved 
distribution of a 90*60 pixels image into 54 zones of 10*10 pixels each and a single averaged value was then 
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calculated from each of the zones along the zones’ diagonals leading to capturing of 54 features for each image in 
the dataset. All the features extracted in the previous step were converted to chromosome bit strings and the 
classification process took place using the chromosome fitness method. Besides achieving a precision of 85.78% 
match, the model faced setbacks during recognition because of the similar shape of some characters, different 
handwriting, different fonts and different positions of the same character. 

METHODOLOGY USED 
Our methodology consists of several steps. We first load the DHCD dataset [7]. The dataset is then split in the ratio 
85:15 for training and testing respectively. For better performance comparison of our ViT model and the CNN-based 
models, we took a copy of the testing dataset and blurred images in it using Gaussian blurr. This blurred copy of the 
original testing dataset will be referred to as the modified (blurred) testing dataset further in the paper. So ultimately 
we have two sets of images to compare the performance of these models: the original testing dataset and the 
modified(blurred) testing dataset. 
The images are then preprocessed to make them ready to be fed as input to the pretrained ViT model and the 
CNNbased models.The exact configurations according to which the images were preprocessed for each model are 
mentioned in the data preprocessing section.These pretrained models are then fine tuned on the DHCD dataset. After 
fine-tuning, to compare the performance of ViT to the CNN-based models, we calculate the accuracy of these 
models on the two sets of testing dataset we have i.e. the original testing dataset and the modified(blurred) testing 
dataset. This entire pipeline is shown in Figure 4. The hyperparameters used for finetuning each model have been 
specified in the training process section. 

Dataset Description 
We have used a public Devanagari Handwritten character dataset (DHCD) which was developed by extracting and 
manually annotating thousands of characters from handwritten manuscripts [7]. The dataset size is 92000 grey-scale 
images with 46 classes (36 of characters and 10 for digits). Each class has 2000 images and each image is of size 
32X32. The dataset is divided into two parts: a training set (85 percent) and a testing set (15 percent). 

Developing a modified(blurred) copy of the testing dataset 

In order to better analyse and compare how these models are performing relative to one another, we created a 
slightly modified version of the testing dataset by blurring images in the original testing dataset using Gaussian Blur. 
This was done so as to see how these models are performing on data examples that are slightly harder to classify. So 
we ultimately have 2 sets of images to evaluate our models: the original testing dataset and a slightly more complex 
version of it. 

Data Preprocessing 
These pretrained models require images to be fed into them with a certain configuration. The ViT base model [2] we 
used required images to be of size (224X224) and having zero mean and standard deviation in each channel. 
Similarly, ResNet50 requires images of size (224X224) and mean and standard deviation to be (0.485, 0.456, 0.406) 
and (0.229, 0.224, 0.225) for each channel respectively. InceptionV3 requires images of size (299X299) and mean 
and standard deviation to be (0.485, 0.456, 0.406) and (0.229, 0.224, 0.225) for each channel respectively. VGG16 
just like ResNet50 requires images of size (224X224) and mean and standard deviation to be (0.485, 0.456, 0.406) 
and (0.229, 0.224, 0.225) for each channel respectively. Originally, the DHCD dataset has greyscale images of size 
(32X32), so appropriate transforms were used to make the image match the configuration of these pretrained models 
so that we could fine tune and evaluate these models on the DHCD dataset. 
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FIGURE 1. Entire methodology 

Vision Transformer (ViT) 
Deep learning is a subset of the broader science of Machine Learning, which focuses on using artificial neural 
networks and other forms of neural nets to complete tasks based on their prior experience (training).This technique is 
mostly useful for recognizing the images and shapes among many other things [16]. Vision Transformers is an 
adaptation of Transformers to the world of computer vision [2]. In order to make an image ready to be fed into 
transformers , the image is first scaled to the size of 224X224 through Bi-linear interpolation and further transformed 
the pixel values , to have a mean of 0 and standard deviation as 1. Then it was divided into patches of size 16X16 
and that patches were linearly transformed. Positional embeddings were added to the linearly transformed patches to 
prepare the token which is passed to the pretrained ViT base model [5] and further fine tuned to our task.The 0th 
token having embedding dimension of size 768 is passed through the output layer having 46 nodes and then 
probabilities are calculated using softmax classifier. Vision Transformer is a more generalized model than a CNN 
model as every token interacts with every other token because of a self attention which enables a patch to have an 
idea of every other patch from the very 
 

160001-5

 16 Septem
ber 2023 06:04:22



 

FIGURE 2. Devanagari Character Set 
first layer itself. CNN uses filters of specific size which traverses over the image but with the bias that pixels close to 
each other are related and are taken together for feature computation , thus the initial layers predominantly capture 
more of intra patch features for overlapping patches and only after a few layers these features can interact further to 
form inter patch features.This depends on the size of the filter and of the image. So in the case of a few convolution 
layers there might be a case where a feature corresponding to a particular patch may not be aware of the faraway 
patch. This inter patch interaction is done in Vision Transformer from the very first layer itself and the model learns 
dynamic weights for interaction between these patches just making it more general than the CNN model. With the 
advent of Big Data , these models can outperform the current best models. 

Transformer Encoder: 
The embedded patches which were obtained by linear transformation and adding of position embeddings are passed 
through Layer Norm in order to speed up training. These embeddings are then multiplied by Key,Query And Value 
Matrices [3] and we get key,query and value vectors on which multi headed attention is performed. For a particular 
query vector belonging to an embedded patch or token, a dot product is calculated with the key vectors of other 
patches and the values are softmaxed and a weighted average is taken with the value vectors. This description is of a 
single head which when extended to multiple heads(multiple key,query,value) vectors for a particular token is called 
multi headed attention. Residual Connection is made with embedded patches and so as to prevent the problem of 
vanishing gradient and facilitating faster convergence to a local optimum. This is again Layer Normalised and 
finally passed through Multi Layer Perceptron so as to introduce non linearity in the features extracted. This coupled 
with residual connection with the embedded patches gives the output of the layer. This layer is the fundamental unit 
of the transformer encoder and when stacked 12 times forming the ViT base model. This model is pretrained on a 
big dataset having 1000 classes and we have fine tuned it on our task by passing the 0th token(CLS token of 
transformer) to an output layer of 46 classes and training this modified model further on DHCD dataset. 
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FIGURE 3. Depiction of Vision Transformer 
Standard CNN-based models 

In order to analyse the performance of ViT, we compared it with some standard CNN-based models namely: 
ResNet50, VGG16 and InceptionV3. All these models are known to perform very well in the field of computer 
vision. We loaded pre trained versions of these models through Pytorch’s Torchvision [6] module and fine-tuned 
them on the DHCD dataset. 

Training Process 

The ViT model was fine tuned using AdamW optimizer with the following hyperparameters: Epochs: 25 Learning 
rate: 0.00001 Betas: 0.9, 0.999 Weight decay: 0.01 The standard CNN models were fine-tuned using the SGD 
optimizer with: Learning Rate: 0.001 Momentum:0.9 The loss function used in each model is Cross Entropy Loss. 
Figures 4 and 5 show the accuracy and loss plots obtained during the fine tuning process of Vision Transformer 
model over 25 epochs. 
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FIGURE 4. Analyzing Training and Testing Accuracy vs Epochs

 
FIGURE 5. Analyzing Training and Testing Loss vs Epochs 

RESULTS AND ANALYSIS 
Table I shows the results of the models on the two sets of testing datasets: i.e. the orginal testing dataset and the 
modified(blurred) testing dataset. 
On the original testing dataset, The ViT model performed marginally better than the CNN-based models with an 
accuracy score of 99.68%. However, as it can be seen in Table I, when these models were evaluated on the 
modified(blurred) testing dataset, ViT outperforms CNN-based models by big margins. The accuracy scores of CNN 
based models drop off by huge margins with InceptionV3 having the highest accuracy of 77% and VGG16 dropping 
off to 57%. ViT, on the other hand, still gives an appreciable accuracy score of 96.55% 
This gap in performance shows that the ViT model is better at generalizing.This could be due to the fact that ViT 

TABLE I. This table illustrates accuracy of models on original and modified testing dataset 

Model Used Accuracy on Original Test Dataset Accuracy on Modified Test 
Dataset 

ViT 99.68% 96.55% 
ResNet50 99.64% 77% 
VGG16 99.64% 56.78% 
InceptionV3 99.62% 70.92% 
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doesn’t have any inherent bias and makes every token interact with each other just like a fully connected layer with 
dynamic weights and hence generalizes more. The CNN-based models on the other hand, have a bias that they focus 
more on local spatial features and start to generalize only after several layers.So ViT model has a higher chance to 

recognize an unseen image from another source due to this ability of better generalization on slightly complex data. 
Figure 6. also demonstrates this graphically as to how ViT, although marginally better than CNN-based models on 
the original testing dataset, generalizes much better when evaluated on blurred images which are slightly harder to  

 

classif  

FIGURE 6. Accuracy of different models on test and blurred dataset 
CONCLUSION AND FUTURE WORK 

• In this work, we successfully demonstrated how ViT could be applied to the field of Devanagari 
CharacterRecognition. The ViT model outperformed CNN-based models on slightly more complex data by 
big margins, proving that it could be very useful in recognizing characters in the real world. 

• These days, almost every person owns a smartphone or any other technology that supports a camera. These 
aremajor sources of image data. But most of the people are not adept in capturing perfect images, so although 
all the models gave good performance on the original test dataset, the ViT model beat them with a big margin 
on more complex data, so in a real world where there are lots of imperfect images like blurred images, ViT is 
a better fit for such type of data. 

• Also, as mentioned before, if a historian wants to extract information from digitally stored Devanagari 
scripts,where character recognition is an important step, here also there are chances of images being blurred or 
imperfect. So using ViT for this task would be a better choice. 

• This current classifier can be extended to classify compound devanagari characters which are formed by com-
bination of various half letter and full letter consonants and are very commonly found in Devanagari text. 

ACKNOWLEDGMENTS 

The authors would like to thank Delhi Technological University for providing the resources and guidance for 
this work. 

f

160001-9

 16 Septem
ber 2023 06:04:22



REFERENCES 

1. P. Hirugade, N. Suryavanshi, R. Bhagwat, S. Rajput, and R. Phadke, “A survey on optical character recognition 
for handwritten devanagari script using deep learning,” Available at SSRN 4031738 (2022). 

2. A. Dosovitskiy, L. Beyer, A. Kolesnikov, D. Weissenborn, X. Zhai, T. Unterthiner, M. Dehghani, M. Minderer, 
G. Heigold, S. Gelly, et al., “An image is worth 16x16 words: Transformers for image recognition at scale,” 
arXiv preprint arXiv:2010.11929 (2020). 

3. A. Vaswani, N. Shazeer, N. Parmar, J. Uszkoreit, L. Jones, A. N. Gomez, Ł. Kaiser, and I. Polosukhin, 
“Attention is all you need,” Advances in neural information processing systems 30 (2017). 

4. K. Weiss, T. M. Khoshgoftaar, and D. Wang, “A survey of transfer learning,” Journal of Big data 3, 1–40 
(2016).  

5. R. Wightman, “Pytorch image models,” https://github.com/rwightman/pytorch-image-models (2019). 
6. A. Paszke, S. Gross, F. Massa, A. Lerer, J. Bradbury, G. Chanan, T. Killeen, Z. Lin, N. Gimelshein, L. Antiga, 

A. Desmaison, A. Kopf, E. Yang, Z. DeVito, M. Raison, A. Tejani, S. Chilamkurthy, B. Steiner, L. Fang, J. Bai, 
and S. Chintala, “Pytorch: An imperative style, high-performance deep learning library,” in Advances in Neural 
Information Processing Systems 32, edited by H. Wallach, H. Larochelle, A. Beygelzimer, F. d'Alché-Buc, E. 
Fox, and R. Garnett (Curran Associates, Inc., 2019) pp. 8024–8035. 

7. S. Acharya, A. K. Pant, and P. K. Gyawali, “Deep learning based large scale handwritten devanagari character 
recognition. skima 2015-9th international conference on software, knowledge,” Information Management and 
Applications (2016). 

8. S. R. Narang, M. Kumar, and M. K. Jindal, “Deepnetdevanagari: a deep learning model for devanagari ancient 
character recognition,” Multimedia Tools and Applications 80, 20671–20686 (2021). 

9. M. Bisht and R. Gupta, “Offline handwritten devanagari modified character recognition using convolutional 
neural network,” Sadhan¯ a¯ 46, 1–4 (2021). 

10. S. Kattyayan, T. Kar, and P. Kanungo, “Performance evaluation of learning based frameworks for devanagari 
character recognition,” in 2020 IEEE 7th Uttar Pradesh Section International Conference on Electrical, 
Electronics and Computer Engineering (UPCON) (2020) pp. 1–6. 

11. P. Gupta, S. Deshmukh, S. Pandey, K. Tonge, V. Urkunde, and S. Kide, “Convolutional neural network based 
handwritten devanagari character recognition,” in 2020 International Conference on Smart Technologies in 
Computing, Electrical and Electronics (ICSTCEE) (IEEE, 2020) pp. 322–326. 

12. N. Aneja and S. Aneja, “Transfer learning using cnn for handwritten devanagari character recognition,” in 2019 
1st International Conference on Advances in Information Technology (ICAIT) (IEEE, 2019) pp. 293–296. 

13. A. N. Holambe, R. C. Thool, and S. Jagade, “Printed and handwritten character & number recognition of 
devanagari script using gradient features,” International Journal of Computer Applications 2, 975–8887 (2010). 

14. S. Acharya, A. K. Pant, and P. K. Gyawali, “Deep learning based large scale handwritten devanagari character 
recognition. skima 2015-9th international conference on software, knowledge,” Information Management and 
Applications (2016). 

15. V. P. Agnihotri, “Offline handwritten devanagari script recognition,” IJ Information Technology and Computer 
Science 8, 37–42 (2012). 

16. L. C. Yan, B. Yoshua, and H. Geoffrey, “Deep learning,” nature 521, 436–444 (2015). 

160001-10

 16 Septem
ber 2023 06:04:22

https://doi.org/10.1186/s40537-016-0043-6
https://doi.org/10.1007/s11042-021-10775-6
https://doi.org/10.5120/692-972
https://doi.org/10.1038/nature14539
https://doi.org/10.1007/s12046-020-01523-x


Uncorrected Proof

Downloaded from http
by DELHI TECHNOLO
on 03 October 2023
Water quality management by enhancing assimilation capacity with flow augmentation:

a case study for the Yamuna River, Delhi

Nibedita Verma a,*, Geeta Singha and Naved Ahsanb

a Department of Environmental Engineering, Delhi Technological University, New Delhi, Delhi 110042, India
b Civil Engineering Department, Jamia Millia Islamia University, Jamia Nagar, New Delhi 110025, India
*Corresponding author. E-mail: nibedita_2k19phd@dtu.ac.in

NV, 0000-0002-1717-0570

© 2023 The Authors Water Science & Technology Vol 00 No 0, 1 doi: 10.2166/wst.2023.302
ABSTRACT

This paper aims to assess the requirement of load reductions and flow augmentation to enhance the assimilation yield of the Yamuna River,

Delhi. The framework QUAL2kw was used to predict river quality. The model was calibrated and confirmed in critical flow conditions of pre-

monsoon periods. Three strategies were established for varying pollutant loads. The dissolved oxygen (DO) concentration was predicted with

changing biochemical oxygen demand (BOD) and chemical oxygen demand (COD) loads. The 16 outfalling drains were considered pollutant

sources between the 22 km stretch of the river. Four cases were studied with varying flow augmentation at upstream and varying load. It has

been observed that with 80 cumecs of upstream flow, the reach can assimilate 31.33 TPD of BOD and 142.85 TPD of COD load, maintaining

the desired level of DO (�4 mg/l) and BOD (�3 mg/l).

Key words: assimilation capacity, dissolved oxygen, QUAL2Kw, water quality model

HIGHLIGHTS

• Managing the river quality by flow augmentation and load reduction.

• DO concentration prediction with varying BOD and COD.

• The Yamuna River, Delhi, reach can assimilate 31.33 TPD of BOD with 80 cumecs of upstream flow.

• This is a novel approach to assessing the self-purification capacity of the Yamuna River in Delhi by varying BOD, COD, and upstream flow

with the model QUAL2Kw.
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GRAPHICAL ABSTRACT
1. INTRODUCTION

Water is a crucial element of nature, and all civilizations have advanced near rivers. Nowadays, due to higher development

activities with the massive population growth, the quality and quantity of water have become a sensitive issue, and freshwater
will be scanty after a while (Pinto & Maheshwari 2011). Progressively worsening water quality results from rapid industrial-
ization and urban sprawling, degrading the environment. Wastewater from the municipality and industry creates rivers’

quality degradation and crucial global issues (González et al. 2014). The aquatic systems play an essential role in carrying
out the pollutants accountable for water contamination (Shrestha & Kazama 2007). These contaminants stabilize with the
system’s physical, chemical, and biological processes. The pollution level rises when rivers’ assimilation capacity is lower

than the pollutants added to the water. The self-assimilation of aquatic systems is a complex phenomenon, including physio-
chemical and biological reactions. This phenomenon helps these systems regain water quality after flowing for a while if the
water flow has sufficient substances to stabilize the waste input. Hence, self-purification and water quality enhancements are

the primary criteria for natural water systems to sustain aquatic species (Wei et al. 2009). Self-purification is a way to partially
or fully repair an aquatic system to a cleaner system after introducing foreign substances, causing a sufficient modification of
the properties of water (Benoit 1971). The process is the recycling of substances with the assistance of physical, chemical, and
biological processes. Dilution, adsorption, sedimentation, volatilization, acid–base reactions, precipitation reactions, coagu-

lation, flocculation, bacterial degradation, and assimilation of materials by organisms (Vagnetti et al. 2003) are included in
this process. When rivers flow, oxygen increases due to reaeration, and microorganisms present in sewage oxidize organic
substances to inorganic materials and purify rivers (González et al. 2014). Thus, assimilation restores the conditions of the

aquatic system before receiving wastewater (Ostroumov 2005). Nowadays, researchers focus on the self-assimilation of the
contaminated river stretch as the water quality pattern is accountable and effortlessly modified with the environmental trans-
formation (Wei et al. 2009). Rivers can be managed by improving the assimilation capacity. This capacity can be improved by
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decreasing contaminants as well as increasing the freshwater flow. This study intends to manage the Delhi reach of the

Yamuna River by enhancing assimilation capacity with flow augmentation.
In the waterbodies, dissolved oxygen (DO) depletes due to organic pollutants from wastewater. DO and biochemical

oxygen demand (BOD) indicate the presence of organic substances (Basant et al. 2010). The oxygen-demanding contami-

nants’ natural purification depends on the required oxygen to be concentrated, the oxygen necessary to secure the
ecosystem qualities fit for species with designated standards, and the aquatic system’s BOD purifying extent, which is assessed
by reduction and replenishment of oxygen (Chapra et al. 2021). Rivers have their assimilation capacity, and it is necessary to
acquire knowledge about the pollutant loads disposed of from diverse sources that rivers could receive without retrogression

of their indigenous state (Oliveira et al. 2012). Mathematical modeling can validate waste load in a water body by establishing
the cause–effect relationship between contaminant load and water quality. Hence, assimilation capacity could be evaluated
by several simulation models (González et al. 2014).These frameworks are used as decision-making tools for wastewater man-

agement policies (McIntyre & Wheater 2004). The simulation models correlate the water quality after being disposed of
wastewater into a water body (Cox 2003). Water quality models can also predict the reciprocation of the aquatic system
with different scenarios. The modeling outcomes are effective managing tools for assisting the river quality administrator

in evaluating realistic water body conservation strategies and aspects of pollutant loading uncertainty. The present study
aspires to assess the assimilation capacity of a severely polluted river stretch, Yamuna River, Delhi. The model QUAl2Kw
predicts the river quality and assesses the assimilating efficiency of the pollutant load. Kennel et al. (2007) appraised the
Figure 1 | Study area showing 22-km river stretch with outfalling drains.
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river conditions of the Bagmati River, Nepal, with QUAL2Kw, and the framework represents the observed data properly and

is highly sensitive to water depth. Neilson et al. (2013) studied nutrient criteria and waste load analysis using the model
QUAL2Kw and set nutrient criteria for the rivers in Utah. Zare Farjoudi et al. (2021) worked on the Zarjub River, Iran,
to reduce the cost of waste load treatment and determination of self-purification capacity and found this framework as a suit-

able tool. The QUAL2Kw framework has been used for the Cetrima River, Portugal, enriched with nutrients. It was observed
that the framework predicted the river quality parameter with limited data availability and evaluated the waterbody’s con-
ditions in modifications of the states (Oliveira et al. 2012). QUAL2Kw was used to simulate the load-carrying ability of
the Kali Surabaya River, and the pollutant load for BOD and chemical oxygen demand (COD) was larger than the purifi-

cation capacity of the river (Aliffia & Karnaningroem 2019). The seasonal variation of assimilation capacity for the Karun
River, Tehran, has been determined using this model and stated that the different scenarios adopted for modeling, which
were reducing wastewater flow, wastewater concentrations, and increasing the flow, enhanced the river characteristics

(Moghimi Nezad et al. 2018). Although there are several models to predict the pollutants’ fate, due to easy accessibility,
the ability to simulate maximum contaminants, and the availability of uncertainty analysis, QUAL2Kw is the most suitable
tool for the calculation of the load-carrying ability of a water body (Darji et al. 2022). Hence, this study has used this frame-

work to predict the assimilative capacity of the Yamuna River, Delhi, and water quality management of the severely polluted
stretch of Yamuna, Delhi, by flow augmentation and reducing the BOD and COD pollutant load. The urban reach of Delhi is
one of the most contaminated river stretches in India, and Delhi contributes 79% of the pollutant load (Joshi et al. 2022). This
segment carries wastewater from different industries and municipal sewerage in Delhi (Parmar & Singh 2015). This segment
of the Yamuna River is getting polluted by disposing of 22 outfalling drains within the 22 km from Wazirabad to Okhla
(CPCB 2006). Before entering Delhi, the river shows medium water quality. After entering Delhi, due to discharging a massive
BOD load and lack of fresh water, the river segment becomes a sewerage line (Upadhyay et al. 2011). Hence, it is the most

crucial task to maintain the ecological health of this reach. The wastewater with little or no treatment has deteriorated the
river reach (CPCB 2006). Uninterrupted wastewater input with excessive organic pollutants from different sources decreases
river quality. The DO concentration becomes low when the river maintains low flow and receives huge wastewater flow (Gain

& Giupponi 2015). Hence, flow augmentation is required to manage the water quality and increase the DO of such a polluted
reach. The DO concentration of this river reach shows a sharp decline to zero or undetectable after discharging wastewater
from the Nazafgarh drain, which is the prime contributor to waste load (Parmar & Singh 2015). Several studies appraised this

segment’s river quality (Kumar et al. 2019). However, little work has been done on the pollution-carrying capacity of this
reach. The assimilation capacity of the Delhi reach of the Yamuna River was done by the Central Pollution Control Board
of India (CPCB, 82) for COD and chloride, and four major contributing drains have been considered. Although the study
was related to the discharging pollutant load from the point sources, Paliwal & Sharma (2007) used QUAL2E to assess

the pollutant load-carrying capacity and suggested maintaining 10 cumecs of water flow to maintain the river water quality
and only considered the BOD load. Parmar & Keshari (2014) used QUAL2E to study the waste load allocation for this stretch
and recommended that flow augmentation was unsuitable for this reach. However, these studies did not include assessing the

assimilation capacity by varying BOD and COD with the model QUAL2Kw and improving the load-carrying capacity with
flow augmentation. Verma et al. (2022) suggested that this river reach required a combination of management options includ-
ing load reduction, flow augmentation, and external aeration. The present study aims to understand the requirement of flow

augmentation to enhance the assimilation capacity of the Yamuna River, Delhi, with suggested effluents standard and hence
to manage the desired water quality of the river.
2. METHODOLOGY AND STUDY AREA

2.1. Study area

The Yamuna River flows from Yamunotri, India, and is the lengthiest tributary to the Ganga River adjoining Prayagraj after

traversing 1,376 km from the origination. Before getting into Delhi at Palla, the river crosses 348 km, and the length of Delhi’s
reach is 48 km. At Palla, the river water shows desirable water quality conditions with low BOD and sufficient DO concen-
tration (Joshi et al. 2022). After reaching Wazirabad, around 23 km from upstream (Joshi et al. 2022), most indigenous water

withdraws and supplies to Delhi, and the perennial river contains little or no fresh water. From the Wazirabad barrage to
Okhla upstream, the river feeds 16 main drains containing around 3,000 MLD of wastewater with 265 TPD of BOD load
(Delhi Pollution Control Committee (DPCC) 2020). National Green Tribunal (2014) also reported that the national capital
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of India leads to pollution of the Yamuna River Delhi stretch by drains containing domestic and industrial sewage. Due to the

disposal of untreated and partially treated wastewater from different sewage treatment plants through these drains, the river
stretch becomes mostly anoxic after the Wazirabad barrage. It contains high oxygen-demanding substances, microorganisms,
and nutrients. The study includes Delhi’s 22-km urban river reach between the Wazirabad barrage and the upstream of Okhla

barrage and 16 main outfalling drains between these distances. The climatic condition of this area varies between hot in
summer and cold in winter. The average summer temperature is 32 °C, with a maximum temperature of 45 °C. At the
same time, the average temperature in winter is 12–13 °C, and the lowest temperature is around 2 °C (Arora & Keshari
2021). The monsoon period starts from late June to September, and the highest average rainfall was approximately

515 mm in August (Joshi et al. 2022). During this time, wastewater dilutes with rainwater and improves river quality.
Hence, variation in water quality has been observed during the monsoon period.

2.2. Data and monitoring sites

The study obtained the data from the DPCC responsible for collecting data for the Delhi reach and all the drains outfalling
between the distance. The monitoring stations included in this study covered five stations of DPCC S1 (Wazirabad down-
stream), S2 (ISBT), S3 (ITO), S4 (Nizamuddin bridge), and S5 (Okhla Upstream). The coordinates of these stations are

shown in Table 1. The DO, BOD, COD, and pH water quality data were collected for March 2021 and April 2022. For
the Delhi region, March–May is the low flow period due to negligible rainfall, known as the pre-monsoon period. The 16 out-
falling drains were taken as point sources, and data were collected from DPCC. Due to data constraints, only four parameters

were collected and simulated. The model QUAL2Kw was selected for this study, and the average data of March 2021 were
used for calibration and those of April 2022 were used for confirmation.

2.3. Model setup

QUAl2Kw model has been used in this study to simulate BOD, COD, DO, and pH. This framework divided the reach into
unequal, properly mixed segments of the same hydrological and water quality conditions (Kang et al. 2020). The 22-km river
reach has been divided into 14 segments depending on the confluence of drains as point sources. Due to the instability of the

model, drains outfalling in a very small distance have been taken in one segment. The model capabilities and descriptions are
found in the user manual of QUAL2Kw. The framework is suitable for the river to reach with more or less constant pollutant
loads and flow (Oliveira et al. 2012). The input data comprised headwater flow and water quality data, 16 outfalling drains

wastewater flow, and quality data as point sources. These point sources carry domestic and industrial wastewater and dis-
charge from sewage treatment plants. Delhi receives deficient rainfall; hence, surface runoff is very low. Besides this,
some diffused sources of pollutant loads are used for cattle bathing, washing clothes, and bathing people. The model was cali-

brated using low flow and dry period data for March 2021. Geometrics and hydraulics data are shown in supplementary
Table S1. Calibration was done repeatedly until the predicted values came closer to actual conditions. The manning constant
and slope of the river have been taken as 0.05 and 0.0002, respectively (Group & Group 2001). The Manning equation was
used because of limited data availability. The BOD values were taken as CBODf and COD as generic constituents. The con-

stituents included in the model are flow, temperature, BOD, DO, COD, pH, conductivity, and alkalinity. Due to data
constraints, nutrient data were not included in this study. For the slow-moving river with shallow depth, the O’Conner–Dob-
bins equation has been used to calculate reaeration constants (Paliwal et al. 2007). The BOD and DO deal with the

mechanism of sedimentation and settling, but due to low oxygen availability, 25% settleable BOD (CPCB, 82) decomposes
in anoxic conditions and hence no trade of DO (Paliwal et al. 2007). Again, product methane rises upward, and due to
Table 1 | Locations of monitoring stations

Monitoring sites Coordinates

S1 28°42047.27″N, 77°13054.95″E

S2 28°40016.87″N, 77°1401.72″E

S3 28°37042.34″N, 77°15012.59″E

S4 28°35029.62″N, 77°16017.52″E

S5 28°32040″N, 77°18049″E

Source: DPCC.
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buoyant forces, settled substances resuspend (Kazmi & Hansen 1997). Due to high turbidity, sunlight is obstructed (Kazmi

2000), and hence, phytoplankton activities are negligible. The DO variation due to photosynthesis and respiration is insignif-
icant for this reach (Parmar & Keshari 2014). An exponential model was chosen for oxygen inhabitation for CBOD, and the
calculation step was set to 5.625 for model stabilization. Except for the monsoon period, flow conditions are almost the same

throughout the year (CPCB 2000). The non-monsoon flow prevails most of the year, and critical flow is essential to determine
the assimilation capacity. For calibration and validation, 1 m3/s flow is assumed at the upstream point. The headwater flow
and quality are shown in supplementary Table S2. The point source input values are shown in supplementary Table S3. The
Yamuna River, Delhi, is polluted with loads from different nonpoint sources. Although groundwater recharge is negligible for

this area, pollution from nearby slum areas, cattle bathing, and agricultural runoff should be considered (Kazmi & Hansen
1997). In this study, 1 mg/l of distributed BOD load has been adjusted after a 5 km distance. The model was run until simu-
lated values agreed with observed values. The framework was auto-calibrated for a population size of 100 and 50 generations,

and simulation was done with new datasets for April for confirmation. The root-mean-square error was calculated to verify
the calibration result with validation results.

2.4. Scenario generation for assessment of assimilation capacity

The QUAL2Kw has been applied to assess the assimilation capacity of this polluted stretch. Hence, four cases were studied,

generating 41 scenarios varying the BOD and COD load with flow augmentation. Supplementary Table S4 shows input BOD
and COD loads with point source flow. The head water flow has been increased at 10 cumecs intervals for different scenarios.
The scenarios were generated to achieve the water quality suggested for this river stretch, i.e., Class ‘C’ by the CPCB. For this

criterion, river water should maintain DO greater than 4 mg/l and BOD less than 3 mg/l. The upstream flow has been
increased to maintain this requirement by adjusting different BOD and COD loads. Flow augmentation of 10 cumecs incre-
ment was done upstream for developing scenarios of four cases shown in supplementary Figure S1.
3. RESULTS AND DISCUSSION

3.1. Calibration and confirmation

Figure 2(a)–2(d) shows DO, BOD, COD, and pH calibration and validation. Figure 2(a) shows that the DO reduced to zero
after joining D1 (Najafgarh drain), the highest pollutant load contributor into this stretch, contributing around 58% of the
total pollutant stress (Paliwal et al. 2007). Due to the high oxygen-demanding substances and low fresh flow, this river

reach has become a sewerage line without DO. Figure 2(b) and 2(c) shows that after the outfalling of D1, BOD and COD
values increased sharply. The RMSEVs for DO, BOD, COD, and pH were 16.28, 24.55, 24.09, and 4.5% for calibration
and 17.03, 24.6, 35.19, and 4% for confirmation. Some errors are unavoidable as the single average values have been

taken as monthly averages, and sampling times might be varied for different monitoring stations of 22 km long reach. Further-
more, point sources’ wastewater qualities might vary depending on collection time and sampling procedure. More accurate
predictions may be possible by collecting samples hourly for each monitoring station. Despite some inaccuracy, the

QUAL2Kw framework has shown to be quite applicable for this river reach and can be adopted for water quality manage-
ment purposes for data-limited conditions (Sharma et al. 2017; Verma et al. 2022).

3.2. Strategies for assessment of the assimilation capacity of the river reach

Three strategies have been studied for the assessment of assimilation capacity. Table 2 shows the strategy adopted for assess-

ment. Figure 4 shows the BOD, COD, and DO profiles without BOD and COD with headwater input shown in Table 3.
Figure 3 shows the predicted DO, BOD, and COD profiles, and it has been observed that the river has a very low assimilative
capacity. It can be concluded that with the flow of 1 cumec with 2.8 mg/l BOD and 12 mg/l COD, river reach is not able to
maintain the required DO (� 4 mg/l) and BOD (�3 mg/l). Hence, this reach is needed augmentation of flow upstream. As

flow is deficient, the stream’s reaeration capacity becomes poor; therefore, after some distance, DO reduction happens,
and BOD increases. From Figure 3, it was observed that COD decreased, and thus, the oxygen requirement for COD was
high. So, it needs to consider COD load, which was not considered in previous studies (Paliwal et al. 2007).

Figure 4 shows that with existing flow and pollutant load, DO concentration decreased to 0 throughout the river reach, and
BOD concentration was also above 60 mg/l after outfalling of D1. Hence, pollutant load also requires to reduce with flow
augmentation.
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Table 2 | Strategies for assessment of assimilation capacity of the river reach

No. Strategies

1 Without any pollutant load

2 With existing BOD and COD load

3 Four cases were generated with load modification and flow augmentation

Figure 2 | Simulated and observed values of DO, BOD, COD, and pH for calibration and validation.
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In strategy 3, the flow has been increased from 10 cumecs up to 120 cumecs for scenarios s1–s12 of four cases, and BOD
and COD loads have kept changing, as shown in Table S4. In case 1, 12 scenarios have been generated, increasing flow from
10 to 120 cumecs. BOD and COD have been kept at 10 and 50 mg/l, respectively, for all point sources, as effluent standards

were set for this river stretch by the National Green Tribunal (NGT) of India.
Figure 5 shows that with flow 120 cumecs, scenario 12 (s12), the reach can assimilate 10 mg/l of BOD and 50 mg/l of COD

from each point source. Although DO maintained the required value (�4 mg/l) throughout the reach, the BOD level was

higher than 3 mg/l. In case 2, BOD has been kept at 10 mg/l, and COD reduced to 25 mg/l in each point source and flow
has been increased from 10 to 90 cumecs (s1–s9). Figure 6 shows that around 90 cumecs of flow augmentation upstream
can maintain DO concentration. Although, at some distance, BOD is higher than 3 mg/l. In case 3, BOD has been reduced
://iwaponline.com/wst/article-pdf/doi/10.2166/wst.2023.302/1295373/wst2023302.pdf
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Figure 3 | Predicted DO, BOD, and COD without load.

Figure 4 | DO, BOD, and COD profiles with existing load.

Table 3 | Headwater input for different strategies

Parameters Quantity

Flow 1 m3/s

DO 5.8 mg/l

BOD 2.8 mg/l

COD 12 mg/l

pH 7.4
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Figure 5 | Scenarios for case 1 with varying flow.

Figure 6 | Scenarios for case 2 with varying flow.
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to 5 mg/l in each point source, and COD has been kept at 25 mg/l. BOD has been observed to be maintained below 3 mg/l
after 5 km upstream. Maintaining DO above 4 mg/l requires around 90 cumecs of flow upstream. Therefore, in case 4, BOD
has been reduced in D1, D11, D12, and D15 to 5 mg/l; the rest have been kept at 10 mg/l. COD is also marked as the effluent

standard prescribed by NGT. Figure 8 shows that 120 cumec flow upstream can maintain BOD and DO within the specified
values. In case 3, with 80cumecs of upstream flow, the reach can assimilate 31.33 TPD of BOD and 142.85 TPD of COD load.
Kazmi & Hansen (1997), concluded that BOD and DO concentrations for effluent drains should be 10 and 4 mg/l to main-

tain the river water quality. Hence, the increase of DO in the point sources might be increased to improve assimilation
capacity. They also suggested a 40 cumec upstream flow increment. Paliwal & Kansal (2007) indicated that some drains
need to be diversified, and flow augmentation is required to maintain the required standard. The river reach requires a
://iwaponline.com/wst/article-pdf/doi/10.2166/wst.2023.302/1295373/wst2023302.pdf
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Figure 7 | Scenarios for case 3 with varying flow.

Figure 8 | Scenarios for case 4 with varying flow.
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combination of management options, including diversification of major drains with flow augmentation and advanced treat-

ment (Verma et al. 2022). Some segments also require external aeration.

4. CONCLUSION

The QUAL2Kwmodel assessed the assimilation capacity of Yamuna’s most polluted stretch. The model is appropriate for this
reach as it can be simulated with low data availability. Thus, it is ideal for decision-making tools like India, where limited data
are available. This study revealed that the river’s assimilation capacity was low due to high BOD and low DO levels. The

wastewater enters the river from 16 drains and also diffused sources. Najafgarh drains added the highest wastewater quantity
with elevated BOD and COD levels; thus, after adjoining this drain, the river’s water quality fell to inferior. These conditions
prevailed over the 22 km of this reach. In this study, the upstream flow increment with reduction of BOD and COD has been
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studied. In strategy 1, wastewater from all drains was curtailed, and the desired standard of reach was not found. Improve-

ment of the assimilation capacity of this river is a very challenging job, as the less upstream water with low DO and high
BOD. In strategy 3, four cases were established with 41 scenarios with an increment of flow and reductions of BOD and
COD. These cases suggested that load reduction and flow increment can improve the assimilation capacity of the river

reach. This reach required substantial load cutting with flow dilution to enhance the water quality. Both the remedy options
are very complicated and economically unfeasible. The study also revealed that COD and BOD are responsible for DO
deterioration. It is also noted that the nitrogenous substances would improve the estimation of DO. As these drains carry
domestic water containing nitrogenous waste, it has been suggested that regular monitoring of ammonium, organic nitrogen,

and nitrate nitrite is also required.
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