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PREFACE 

 

This is the One Hundred Twenty Third Issue of Current Awareness Bulletin started 

by Delhi Technological University, Central Library. The aim of the bulletin is to compile, 

preserve and disseminate information published by the faculty, students and alumni for 

mutual benefits. The bulletin also aims to propagate the intellectual contribution of Delhi 

Technological University (DTU) as a whole to the academia.  

 

The bulletin contains information resources available in the internet in the form of 

articles, reports, presentations published in international journals, websites, etc. by the 

faculty and students of DTU. The publications of faculty and student which are not covered 

in this bulletin may be because of the reason that the full text either was not accessible or 

could not be searched by the search engine used by the library for this purpose.  

 

The learned faculty and students are requested to provide their uncovered 

publications to the library either through email or in CD, etc. to make the bulletin more 

comprehensive. 

 

This issue contains the information published during March, 2023. The arrangement 

of the contents is alphabetical. The full text of the article which is either subscribed by the 

university or available in the web is provided in this bulletin. 
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A Comparative Study of CMOS Transimpedance 

Amplifier (TIA)  

Priya Singh, Vandana Niranjan, Ashwni Kumar 

Abstract: In this paper a comparative study of different CMOS 

transimpedance amplifier has been presented. Standard device 

parameters of transimpedance amplifier such as gain, input 

refereed noise, power dissipation and group delay are studied and 

compared. Here the transimpedance amplifier is divided on the 

basis of its topology and device technology used and performance 

is summarized to get the overview. Most of the analysis taken are 

performed on 0.18 µm technology and some are implemented 

using 45nm, 0.13µm, 65nm, and 90nm. 

Keywords: CMOS, Transimpedance, Amplifier (TIA), 

Technology 

I. INTRODUCTION 

In today’s intelligence technology various sensors are used 

to convey the information signal. Most of the sensors convert 

this information containing signal to current signal but these 

signals cannot be further processed since most of the 

subsequent blocks in a system work in voltage mode. 

Therefore, it is mandatory to convert this current signal to 

amplified voltage signal. This conversion can be carried out 

using transimpedance amplifier (TIA). Transimpedance 

amplifier can be designed using active and passive circuit 

elements. Passive circuit elements have many limitations in 

VLSI designing such as larger chip area, higher power 

dissipation and so on thus active elements are used more often 

such as BJT, MOSFET or an operational amplifier. While 

designing a Practical Transimpedance Amplifier Main 

Characteristics of concern are low input impedance, low 

output impedance, high transimpedance gain, high bandwidth 

and low noise. In this paper main concern is on CMOS 

transimpedance amplifier. Further section II presents 

different topologies of CMOS transimpedance amplifier and 

section III includes comparative study analysis of CMOS 

existing transimpedance amplifier on the basis of topology 

and device technology used.  
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II. TOPOLOGIES OF CMOS TRANSIMPEDANCE 

AMPLIFIER 

A number of research papers published related to CMOS 

transimpedance amplifier were studied. [1-40] Based on the 

literature review most of the reported CMOS transimpedance 

amplifier can be broadly classified in to four types- common 

gate topology, common source topology, regulated cascode 

topology and differential topology. Most of the 

transimpedance amplifier used these basic topologies or 

hybridized form are used for further improvement. In 

common gate topology input impedance is low as compared 

to other topology due to proper bias current. Due to this high 

bandwidth can be achieved. Noise is the major issue of 

common gate topology when used in low supply voltage. 

Common source topology have high driving capability but as 

the device size minimize transistors breakdown voltage also 

reduces. Due to this tradeoff amid transimpedance gain and 

voltage headroom is very crucial for common source 

topology. Effect of parasitic capacitance on bandwidth can be 

reduced by cascode structure in regulated cascode topology 

but due to severe trade off in all characteristics more 

improvement in circuit is required. Differential structure 

results in less offset noise and cannot be used alone due to 

deferential input a converter is always needed that makes 

circuit more complex.  

 
(a)                                             (b) 

 
(c) 
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(d) 

Figure 1. (a) Common gate TIA topology [36] (b) Common source TIA topology [13] (c) Regulated Cascode TIA 

topology [33] (d) Differential TIA topology [36] 

III. COMPARATIVE STUDY OF CMOS TIA 

Comparison of some of the transimpedance amplifier designed with best characteristic achieved so far is refereed in table 1 in 

ascending order of publication year. Best result obtained among them for each characteristics are highlighted. In table 2 the 

latest transimpedance amplifier based on device technology used are compared. CMOS technology was always in lime light 

due to its low cost, low power dissipation and integrity property, but due to its parasitic properties and degraded noise 

performance design of TIA becomes challenging. Various research gaps had been identified based on this study. Common 

gate topology of CMOS TIA cannot work at low supply voltage efficiently because of degraded noise performance. Nano 

scale application cannot use common source TIA due to less voltage headroom thus high bit error rate. Regulated cascode 

topology provides best isolation from parasitic capacitance but severe tradeoff between gain and bandwidth reduces the 

efficiency. 

Table 1. Comparison of Various TIA Designed 

Ref. 

No. 

Year 

 
Topology /technique 

Power supply 

(volts) 

Gain 

D Bohms 

BW 

 

Input Referred 

Noise (pA/√Hz) 

Power 

dissipation 

M W 

[8] 1991 GaAs  FET - - 100 MHz - - 

[12] 1999 C peaking technique - 0.95  2.3 GHz - - 

[14] 2002 hybrid topology - 20  1 Ghz - 27 

[9] 2004 Regulated cascade 5 58 950 MHz 6.3 85 

[21] 2004 
Interstage matching 
network technique 

2.5 54 9.2 GHz - - 

[10] 2006 Regulated cascade 2 52 7.6GHz  34 

[27] 2007 Regulated cascade 1.8 53 8GHz 18 13.5 

[5] 2007 
Common base- 

BiCMOS 
 65.2 7.2GHz 17.7 56.6 

[29] 2010 
Common gate with 

active feedback 
1.8 54.6 7GHz 17.5 18.6 

[32] 2012  Regulated Cascode  52 35GHz 14 - 

[34] 2012   SOI technology - 55 33GHz 20.47 - 

[39] 2014 Common gate - 104.2 19MHz - - 

[19] 2015 Differential   87.8 1.4GHz - 8.1 

[3] 2015 Regulated Cascode 3.3 61 15GHz - 32 

[24] 2015 Regulated cascade - - 9GHZ - - 

[18] 2015 Regulated cascade 1.5 50 7GHz 31 - 

[17] 2016 
Differential with 

Regulated Cascode 

input stage 

1.8 18 870 MHz 6 27 

[15] 2017 
Common gate using 

FGMOS 
1 37.7 13.5GHz - 1.1 

[40] 2018   BiCMOS tech. - 67 28GHz 10 95 

Table 2. Performance Comparison of Latest Existing TIA Using Different Device Technology 

Technology 

And devices 
Paper no. Bandwidth (GHz) 

Input referred 

noise (pA/√Hz) 

Gain (ZT) 

dBΩ 

Power Dissipation 

mw 

Bi CMOS  130 nm 

IEICE 

transaction 

2018[40] 

28 10 67 95 

FGMOS  0.18µm 

Integration: the 

VLSI journal: 

ELSEVIER 
2018[15] 

13.5 - 37.7 1.1 

CMOS 65nm ISCAS 2012[35] 35 14 52 168 

SOI CMOS 45nm JSSC 2012[34] 33 20.47 55 9 
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IV. CONCLUSION 

Apart from topology device technology is playing major issue 

in improving the characteristics especially when low voltage 

and low power is concerned. FGMOS as active feedback 

provides best result in terms of low power supply and power 

dissipation. BiCMOS gives most consistent result in terms of 

all characteristics.   All topologies are improvised and further 

improvement can be done to attain the best characteristics by 

introducing several techniques of bandwidth enhancement 

and hybridizing these topologies to take the advantage of 

each. These improved TIA can enhance the performance of 

intelligent system and application in receiving and 

transmission of various information carrying signal. 

FUTURE WORK 

Design of transimpedance amplifier necessitates efficient 

tradeoff and improvisation of each characteristic. Low 

voltage circuit techniques such as FGMOS, QFGMOS, bulk 

driven, DTMOS etc can be used for low voltage application 

and reducing the power consumption. Various noise 

reduction techniques could be used in the TIA circuit to 

optimize the noise performance. Further cascading of 

different stages will improve the gain as well as improve the 

parasitic capacitance effect to improve the bandwidth 

requirement.   
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Abstract—Around 60.3% of land in India is used for agricul-
tural purposes and the whole population depends on agriculture.
That’s why crop yield is very crucial to get high agricultural
output. The economical loss will be very high if the agricultural
output is low. So, that’s why the diagnosis of disease in plants is
very important. And the detection should be in the early stage
not in a later stage. Using Deep Learning (DL) i.e. a branch of
Artificial Intelligence (AI), a farmer can detect plant diseases very
easily. In Deep Learning(DL), Convolutional Neural Networks
(CNNs) are a cutting-edge method for image classification tasks.
And Plant Disease Detection is an image classification task in
which image is given as input and a class of plant disease is
obtained as an output. This research study reviews the CNN-
based approaches that are used to detect various diseases in
plants.

Index Terms—Artificial Intelligence(AI), Convolutional Neural
Network(CNN), Deep Learning(DL), Machine Learning(ML),
Plant Disease Detection, Transfer Learning

I. INTRODUCTION

Agriculture is the practice of cultivating soil and raising
crops. It is extremely important for a country’s economic
progress. In agriculture, excellent production quality and crop
output are critical. This helps to avoid a massive economic
loss. Making agriculture more profitable requires the early
diagnosis of plant diseases. Pathogens such as viruses, fungi,
and bacteria as well as climate changes can cause plant
diseases.

Infections can be spotted by carefully examining the plant
leaves as it’s more common for the symptoms to appear at the
leaves early than other parts of the plants.

Symptoms may appear in leaves like discoloration of leaves,
black spots in leaves, etc. Next, there is a chance that other
symptoms could appear in other parts of the plants. Farmers
use to hire an expert for the early detection of plant disease
but it’s very expensive as well as time-consuming. And Some
farmers try to detect the plant disease using the naked eye
which is very expensive, takes too much time, and sometimes
it could lead to a false prediction.

The purpose of DL[1] is to diagnose plant diseases quickly
and at a minimal cost. DL[1]has a revolutionary algorithm,
CNN, that consistently outperforms other algorithms. Fig. 1
shows the major phases in DL[1], which are Feature Extraction
& Classification. A Spatial Filter is generally used for feature
extraction in DL[1] as well. It is applied directly to the pixels

Fig. 1. Structure of Deep Learning

of an image. It is typically considered that a mask has a
specific center pixel that is added to its size. To move this
mask to cover all pixels in the image, its center is moved
across the image.

An overview of Convolutional Neural Network is presented
in Section 3, followed by an analysis of types of plant diseases
in Section 2. In Section 4, the Literature Survey is discussed.
In Section 5, the Conclusion is discussed, followed by a list
of references.

II. TYPES OF PLANT DISEASE

Diseases in plants are caused by climatic change or by
pathogens like bacteria, fungi, and viruses. Diseases caused by
pathogens are infectious plant diseases and this can damage
the mild leaf or fruit or can lead to death. Diseases caused
by some external factors like climatic change are the non-
infectious disease.

There are two types of Plant Diseases: Infectious and Non-
Infectious.

Mineral toxicity, acidity in the soil, nutrient deficiency, as
well as other factors lead to non-infectious diseases.

Infectious Plant Disease is further divided into three types:
Bacterial Disease, Fungal Disease, and Viral Disease.

A. Bacterial Disease

Internally, it damages the plant without presenting any
visible signs. Leaf spot with a Crown gall, Fruit spot, Canker,
yellow halo, etc.. are some of the symptoms.

B. Fungal Disease

More than 80% of plant diseases are caused by fungi. It
infects by killing the cells of that plant. It is caused by in-
fected soil, workers, machinery, tools, animals, etc. Symptoms
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Fig. 2. Types of Plant Disease

include Damping-off of seedlings (phytophthora), Birds-eye
spot (anthracnose), Leaf spot (septoria brown spot), chlorosis
(yellowing of leaves), etc...

C. Viral Disease

The viral disease is difficult to detect in plant leaves. Be-
cause most viruses are hidden in nature, we can’t detect viral
disease till a particular stage. An abnormal growth pattern,
necrotic spots, unusual light and dark green blending of leaves,
stunting, ring patterns on foliage, and distorted flower color
and formation are some of the signs of Viral Disease.

III. CONVOLUTIONAL NEURAL NETWORK

To detect plant diseases, CNN, also called the CovNet
algorithm, comes under DL[1].So, Deep Learning, abbreviated
as DL[1], is a branch of AI in which a system or a machine
mimics human behavior, and how humans acquire knowledge.

It’s just like brain mapping. And in agriculture, DL[1] is
used to check the water level of the crops and also used for
monitoring the temperature. Farmers can observe their fields
anywhere in the world. And the main advantage of using deep
learning in agriculture is it saves time and too much effort.

For this task i.e. diagnosing the plant disease, due to its
higher accuracy, CNN is considered as a highly advanced algo-
rithm. There are ML algorithms like Support Vector Machine,
and K-Nearest Neighbours as well but ML algorithms don’t
give good accuracy in the task of the detection of plant disease.
So, that’s why we use DL[1] algorithms instead of ML. And
one such algorithm is CNN.

CNN consists of several layers. Different features of the
input image are detected by each layer. Various kernels or
filters are applied to an image to produce better and more
detailed results. Filters can start as simple features in the lower
layers. To further identify features that uniquely represent the
input object, the filters become more complex. After each layer
is partially recognized, the output of each convolved image
becomes the input for the next layer. A Fully Connected layer

Fig. 3. Convolutional Neural Network(CNN) schematic design [3]

recognizes the image or object in the last layer. In the case
of Plant Disease detection, the image input is the image of a
plant leaf because leaf shows the symptoms earlier than any
other part of a plant. To detect plant disease, CNN uses texture,
colors, and features to classify them.

Convolutional Neural Networks (CovNets) are portrayed
schematically in Fig.2.

In DL[1], We can use CNN in the recognition of patterns
in the images. It was developed in the year 1980. Using CNN,
the pixel value of an image serves as the input, the model is
trained, and the features are then extracted for classification.

In CNN, there are three layers, each of which has different
parameters and performs different functions on the input data:

A. Convolution layer

This layer applies filters to the original input image. The
number and size of kernels are the most important parameters.
The input image is transformed by a convolution layer to
extract features.

B. Pooling layer

It works similarly to the convolution layer, but it focuses
on specific tasks like average pooling and max-pooling. The
highest value is taken in a certain area of a filter in max
pooling, whereas the average value is taken in a certain area
of a filter in average pooling. Its main purpose is to reduce
the image’s dimensionality.

C. Fully Connected layer

It’s somewhat similar to the Multilayer Perceptron(MLP)
which is used to compact the result before the classification.

And the main thing in CNN is Activation Function. An
activation function is a node inserted between or end of a
neural network. Neurons rely on them to decide whether to
fire or not. There is a total of 6 types of Activation functions
- ReLU, Leaky ReLU, tanh, Maxout, Sigmoid, and ELU. In
CNN, ReLU is used extensively.

IV. LITERATURE SURVEY

Detecting and classifying plant disease is crucial in the
agriculture sector, and deep learning plays a key part in this
process. The following are some deep-learning approaches that
have been proposed in recent years:

Ferentinos[3] proposed a CNN architecture, trained on an
open dataset called PlantVillage[4], which contains 87484
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TABLE I
TABLE OF COMPARISON.

Author Year of Publication Proposed CNN Model Pros Cons

Ferentinos [3] 2018 Deep CNN Computational power is low Model cannot predict
severity so that farmers can

estimate how much pesticide
they need, which is harmful

to the environment.

Singh et al.[5] 2019 Multilayer CNN Simple and computionally
efficient

Accuracy is lower than other
models

Sachdeva et al. [6] 2021 Deep CNN using Bayesian
Learning

feature learning is efficient High computational time

Agarwal et al. [7] 2020 A nine-layer Deep CNN Memory Efficient Low testing Accuracy

Mohanty et al.[8] 2016 Deep CNN works reasonably well Model training takes a lot of
time

Akhtar et al.[9] 2021 CNN model Less computational efforts Trained with less number of
epochs. Can train a model

for multiple epochs

Goncharov et al.[10] 2021 Deep Siamese CNN Computationally Efficient low testing accuracy

Jiang et al[11] 2020 CNN+SVM High accuracy Takes too much time to train

Tiwari et al.[12] 2021 DenseNet201 solves the vanishing-gradient
problem, improves feature

propagation, promotes
feature reuse, reduction on
the number of parameters

Excessive connections not
only reduce the computation
and parameter efficiency of

networks, but also make
networks more prone to

overfitting.

Geetharamani et al.[14] 2019 A nine-layer Deep CNN faster training speed,
computationally less

expensive

Prone to overfitting

Chen et al.[15] 2020 INC-VGG Higher accuracy than other
conventional CNN

Takes more time for training
than conventional CNN due

to more layers.

Bedi et al.[16] 2021 CAE + CNN Image recognition problems
are very accurate,

Automatically detects the
important features without

any human intervention, and
Having a less dimensional
input image requires less

training time

Object positions and
orientations are not encoded

and Lack of spatial
invariance to input data

Liu et al. [17] 2018 Cascading of
AlexNet-precursor network

and Inception network.

number of parameters is
reduced and faster

convergence rate is also there

Prone to underfitting

Atila et al. [18] 2021 EfficientNet The CNN model performed
better than other models that

received higher resolution
inputs

Computationally not efficient

Brahimi et al. [19] 2018 CNN with fine tuning of
AlexNet and GoogleNet

Eliminates the need to
extract features from images

in order to train models

High Computational Time
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plant leaf images divided into 58 classes. 99.53% accuracy
was achieved in this work.

To determine if a plant is healthy or unhealthy, Singh et
al.[5] suggested a multilayer Convolutional Neural Network
having 6 convolution layers and 3 pooling layers. This model
is applied to the images of the leaves of mango. Images are
gathered from both the PlantVillage[4] Dataset and the field.
The accuracy of this work is 97.13%.

Sachdeva et al.[6] proposed a Bayesian Learning based deep
convolutional neural network, which implements Bayesian
learning on top of the residual network. The PlantVillage[4]
dataset was used to train in this work, which contains 20,639
images of healthy and unhealthy tomato, potato, and pepper
bell leaf images. It has a 98.9% accuracy rate and no evidence
of overfitting.

The CNN model proposed by Agarwal et al. [7] consists of
three convolutional layers, three max-pooling layers, and two
fully connected layers. Nine different types of tomato plant
disease are identified using this model. It had a 91.2% in a
test set.

To distinguish thirteen different crop disease types, Mohanty
et al. [8] employed a Deep Convolutional Neural Network.
They used 53,000 images of healthy and unhealthy plant leaves
from the PlantVillage[4] Dataset. It had a 99.36% accuracy
rate.

Deep CNN was utilized by Akhtar et al. [9] to determine
whether the plant is healthy or unhealthy. They captured
images of various plant diseases using an optical camera and
other similar equipment. To enhance the dataset size, they used
data augmentation. The preprocessing step is followed by data
augmentation. After training for up to 45 epochs, the Model
achieves the best accuracy of 97.6%.

Goncharov et al. [10] proposed a Deep Siamese Convolu-
tional Neural Network to handle the challenge of a tiny dataset
of plant leaves. They gathered photographs of grape leaves and
sorted them into four groups. This work achieves a level of
accuracy of over 90%.

Jiang et al. [11] suggested a model in which the Mean Shift
Algorithm is used for segmentation, artificial computation is
used for shape feature extraction, Color features are extracted
using CNN, and plant diseases are identified using a Support
Vector Machine(SVM) Classifier. The suggested model iden-
tifies four types of disease in rice plants. This work had a
96.8% accuracy rate.

To classify plant diseases, Tiwari et al. [12] proposed the
DenseNet201 architecture, a deep neural network architec-
ture. PlantVillage[4], the iBeanLeaf dataset[13], Citrus Leaf
Images, and Rice Leaf Images were used. It had a 99.20%
accuracy rate.

A nine-layer deep conventional neural network (DCNN) was
proposed by Geetharamani et al. [14]. PlantVillage[4], an open
dataset with 54,305 photos classified into 13 plant diseases,
was used to train it. Transformation (Data Augmentation) is
performed before training to expand the dataset size. Image
flipping, noise injection, gamma correction, and so forth are
examples of transformations. A Deep CNN is composed

of three convolutional layers, three max-pooling layers, one
flatten layer, and two fully connected layers. The accuracy of
this work is 96.46%.

Chen et al. [15] studied the use of a deep convolutional
neural network for plant disease detection via transfer learning.
The INC-VGG model, which combines VGG19 with Incep-
tionV3, was demonstrated using transfer learning. The bottom
layers of VGG19 models were used, then the 3X3 ConvBN
layer, then two InceptionV3 layers, and finally the Softmax
layer. This work has a 91.83% accuracy rate.

Bedi et al. [16] proposed a model which is a combination of
the Convolutional Neural Network (CNN) and the Convolu-
tional AutoEncoder (CAE). Training accuracy of 99.35% and
testing accuracy of 98.38% was achieved in this study.

The AlexNet-precursor network and an Inception network
are cascaded in a novel Convolutional Neural Network struc-
ture developed by Liu et al.[17]. The fully connected layers of
the AlexNet Model are replaced by the Inception network. To
improve convergence speed, Nesterov’s accelerated gradient
(NAG) optimization technique is used instead of the stochastic
gradient descent (SGD) algorithm. In this proposed study, the
number of trainable parameters was reduced, which helped to
reduce storage requirements. And the accuracy in this work is
97.62%.

For the classification of plant diseases, Atila et al.[18]
introduced the EfficientNet architecture. Transfer Learning is
used for training. The PlantVillage[4] dataset, which was used
in this study, has 55,448 images divided into three categories:
apple, grape, and potato. It had a 98.42% accuracy rate.

Brahimi et al.[19] proposed a Convolutional Neural Net-
work (CNN) architecture for identifying the nine types of
diseases in tomato plant leaves. They used images of tomato
plant leaves from the PlantVillage[4] dataset, which is openly
accessible. They developed a classifier using conventional ar-
chitecture such as AlexNet and GoogleNet. After training, they
found that training a model with fine-tuning results in higher
accuracy than training a model without fine-tuning. With
fine-tuning, GoogleNet’s accuracy increased from 97.71% to
99.18%, while AlexNet’s accuracy increased from 97.35% to
98.66%.

Even [20] compares the ML algorithms such as SVM, Ran-
dom Forest classification, and Stochastic Gradient Descendent
and DL algorithms such as AlexNet, GoogleNet, LeNet, etc.
for the detection of plant disease and the author found that DL
algorithms give more accuracy as compared to ML algorithms.

CONCLUSION

This study looked at various DL algorithms that have been
proposed in recent years. In DL, Convolutional Neural Net-
work, or CovNet, are the state-of-the-art algorithm providing
the highest degree of accuracy.

The openly available dataset called PlantVillage was used
mostly for research purposes. In this dataset, 54,303 images
are categorized by species and disease into 38 categories.

DL approaches which are used in the research work saves a
lot of time and also a farmer can monitor their fields anywhere
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in the world. And also the accuracy to detect a plant disease
is higher than in other experimental Methods.
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Over the past decade, IoT has gained huge momentum in terms of technological exploration, integration and its various  

applications even after having a resource-bound architecture. It is challenging to run any high-end security protocol(s) on Edge 

devices. These devices are highly vulnerable towards numerous cyber-attacks. IoT network nodes need peer-to-peer security 

which is possible if there exists proper mutual authentication among network devices. A secure session key needs to be 

established among source and destination nodes before sending the sensitive data. To generate these session keys, a strong 

cryptosystem is required to share parameters securely over a wireless network. In this article, we utilize a Rubik’s cube puzzle 

based cryptosystem to exchange parameters among peers and generate session key(s). Blockchain technology is incorporated in 

the proposed model to provide anonymity of token transactions, on the basis of which the network devices exchange services. A 

session key pool randomizer is used to avoid network probabilistic attacks. Our hybrid model is capable of generating secure 

session keys that can be used for mutual authentication and reliable data transferring tasks. Cyber-attacks resistance and 

performance results were verified using standard tools, which gave industry level promising results in terms of efficiency, light-

weightedness and practical applications. 

CCS Concepts. •Security and privacy~Security services~Authentication~Multi-factoΤ authentication •Security and privacy~Cryptography 

~SymmetΤic cΤyptogΤaphy and hash functions •SecuΤity and pΤivacy~CΤyptogΤaphy~Public key (asymmetΤic) techniΣues~Digital signatures 

•Computing methodologies~Modeling and simulation~Simulation theoΤy~ NetwoΤk science •NetwoΤk~Network types~Cyber-physical networks 

•ComputeΤ systems oΤganization~Embedded and cybeΤ-physical systems~SensoΤ netwoΤks •Mathematics of computing~PΤobability and statistics~ 
Probabilistic algorithms  •Computing methodologies~ConcuΤΤent computing methodologies~Concurrent algorithms 

Additional Keywords and Phrases:  Rubik’s Cube Cryptosystem, Mutual Authentication, Internet of Things, Secret Session Keys, Session Key 
Randomizer, Blockchain, Token ( zvma ), Cyber-security, IoT Security, Data Privacy, Chaotic maps, Image encryption-decryption, number theory, 

RCC-Block-MASSK Model, Light-weight 

1 INTRODUCTION 

The InteΤnet of things compΤises ۢthingsۣ that aΤe technologically smaΤt enough to collect data and communicate with each other. 

There are multiple devices and components of an IoT network such as sensing devices[1], RFIDs[2], routers, gateways, servers, 

cloud servers etc. Edge layer of IoT network deals with the IoT edge devices that have data collecting and environment sensing 

capabilities. Using these capabilities, these edge devices collect sensitive data on which the IoT network operates. Data being 

collected can be healthcare[3] data, smart home[4] applications, tracking gadgets[5], sensing detectors or even biometric[6] 

security equipment etc. All such devices connected in a network require security solutions in order to prevent attackers from 

manipulating, fetching or stealing sensitive/private data from IoT network components. These security solutions are mostly heavy 

in computational applications such as large key sized cryptosystems[7], which on the contrary are not supported by these resource 

constrained devices. Some devices that are capable of executing such heavy security oriented protocols or cryptosystems run out 

of battery power due to continuous rigorous computation and simultaneous data transmission. Data transferring from one node to 

another node is highly risky as IoT networks are vulnerable towards numerous cyber-attacks[8]. To cope with such issues, there is 

a need for a secure secret session key to establish a secure communication connection between any two peers. This secret session 

key is supposed to be valid for a particular session between specific devices that generate this common secret session key after 

exchanging key generating parameters using a secure channel.However, two or more IoT network devices can not trust each other 

unless they mutually authenticate[9] each other. Authenticating each other before sending data helps in developing a TRUST [10] 

metric among technological devices that lack human understanding. A centralized Internet of Things network is not able to cope 

with single point of node failure and suffers from unwanted service interruptions if the single point node fails. It also lacks the 

anonymity and transactions based data privacy which gets compromised due to shortcomings in authentication mechanisms. If the 

peers in an IoT network are not able to timely authenticate each other due to an inefficient authentication mechanism, there will 

be delay introduced in an IoT network resulting in slow scaling of the network[11]. Network congestions are observed in 
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centralized IoT networks [12]. Such IoT networks face serious vulnerability induced issues such as Man-in-the-middle attack[13], 

DOS attack[14], packet sniffing[15,16], data-deduplication[17], resource(battery) exhaustion etc. To provide high-end security 

based on efficient data privacy maintaining mechanisms, Blockchain technology is being utilized to support the security, network 

peer scaling and distributed service interaction among IoT network components. Blockchain technology is a fruitful integration to 

the IoT cyber-space as it provides optimal practical solutions to enhance the network security[18]. Blockchain exploits the digital 

signatures technique in generating the NFTs-Non Fungible Tokens. It uses the lightweight hashing mechanisms[19] for associating 

relatable data points in a large sized data configuration. Consensus algorithm[20] and transaction handling methodology provides 

the base of any Blockchain. IoT networks now can be easily integrated with light-weighted blockchains[21,22] in order to serve 

high-end security solutions. In the co-ordinated run time environment of Blockchain, every network node needs to authenticate 

themselves among peers and gateways, in order to join the network cluster designated to a specific gateway. Nodes that prefer 

network blockchain mining[23] are selected on a random basis. Meanwhile in a non coordinated run time environment, any given 

device can join the IoT network and perform several transactions without proper authorization (lacking proper mutual 

authentication). Inclusion of Blockchain in any IoT netwoΤk Τemoves the ΤeΣuiΤement of thiΤd paΤty ۢTRUST'' metΤics. In a 
blockchain enabled IoT network, a concrete security consensus algorithm is required where various heterogeneous technological 

devices and sensors come to a common agreement point and provide their mutual services as service-balanced-peers. This 

incorporation of heterogeneous technologies boosts the IoT network security[24]. The goal of Blockchain in sync with the IoT 

network is to bring a common point to agree on for consensus algorithms to work in  communicating and authenticating IoT 

network devices and provide services to each other or to the upper gateways and servers as per data service demands. Inclusion of 

Blockchain technology into the Internet of Things world is itself a challenge as Blockchain requires a large number of resources 

due to the resource exploitative behaviour of the consensus algorithms. IoT networks generate huge streams of data periodically 

which collectively becomes a very large sized data gathering at the server end. So, there are data storage and network scalability 

related challenges in practical incorporation of blockchain into the IoT networks. IoT network security requires the protocols and 

frameworks to be light-weight, while maintaining data privacy. This can be effectively achieved by using efficient and strong 

mechanisms such as hashing and network security using cryptography respectively. This paper provides such a hybrid solution to 

multiple challenges addΤessed eaΤlieΤ. It  utilizes the Τandomness of a Τeal life physical puzzle, the Rubik’s Cube[25] and maps it 

into the cryptographic applications where security relies on the number of permutations and combinations being higher, making it 

difficult foΤ the attackeΤ to decode the encΤypted data being sent oveΤ a communication channel[26]. OuΤ Rubik’s cube based 
cryptosystem supports data privacy. Using this cryptosystem we generate a specific secret session key per communication for a 

sender and receiver pair of nodes. Further using this secretly generated session key, a secure communication session can be 

created among peers. Multiple connections require multiple secret session keys that can also be used to mutually authenticate one 

device with another device. We introduce a new crypto-token based blockchain transaction handling mechanism that drives a 

balanced connective service among IoT network components. Users are responsible for maintaining the account balances for their 

clusteΤ devices such that theiΤ clusteΤ’s IoT edge devices can keep Τeceiving as well as keep pΤoviding data exchange seΤvices. 

Users need to timely recharge the token balances of their devices in order to keep them in running state. 

1.1 Our Contribution 

Major contributions of our research are: 

 We introduce a new mutual authentication and secret session key agreement mechanism for IoT networks, known as 
ۢMASSKۣ. PaΤameteΤs shaΤed among IoT netwoΤk components aΤe sent using ouΤ newly designed Rubik’s cube based 
cΤyptosystem. IoT seΤvices aΤe dΤiven based on Rubik’s cube based place shifting blocks in Blockchain, so we call ouΤ 
pΤoposed model, ۢRCC-Block-MASSKۣ model. These session keys geneΤated aΤe also stoΤed in a dynamic environment in a 
similaΤ Rubik’s Cube  logic based session key ΤandomizeΤ (RCRKEY) on a server. 

 A new consensus algorithm supports the agreement handshake and block creation mechanism in Blockchain whereas a 
modified transaction handling algorithm ensures light-weight and smooth updation of IoT service based transactions.  

 We propose an efficient Proof-of-Lightweight-Work and Secure Crypto-Transaction (POLWSCT) consensus algorithm 
based on novel ۢzvmaۣ token. PΤoposed POLWSCT consensus algorithm uses lesser amounts of energy quantums, gives 
lesseΤ executional lags and Τeduced amount of time foΤ ۢzvmaۣ token mining and sending updated tΤansactions to otheΤ 
blockchain nodes. 

 RCC-Block-MASSK model’s secuΤity is veΤified against some of the seveΤe IoT network attacks. Security verification and 
scalability were analyzed using both formal and informal logical mathematical tools. 

 NS-3 simulator[27] was used to estimate the run time time delays and cryptographic parameters generation and their 
average time consumption complexity. 

 Formal security verification for security breach attacks were successfully prevented and the reachability of the SSKKEY 
(Shared Secret Session Key ) was proved to be strong. 

 A Blockchain integrated IoT network is implemented in order to compute numerous block transactions and also keeping 
the account of the number of verified blocks mined per standard time interval. 

 Proposed POLWSCT consensus algorithm is simulated for resource constrained IoT network nodes by utilizing the 
Contiki Cooja simulator[28], to compute and analyze run time complexity and efficiency. 
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1.2 Related Work and Motivation 

Internet of Things is a global research area with numerous applications, dependency benefits along with their associated 

vulnerabilities towards hardware and software attacks. It is still struggling to accommodate various heterogeneous technologies 

while growing in size over cyberspace. We say it is struggling because as the size scale of the IoT network increases, the scope of 

being vulnerable towards the security based attacks increases with the increase in difficulty in managing the multiple 

technologies(with their own security flaws). This not only makes IoT flexible in terms of connectivity but also exposes it towards 

attack vulnerabilities of the respective technologies being entertained in the IoT network. As dependency of humans grows on the 

technology, ensuΤing data pΤivacy and secuΤity standaΤds is a necessaΤy ΤeΣuiΤement foΤ ensuΤing multiple useΤs with ۢTRUSTۣ 
that their data is being handled with proper secrecy and care. Blockchain is a rising and likewise trending technology that can 

provide better security solutions if the problem of running consensus in an energy efficient manner is taken care of properly. 

Philip used the blockchain technology to manage digital finance in privately running networks[29]. As for rising technologies, 5G 

and 6G networking were applied to the IoT network environment by Stergiou[30,31,32] while aiming for secure data transmission. 

Joboury[33] deduced a solution to incorporate cooperative synchronization in Fog computing networks. Biswas[34] proposed an 

incentive driven mechanism for dynamic motion capable networks such as vehicular synchronization in modern traffic based on 

blockchain token based service exchange. Heavier nodes in an IoT network that can run consensus based architecture can deduce 

a coopeΤative way of debating and celebΤating a tΤansaction in the ledgeΤ(we ΤefeΤ to these devices as ۢΤesouΤce capable devices), 

but for those network components that at the edge layeΤ of the IoT netwoΤk which ۢΤesouΤce constΤained devicesۣ, theΤe is a need 
to geneΤate ۢTΤustۣ among any two moΤe communicating devices. Consensus algoΤithms execute only to geneΤate agΤeement 
among devices without the need of generating any thiΤd paΤty ۢTΤustۣ paΤameteΤs. It is done based on vaΤious modes of pΤoofing 
based consensus mechanisms such as PoW[35], PoS[36], PoAu[37], PoA[38] etc. We propose a different lightweight consensus 

algorithm considering the heterogeneity of network components and applicability in real-time as well as simulated environments. 

However, the edge nodes do not have sufficient batteries to sustain the blockchain computation. So, instead of using consensus 

algorithms, there is a need for interoperability among the edge nodes with a session key agreement protocol, which can side by 

side authenticate the device among each other. We derived such a mechanism for the edge and gateway node environment during 

cluster communication. Iorga [39] discussed the scalability of such scalable resources using the distributed logic between the user 

and the gateway nodes. Al-Ali[40] proposed that the handshake mechanism can be treated as a light-weight mode of interaction 

among the low computation devices in IoT networks. AK Das [41] provided a different 3-factor based mutual authentication 

mechanism among resource constrained devices. Fan[42] provided a session key agreement protocol for an even greater number 

of nodes while avoiding generic attacks based on advanced hashing(lightweight) and concatenating mechanism for parameter 

exchange. Kasyoka[43]  gave a mutual authentication security framework that operates without any digital certificate. It rather 

favouΤs digital fingeΤpΤinting and signatuΤe mechanisms to cΤeate ۢTΤustۣ factor among data exchanging devices. Tan[44] also 

highlighted the use of PUF based security and trusted parameter passing mechanism. All such mechanisms[45,46,47] motivated us 

to utilize a light-weight but secure enough authentication mechanism for cluster based communication among IoTEDGE nodes and 

the cluster Gateway nodes (GWNODE_N). However, heavier nodes are managed by the proposed POLWSCT consensus driven 

blockchain which pΤovides ۢzvmaۣ token as an incentive to the seΤvice pΤoviding oΤ mining nodes. The same token is also utilized 

to monitoΤ the baΤteΤ exchange of seΤvices, incentive and data on the cost of same ۢzvmaۣ token. To gain stΤength against the 

strong attacks from the adversaries, we incorporate a newly designed Rubik;s cube based cryptosystem for encryption and 

decryption purposes. We got motivation for such physical puzzle based mechanism to be utilized in digital security from various 

such inventories [48,49,50,51,52,53,54,55,56,57,58,59,60]. The proposed POLWSCT consensus, RCC-cryptosystem, session key 

generation and authentication mechanism all are discussed in detail in various sections ahead.  

1.3 Organization of the article 

This article aims at providing solutions to multiple issues with IoT network security by introducing a technologically boosted 

hybrid model that utilizes Blockchain integration with IoT networks while enhancing security using mutual authentication, secure 

session key generation, crypto-system utilization and a light-weight consensus algorithm for efficient transaction updation. 

Section 1 provides a brief overview of the IoT network security, issues, challenges and vulnerability factors. It also enlightens the 

problem statements which are addressed by the major contributions of our work in the field of IoT security. Section 2 discusses 

the blockchain environment, transaction handling algorithm and IoT integration with the advanced POLWSCT consensus 

algoΤithm. It discusses the block mining techniΣue and ۢzvmaۣ token exchange mechanism that dΤives the IoT seΤvice baΤteΤ 
system. Section 3 illustΤates ouΤ newly intΤoduced Rubik’s cube based developed cΤyptosystem to exchange secΤet paΤameteΤs and 
its working mechanism. Section 4 combines the mutual authentication mechanism with the secret session key generation and 

management protocol among communicating IoT network peer components. Section 5 discusses the secure storing of multiple 

session keys on a seΤveΤ using a Rubik’s cube logic based session key ΤandomizeΤ( RCRKEY ). This randomizer mixes up multiple 

session keys in a complex manner such that the attacker is not able to reveal the inner components(the secret session keys) to 
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compromise the communication channel. Section 6 highlights the security analysis and verification of the proposed RCC-Block-

MASSK model using multiple standard security verification tools. Section 7 provides Future scope and conclusion of this paper 

followed by significant references. Table 1 illustrates some of the significant abbreviations and terminologies used throughout the 

paper: 

Table 1. Major Abbreviations and Terminologies used in this research 

Serial 
No. 

Major Symbols /Acronyms 
Used in the Article 

 Meaning Represented by the Symbol 

1. MASSK : mutual authentication and secret session key agreement mechanism 

2. RCC-Block-MASSK : Rubik’s Cube CΤyptosystem based Authentication and Session Key generation model driven in 
Blockchain environment for IoT Security 

3. RCRKEY : session key randomizer 

4. POLWSCT : Proof-of-Lightweight-Work and Secure Crypto-Transaction  

5. zvma : Zonal Verification and Mutual authentication token of service 

6. GNODE and GWNODE_N  : Gateway node used in blockchain and mutual authentication algorithms respectively 

7. RCPUZZLE) : Rubik’s Cube puzzle 

8. RP+ve : randomly chosen positive prime integers 

9. BMAX, : Maximum number of blocks allowed in a blockchain at a given instance 

10. PNODE/MINER : Network Peer nodes (miners/nodes) 

11. USERP   and USERQ : IoT Edge device useΤs ۢPۣ and ۢQۣ  paΤticipating in a tΤansactional update in B-IoT  

12. SPAY : the sum to be transacted between USERP   and USERQ 

13. ۢPXCۣ and ۢQXCۣ  : denote the incΤement and decΤement of useΤ’s account balances 

14. GZP*   : defines the cyclic generator 

15. 1PNODE/MINER  and 2PNODE/MINER : Two miner/network node(s) about to share sensitive information among one another 

16.  ۢAXۣ : arbitrarily selected number 

17.  CPͤ ∈ [0, 1]  : It is the controlling parameter. 

18.  Z i+1 : chaotic maps for diffusion on encryption key image with the  data-image 

19. ͣeta : Standard encryption diffusion threshold parameter used for adjusting diffusion deviation 

20. SnapS1 and SnapS2 :  SnapS1 is the encryption image for the data to be sent to the node  2PNODE/MINER  and   SnapS1  is 
used to  diffuse it with the data image SnapS2 

21. IMGCIPHER : The cipher image to be generated after successful encryption process.  

22. CTAdmin : Control Tower (administrator) 

23. Digi-Cert-SSERVER  : digitally verifiable certificate for SSERVER 

24. SPKEY,  PKKEY : for low levelled edge devices, these small private key and public key respectively 

25. PRGENERATOR  :  It is the ambiguity generator used to mix the secret parameters 

26. PSSKEY  : public server station key 

27. SSPKEY : server station private key 

28. TGW-REG : It is the instantaneous time at which the gateway node got registered by the CTAdmin  

29. GW-IDNODE_N  : It is the distinctive singular identification assigned number 

30. GW-IDPSEUDO : pseudo-ID for gateway(s) 

31. GWRSS ∈ Z Σ*  : arbitrarily a nonce for gateway node  

32. Digi-Cert- GWNODE_N  : the digitally verifiable certificate for GWNODE_N 

33. Digi-Cert- Dyn-IoTEDGE : uniquely identifiable digital certificate, for Dyn-IoTEDGE 

34. GWSPKEY) : GWNODE_N  secretly creates its individual private key, GW_Pkey such that GWSPKEY ∈ (ZΣ*)  

35.  aEDGE(i)  ∈ (ZΣ*)  : Any device, operating at the edge layer creates an arbitrarily chosen number, aEDGE(i)  

36. TSEDGE1  : for global clock synchronization 

37. SSKKEY (EDGE, GW)  : Secure session key established between edge layered device and the corresponding gateway node 
after successful mutual authentication 

38. new-TID*EDGE : An arbitrary ID for IoTEDGE during secure parameter transmission among network peers 

39.   ECQ : Energy Consumed in quantums 
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2 THE RCC-BLOCK-MASSK MODEL (PHASE 1) : PROPOSED  POLWSCT CONSENSUS 
ALGORITHM FOR BLOCKCHAIN-IOT ENVIRONMENT  

IoT networks are abundant in technological heterogeneity of various devices with different functionalities interacting with each 

other. This large network is divided into multiple clusters which are handled by their administrator assigned gateways 

respectively. Gateway node acts as the cluster head which administers the data packets being sent within the cluster among peers 

and outside the cluster towards other foreign cluster(s). Blockchain-IoT integrated environment is discussed  ahead: 

2.1 IoT Environment and System Architecture 

Sensing devices collect data in the form of periodical data streams and send these streams to their cluster handling gateway, which 

further pushes it towards the servers handling the data [61][62] in orderly form. IoT edge nodes, gateways(cluster heads) and 

intermediate heterogeneous data packet passing devices such as routers etc [63][64]. All are GPS[65] enabled and geo-location 

active devices that are timely synchronized with each other. Gateway nodes of their respective assigned clusters are self-sufficient  

in terms of power and computation to support at least a light-weighted Blockchain network. Lower levelled edge devices are not 

resource-sufficient in order to keep the track of storage and the maintenance of the blockchain ledger.  A gateway node is capable 

of handling such light-weighted blockchain service requests.  Multiple gateway nodes interact with each other with the 

involvement of servers to collectively maintain the blockchain network. Numerous on-demand requests that maintain the run-

time blockchain ledger are gathered into a common block which is then multicasted to the other peers in order to trigger the 

block-updation procedure. Lower level peers execute a consensus algorithm and transmit the newly created transactional requests 

to their handling gateway(s).  Consensus algorithm is constructed to be light-weighted in the earlier developmental phase.   

2.2 POLWSCT Consensus Mechanism and Transaction Updation Methodology 

Our proposed consensus establishing algorithm is defined on the following major observations: 

 Proof-of-Work and Proof-of-Token based consensus techniques are highly battery consuming for even the gateway 
nodes. These algorithms require complete attention till their single iteration completion which drains out rapidly the IoT 
edge sensing devices. Hence, Traditional consensus algorithms are not reliable. 

 Blockchain is to be decentralized in order to avoid single point failure, relying on only one gateway for block updation is 
out of option, so, transactional updates are handled over multiple gateway IoT nodes such that request load is equally 
divided and does not puts strain on any single gateway (GNODE). 

 Energy and services are graded and provided on the basis of a ۔zvmaە token based mechanism that ensures that every 
block miner or User’s sensing nodes(hired) receive a certain token of prize for completing a Blockchain-IoT relevant 
task. A user recharges its hired cluster of IoT node device’s account balance(s) in order to keep the services running 
whereas the IoT edge devices spend these ۔zvmaە tokens in mutual exchange of information constituting the block 
transactions. 

Each and every networking component of an IoT network is required to have some base for parallel synching the 

service related tasks such as message passing coordination, updating the dataset at the  data collecting high-end 

servers etc. So, time-synchronization among network peers on every level is clocked in sync with the GC-Global 

Clock.  POLWSCT is a global time-clocked algorithm for maintaining consensus goals. It is based on the NxNxN 

dimensional Rubik’s cube oriented NP-Hard problems mapped to computational devices based on their resource 

configuration. Dealing with randomly picked very large prime numbers based NP-Hard problems are densely 

computation demanding and can not be considered as light-weight, so we moved to a 3-Dimensional Rubik’s puzzle 
mechanism that peaks its security strength on the basis of  probabilistic randomness and difficulties in detecting the 

number of combinations in limited amount of time. It is to be noted that simple rubik’s cube are easily solvable, but 
the induction of randomly fitted small prime numbers in NxNxN cubes working with various jumbled cube 

orientation takes the security level to such peaks, that the puzzle becomes NP-Hard for IoT edge devices having 

insufficient resources to ever solve such puzzle’s. Here, ۔Nە is the number of blocks in one row or column per 

dimension. Three techniques are merged into one ۔NxNxNک NP-Hard Rubik’s cube, which are, Difficulty in finding 
the prime factors of an unknown prime number(randomly chosen),Parallel coping with the timely changing spatial 

positions of each block in the Rubik’s cube puzzle where the best match is jumbled. It is to be noted that instead of 
going for large primes, the proposed consensus algorithm chooses smaller primes with collaboration of 3-dimensional 

puzzles. This makes the consensus algorithm light-weight in terms of computation and lesser resource hungry, and 

Decrypting the cryptographically linking blocks within a limited number of attempts and managing difficulties for 

devices(hacking or mining) to compute the number of permutations and combinations while keeping the track of 

cube’s dynamically changing blocks. 
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Figure 1 Shows the network peer/miner interaction with the Blockchain in Aim to gain ۔zvmaە tokens, consensus control and 
transactional block updation rights 

For example, If we have a 8۔x8x8ک rubik’s cube puzzle with some dummy blocks ۔BDUMMYە (induced for confusion 
creation among attackers), some valid blocks ۔BVALIDە along with integer and prime values in a scrambled order. The 
spatial arrangements of each dummy or valid block keeps changing according to the global time-synchronization. 

Whether it is an attacker ۔AADVە, or a Mining node ۔NDMINERە, to reveal the contents of the block, firstly the node will 
have to decrypt the crypto-link of the blocks while the spatial arrangement of the rubik’s cube puzzle is dynamically 
changing, then after penetrating into the block puzzle, the node needs to guess the random number that is the 

suitable positive prime for that puzzle. This prime number acts as the ۔keyە to disclose the contents of the Rubik’s 
block, only if fed as input to the Puzzle at a specific cube block orientation. There are exhaustive number of 

combinations to do such matching which makes it even harder to crack. On the other hand, the nodes which 

successfully hit all the three requirements receive incentive in the form of blockchain consensus token reward-

 token. The goal of POLWSCT based rubik’s cube blockchain puzzle is to find a constant positive integer using ەzvmaە
an efficient hash function. The IoT edge devices while mining randomly pick up a NP-Hard cube puzzle and try 

fitting their randomly chosen positive prime integers, ۔RP+ve۔ into the Rubik’s cube puzzle (RCPUZZLE) such that the 

internal contents form a perfect prime factorization pair.  The proposed consensus algorithm ensures that every 

participating IoT network node /miner is assigned a limited amount of time for finding a solution to the randomly 

chosen puzzle. As the time limit is exceeded , the output, whether successful or not is multicasted to all the other 

nodes/miners that participated. This multicasting of the results ensures the consistency and integrity in the 

Blockchain while maintaining a transactional balance on the basis of defined consensus. The miner with the 

maximum number of decrypted blocks/mined blocks from the randomly chosen Rubik’s cube puzzle gains the 
authentic right to update the blockchain. If there is a tie among two or more nodes/miners where the maximum 
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number of blocks, BMAX, is same, then to avoid the forking chances, we define a new proof-of-light-weight-work-and-

secure-crypto-transaction, where the network peers having a higher ID is assigned the priority to hand-over the 

transaction updation control. The transaction updation, mining and POLWSCT consensus algorithm, all work in a 

global clock mapped environment to ensure the data consistency, integrity and reliability. Following are the major 

phases in mining a block using POLWSCT consensus algorithm: 

Phase 1: All the blockchain comprising and handling network peers, ڨPNODE/MINER'' are allotted a limited time 

interval within which the  RCPUZZLE is to be solved.  RCPUZZLE is randomly chosen by the miner. The POLWSCT 

consensus algorithm assigns the randomly chosen puzzle to the miner depending on numerous parameters in terms 

of resources and computation capability of the device. The amount of battery time available on a given ۔PNODE/MINERە  

also determines the type of puzzle, which can be assigned during runtime. The chances of tie-ups are managed within 

the mechanism via exceptions as provided below in the pseudocode: 

2.3 The pseudocode for POLWSCT consensus algorithm is given below: 

Algorithm: POLWSCT-Proof of Light-weight work and secure crypto-transaction 

Output of POLWSCT module: Balanced Blockchain network peers with updated transactional records 

Step:1 : Initial_Setup( ) 

{    Assign all unique desirable ID(s) to peer nodes/miners PNODE/MINER. 

     Set Global synchronization time “GTIME”→”0” for all PNODE/MINER. 

     Transmit “GTIME” →PNODE/MINER to time align every device participating in 

     Blockchain consensus for services or mining purposes                             } 

Step: 2 :   (i) Main( ) {  For i=0 to N, 

              { Call (Compute_Resource_Power( Pi )); 

                Maintain computation power ad resource record for each Blockchain peer PNODE/MINER in List[ Pi ]; 

                                                                                                                                        }         //End of For loop 

                  ii. : Randomly choose RCPUZZLE [i]  for each IoT-Blockchain integrated network miner/peer(s), 

                 iii. :  Assign Puzzles to nodes, For i=0 to N, 

                                          { List[ Pi ]→RCPUZZLE [i]  }                                                                  //End of For loop 

                   iv. :  For each Miner node, Call (Solver_ RCPUZZLE ( PNODE/MINER ) ) ; 

Return (No. of puzzles solved per Miner record); 

       v. :  Collect results from each PNODE/MINER and store the result in List_Miner [ Pi ], 

      vi. :  For each node from i= to N, Prepare Mining ranking, Mrank[P], 

     vii.  :  do 

    viii.  :  { Initialize counter, int count=0; 

      ix.  :  Call function Compare_Rank(); 

       x. :  }  while (Mrank[Pi] && count <=0);            // If there’s a match in rank, tie-breaker exception handler is executed 

      xi.  :  If ( count <=0) , Choose Max( Mrank[Pi]), 

else( Choose the PNODE/MINER , Pi , with the Higher ID as Tie-Breaker among multiple 

candidates 
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     xii.  :  Return ( highest Ranking Node/Peer) assigned with transactional rights 

    xiii. :  Call (Update_Transaction_Ledger( ));                                                    // Discussed in Step 3 of this Algorithm 

Manage Ledger till key is assigned for a specific interval of time, then release the Ledger key, 

      xiv.  :  Max ( Mrank[Pi])                                                                       // Function Definition and execution methodology 

{ a. If greater two or more Mrank[Pi] match, 

b. Choose RND from Tie-exhibiting Miner Rank Values, 

c. Compute Hash for each Block, BDUMMY or BVALID , i=0 to N, 

d. Sort these h( Mrank ) in Descending Order, Return (Maximum Value);  }  

       xv.  :  Repeat Step 2; }                                                                                                          // End of Main( ) function 

 

Step: 3. In order to update the Blockchain Ledger transactional records and broadcast it among all the IoT peers participating in a 

mining contest foΤ ΤecoΤd consistencies. We assume that a IoT edge device UseΤ, ۢUSERPۢ initiates a tΤansaction to anotheΤ IoT 
netwoΤk peeΤ (say) ۢUSERQۢ and the sum to be tΤansacted is ۢSPAYۣ.  Assuming the instantaneous balance during the transaction 

for USERP and  USERQ aΤe ۢPۣ and ۢQۣ Τespectively (in teΤms of ۢzvmaۣ token). The Instantaneous balances of theiΤ Τespective 
USER accounts aΤe encΤypted using the Rubik’s cube based cΤyptosystem defined in Section 3. The encrypted User accounts are 

denoted as ۢPXۣ and ۢQXۣ. Let ۢPXCۣ and ۢQXCۣ denote the incΤement and decΤement of useΤ’s account balances Τespectively.  
Calling function Update_Transaction_Ledger( ) : 

→Update_Transaction_Ledger( ) { 

  1.  :   The newer crypto-secure balance of  USERP  is  PX’. 

 2.  :   Arbitrarily produce a highly unlikely unpredictable random number, AR, 
 If  (AR’ is greater than ( PZ* -1 ) ),  then, PX = AR’ and QX = ( PZ* -1 ), where “PZ*“ is a small prime but large  enough to 

challenge resource constrained IoT network devices 
    else, PX = ( PZ* -1 ) and QX= AR’ 

 3. :    Calculate SPAY=  [ PX % QX ] 

 4. :    If (SPAY==0), Jump to (3), else, Jump to (1) 

 5.  :   If (QX == 1), then assign AR= AR’ , Jump to (5), else, Jump to (1), 

 6. :   Calculate PXC1= ( GZP* )  AR modulo ( PZ*), where GZP*  defines the cyclic generator 
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7. :  Estimate PY= ( GZP* )( PRANDOM) mod PZ*, Where PRANDOM  denotes  RP+ve ( Randomly chosen positive real  number (used 

as private key )) 

8. :  Calculate  PXC2= (PY)(AR)(SPAY)mod P, where  PY is the public crypto-key 

9. :  Calculate  PX’(PX1’, PX2’  )=PX (PX1, PX2) -  PXC (PXC1, PXC2), 

10. : Assuming the new crypto-protected account balance of the USERQ is QX, 

11. : Arbitrarily produce a highly unlikely unpredictable random number, AR’, 
  If  (AR’’ is greater than ( PZ* -1 ) ),  then, PX = AR’’ and QX = ( PZ* -1 ), where “PZ*“ is a small prime but large enough 

to challenge resource constrained IoT network devices 
  else, PX = ( PZ* -1 ) and QX= AR’' 

12. : Calculate SPAY=  [ PX % QX ], 

13. :   If (SPAY==0), Jump to (14), else, PX=QX, QX= SPAY and then,  Jump to (12). 

14. :  If (QX == 1), then assign AR= AR’’ , Jump to (15), else, Jump to (11), 

15.   

: 

Calculate QXC1= ( GZP* )  AR modulo ( QZ*), where GZP*  defines the cyclic generator 

 

  16. 
  

: 

Estimate QY= ( GZP* )( QRANDOM) mod QZ*, Where  QRANDOM  denotes  RP+ve (Randomly chosen positive real number(used 

as private key )) 

17. 
18. 
19. 

: 
: 
: 

Calculate  QXC2= (QY)(AR)(SPAY)mod QZ*, where QY  is the public crypto-key 
Calculate  QX’(QX1’, QX2’  )=QX (QX1, QX2) -  QXC ( QXC1, QXC2), 

Final consistent Account transaction results are reflected as New PX and QX respectively. 
                     Return (Px, Qx);                                  } // End of function 

The transaction update in the maintained ledger is multicasted to the other blockchain consensus participating 

nodes in IoT network. This maintains an updated record at every mining node to maintain consistency and data 

integrity. Section 3 ahead defines the Rubik’s cube based crypto-system on the basis of which the secret parameters 

are passed on among IoT network peers to generate (private key XPRIVATE , public key YPUBLIC) key pair for creating a 

secure communication mechanism and to authenticate the peers among each other in an IoT-Blockchain 

environment. Initiating a secure secret session key generation depends on the synchronized working of blockchain 

consensus algorithm with the IoT run-time environment. Rubik’s cube based cryptosystem, RCCCRYPT provides the 

secure communication mechanism using secure image encryption mechanism with private and public key pairs. The 

proposed RCC-Block-MASSK model exploits the complex security provided by the cube randomness as discussed 

ahead. 

3 THE RCC-BLOCK-MASSK MODEL (PHASE 2): PROPOSED RUBIK’S CUBE BASED 
CRYPTOSYSTEM FOR SECURE PARAMETER EXCHANGE 

Rubik's cube was invented by  EΤnő Rubik in 1974 [66]. It is a classic 3x3x3 cube with 6 fixed centeΤ face pieces while the side and 

corner pieces are allowed to move freely. This is an old puzzle where each face of the cube is of different colours and when 

scrambled, there are certain moves possible to bring back the cube to its original form order. The scrambled form can have 

multiple combinations and permutations of scrambling and coming back to the original structure by algorithmic reordering 

respectively.  

 

Figure 2.1. Correct Order of a Classic 3x3x3 

Rubik’s Cube Figure 2.2. A Scrambled Rubik’s Cube after 
certain rotation Operation (s) 

 

Figure 2.3. A 3-Dimension to 2-Dimension 

conversion of Rubik’s Cube. (This concept is 
used to convert cube data in 3-D to 2-D for 

Cipher image generation 

 

The number of possible permutations and combinatorics is so high that its predictability is highly random and 

difficult to predict by mere guessing. Although there are multiple algorithmic solutions available to the Rubik’s 
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puzzle [67,68] which can solve it within a limited time interval, We use the idea of Rubik’s cube to extend it further 
up to NxNxN ordered cube where ۔Nە is sufficiently large to avoid any brute force[69] and other generic 
predictability based attacks[70]. The value of ۔Nە is not that large that it can not be handled by the small computation 
powered IoT edge device(s). This proposed encryption- decryption cryptosystem is designed keeping in mind the 

resource scarcity and computation limitation of IoT edge devices. The high randomness of the NxNxN increases the 

chances of being secured against multiple network attacks that are possible during a data packet transmission and it 

decreases the chances of (private key, public key) being compromised by the attacker. The original structure, 

scrambled structure and 3-D to 2-D conversion of cube structure are shown in Figure 2.1,Figure 2.2 and Figure 2.3  

respectively.A classic 3-ordered Rubik’s cube was originally believed to possess nearly 3 billion combinations, which 
were corrected and found to be even higher in number, depending on from which piece of the cube the counting 

initiation is exhibited. There are 40,320 possible outcomes of spatially arranging the corner eight pieces of a  Rubik’s 
cube. Edges of the cube can be differently ordered in half of 12! ways, which is 239,500,800 possible scrambling 

arrangement outcomes. Corner pieces have 3
7 

 possible permutations. Of the twelve edges, eleven edges can be 

individually rotated to multiple directions whereas the twelfth one is mutually dependent on the previous eleven 

edge rotations, giving 2
11

 number of possible arrangements. So, in total there are, 

                                                                 211
x 3

7 
x 8! x 12!/2= 43252003274489856000,  

which is 43 Quintillion ways of possible arrangements. For an NxNxN oΤdeΤ Τubik’s cube, the numbeΤ of aΤΤangements is given in 
Eq(1),  

  
                                   ……………Eq (1) 
 
 
 
 
 

Clearly, there are so many combinations for just a small value of ۔Nە which induces the required unpredictability 
factor among the secrecy mechanism of resource constrained IoT edge devices. Using our proposed Rubik’s cube 
cryptosystem, the network nodes in an IoT network can share secret parameters securely while avoiding passive 

snooping[71] or network sniffing[72] attacks. Our model provides two possible ways of mutual authentication among 

network peers and gateways, First, by using the encryption-decryption key pair of the proposed Rubik’s cube based 
cryptosystem, and, Second, by using the Secret Session key, which is generated using the mechanism discussed in of 

proposed RCC-Block-MASSK model (phase 3) in section 3. Following is the pseudocode for generating encryption-

decryption key pair for N-order Rubik’s cube based crypto-system: 

3.1 The Algorithm for N-Order Rubik’s Cube based encryption/decryption key pair generation 
algorithm is given below: 

Algorithm: RCC-Rubik’s Cube CΤypto-system 
Output of RCCmodule:  Private and Public key pair(s) for secure parameter exchange among network peers IoT. 
Initial Setup: Suppose two IoT network nodes, 1PNODE/MINER  and 2PNODE/MINER need to share sensitive information between each 
other, then, 1PNODE/MINER  chooses a randomly picked positive integer ۢRP+VEۢ such that  RP+VE >=3 (going for higher order for 
security reasons) , and conveΤt it into the stΤeam of binaΤy bits. Each block of Rubik’s cube stoΤes 1 byte of data, i.e, 8-bits. By 
Default, the initial cube dimension is ۢ3x3x3ۣ. Open the 3-oΤdeΤ Τubik’s cube into a 2-Dimensional plane as shown in Figure 2.3. 
Choose arbitrarily a starting point and start filling the bits in an ascending sequence. Fill the necessary empty blocks with dummy 
zeroes (0’s).  

 Scramble the cube into a jumbled order using Scramble_Cube( ) function defined in section 3.3. and append the ۢstaΤting 
point of filling bits of randomly chosen number [RP+VE]ۢ at the end of the scrambled cube in the dummy block section. 
Valid IoT devices are allotted the de-scrambling process algorithm by the control room/Base station. 

 Send the scrambled cube with the appended starting point to the receiving  2PNODE/MINER. The receiving node  
2PNODE/MINER , de-scrambles the cube and reads the randomly chosen  RP+VE, and sends the receiving 
acknowledgement(Ack). Now, both of the sending and receiving nodes have a common number ۢ RP+VEۣ. From this point 
onwards, each of the nodes share secret parameters in the form of a  "RP+VE -OΤdeΤ Cubeۣ. 

Note: Till now, Actual data is not sent among sending and receiving nodes, 1PNODE/MINER  and 2PNODE/MINER . The two 

nodes have secretly shared the randomly chosen ۔Orderە of the cube, both parties will be using it from this point of 
time to share the data which will be encrypted and decrypted. It is necessary in order to induce confusion among 

attackers passively listening to the data transmission. 

3.1.1 Encryption Phase: 

Step 1. Create a  RP+VE -Ordered cube and enter a newly arbitrarily selected number ۢAXۣ, in the form of bits just like we did in the 

initial setup phase of 3.1. Add padding zeros in the cube and append the bits-filling starting point at the end of the cube. 
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Step 2. Call function  Scramble_Cube( ), which returns the cube in scrambled form.  Convert the 3-Dimensional cube 

into a 2-Dimensional plane of bit sequences as in Figure 2.3. Call this cube as  1st_RPCUBE. Take a snapshot of the 2-D 

plane according to the blockchain synchronized global clock defined in section 2 of this paper. This snapshot/image, 

 SnapS1 '' acts as the encryption image for the data to be sent to the node  2PNODE/MINER. Scrambling algorithm already۔

has a list of pre-defined valid block arrangements for any N-ordered cube that can be descrambled out of multiple 

combinations possible. 

Step 3. Take the data to be sent, convert it into a stream of bits and fill the newly created RP+VE -Ordered cube, name 

it 2nd_RPCUBE with the data bits. Keep at least 1/5th of the total blocks to be ۔Dummy Blocksە in an  RP+VE -Ordered 

cube for security reasons.  

Step 4. Take the 2nd_RPCUBE, which holds the data to be sent, call Scramble_Cube( ), which returns the scrambled data 

in the form of a cube, convert this cube from 3-Dimension to an open 2-Dimensional plane, do the same as in Step 2. 

Take the snapshot of this 2-D plane, name it as ۔SnapS2۔ 

Step 5. Use the encryption image,  SnapS1  and diffuse it with the data image SnapS2. By utilizing the Chaos theory, 

we defined chaotic maps for diffusion on encryption key image with the  data-image are described by equations Eq(2) 

and Eq(3) :      

                                Z i+1 = cos  [ (ͱ (2CPͤ * Z i + 4(1 − CPͤ ) Z i (1 − Z i ) + ͣeta)) ], Z i < (1/2) ……………………….................EΣ(2) 

                          Z i+1 = cos [ (ͱ (2 CPͤ (1 − Z i ) + 4(1 − CPͤ )Z i (1 − Z i ) + ͣeta)) ], Z i  > (1/2)..................................................Eq(3) 

Where ͖eγa iβ γhe βγandard encrypγion diffuβion γhreβhold parameγer uβed for adjuβγing diffuβion deviaγion, CP͗ ∈ [0, 1] iβ 
the controlling parameter. Generate the Cipher Image, IMGCIPHER, using following row and column diffusion rule for 

every pixel in the 2-Dimensional Image, 

For Rows pixel diffusion, as depicted in Eq(4), Eq(5), Eq(6) and Eq(7), Create Pixel matrix IMGCIPHER  ( u,v ), where, ڨuک 

denotes row number and ڨvک denotes column number,  

IMGCIPHER (u,1)=mod(SnapS1(u,1)+SnapS2(i, RP+VE)+SnapS1 (u, RP+VE −1)+SnapS2*(u,RP+VE −2)+flooΤ (Row1 (u, 1)× 214),AX),v=1]          
Eq(4) 

IMGCIPHER (u,2)= mod(SnapS1 (u, 2)+ IMGCIPHER (u,1)+ SnapS1 (u, RP+VE −1)+ SnapS2*(u,RP+VE −1)+ flooΤ (Row1 (u, 2)×214) , 
AX),v=2]                                                                                                                                                   Eq(5) 

IMGCIPHER  (u,3)= mod( SnapS1 (u, 3) + IMGCIPHER (i, 2) + IMGCIPHER (u, 1) + SnapS2 *(u, RP+VE ) + floor (Row1 (u, 2) × 214 ), 
AX),v=3]                                                                                                                                                                        Eq(6) 

IMGCIPHER (u,v)=mod(SnapS1 (u, v) + IMGCIPHER(i, RP+VE -1) + IMGCIPHER (u, RP+VE − 2) +  IMGCIPHER *(u,  RP+VE − 3) ......IMGCIPHER 
*(u,  RP+VE − N)+ flooΤ (Row1 (u, 1× 214  ), AX), v = RP+VE -1  ]                                                                         Eq(7) 

 →For Columns pixel diffusionas depicted in Eq(8), Eq(9), Eq(10) and Eq(11), Create Pixel matrix IMGCIPHER’  ( u,v ), where, ۢuۣ 
denotes row number and ۢvۣ denotes column number,  

IMGCIPHER’(1,v)= mod (IMGCIPHER (1,v)+ IMGCIPHER (RP+VE -1,v)+IMGCIPHER(RP+VE − 2 
,v)+IMGCIPHER*(RP+VE−3,v)+floor(Row2(1,v)×214),AX),v=1]                                                                   

Eq (8)  

IMGCIPHER’(2,v)  = mod ( IMGCIPHER0 (2,v)+IMGCIPHER’( 1,v )+IMGCIPHER ( RP+VE−2,v )+ IMGCIPHER*(RP+VE − 3,v )+ floor 
(Row2(2,v)×214), AX),v=2]                                                                                             

Eq(9) 

IMGCIPHER’(3,v) =mod ( IMGCIPHER (3,v)+ IMGCIPHER’(2,v )+ IMGCIPHER’ (1,v)+ IMGCIPHER*( RP+VE −3,v )+ floor ( Row2(3,v )×214),  
AX),v =3] 
   Eq(10)   

IMGCIPHER’(u,v)=mod(IMGCIPHER (u, v)+IMGCIPHER’ ( u-1,v)+IMGCIPHER’ (u-2,v)+.......+IMGCIPHER’(u-2,v)+IMGCIPHER *( RP+VE −3,v)+ 
floor (Row2  (u, v) × 214 ), AX), v>=4]                                                                                                                                           Eq(11) 

Step 6. Send this Encrypted image to the recieving IoT network node,  2PNODE/MINER. This is the encryption process from 
encrypting the data and sending the obtained cipher-image to the other receiving node. 
3.1.2 Decryption Phase 

Inversing the diffusion process to retrieve the isolated Data and encryption Images in 2-D form, Reversing the conversion and 

obtaining 3-D cube from this 2-D cube. Later, after obtaining the 3-Dimensional cube with the data in scrambled form, Reverse the 
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scrambling process using the pre-defined, de-scrambling algorithms. De-scrambling the cube gives the data in the actual form 

which can be Τead easily using the staΤting point ۢAXۣ, which was defined eaΤlieΤ in step 1 of encΤyption phase of section 3.1.1. 
Step 1. :  Inverse the column and row diffusion steps on the Cipher Image,  IMGCIPHER’ as follows in Eq(12), Eq(13), Eq(14) and 

Eq(15) below: 

 

IMGCIPHER’(u,v)=mod ( IMGCIPHER(u,v)+IMGCIPHER’(u-1,v)+IMGCIPHER’ (u-2, v)+....+IMGCIPHER’ (u-2, v)+IMGCIPHER*(RP+VE    
−3,v)+flooΤ(Row2  (u, v) × 214 ), AX), v>=4  ]                                                                              

Eq(12) 

IMGCIPHER’( 3,v ) = mod ( IMGCIPHER (3,v )+ IMGCIPHER’(2,v)+ IMGCIPHER’ (1,v) + IMGCIPHER*(RP+VE − 3, v )+ flooΤ( Row2 (3, v)×214), 
AX ),v=3]                                                                                                                                                                    Eq(13) 

IMGCIPHER’(2,v)=mod ( IMGCIPHER (2,v)+IMGCIPHER’ (1,v )+IMGCIPHER (RP+VE −2,v)+IMGCIPHER*(RP+VE −3, v)+flooΤ(Row2 (2, v)×214), 
AX), v = 2  ]                                                                                                                                                                                     Eq(14) 

IMGCIPHER’(1,v)=mod ( IMGCIPHER(1,v)+IMGCIPHER(RP+VE-1,v)+IMGCIPHER(RP+VE−2,v)+ IMGCIPHER*(RP+VE−3,v)+ floor (Row2 
(1,v)×214), AX), v=1  ]                                                                                                                                                                   Eq(15) 

 
→Similarly, Inverse the diffusion for the Rows as well using Eq(16), Eq(17), Eq(18) and Eq(19) , 
 

IMGCIPHER(u,v)= mod(SnapS1(u, v)+ IMGCIPHER(i, RP+VE -1)+IMGCIPHER(u, RP+VE−2)+ IMGCIPHER*(u, RP+VE−3) 
............................IMGCIPHER*(u,  RP+VE − N)+ flooΤ (Row1 (u, 1 × 214  ), AX), v = RP+VE -1  ]                                                      Eq(16) 

IMGCIPHER (u,3)= mod( SnapS1 (u, 3)+ IMGCIPHER(i, 2)+ IMGCIPHER (u, 1)+ SnapS2*(u, RP+VE ) + floor (Row1 (u, 2) × 214 ), AX), v= 3 ]         
Eq(17) 

IMGCIPHER(u,2)=mod(SnapS1(u, 2)+ IMGCIPHER (u,1)+SnapS1 (u,RP+VE − 1)+SnapS2*(u, RP+VE −1)+flooΤ(Row1(u, 2)× 214 ) , AX), v=2 ]        
Eq(18) 

IMGCIPHER (u,1)=mod(SnapS1(u, 1)+SnapS2(i, RP+VE)+SnapS1(u,RP+VE −1)+SnapS2*(u,RP+VE −2)+flooΤ (Row1 (u, 1)× 214), AX),v=1]          
Eq(19) 

 

Step 2. :  Obtain the isolated pixel matrices as, encryption image, SnapS1 and data image  SnapS2 , Convert these images, 
which are in 2-Dimensional plane into their previous-3-Dimensional Cube forms. 

Step 3. :  De-scramble the cube using the de-scrambling algorithm and obtain the original cubes as, 1st_RPCUBE and  
2nd_RPCUBE. 

Step 4.  : Read the data from the  2nd_RPCUBE using the starting point, AX and re-order the data into a stream of bits. 

Step 5.  : Convert the stream of bits back to User(s) readable format. Send the acknowledgement to the cipher-Image  
( IMGCIPHER’) SendeΤ node ۢ1PNODE/MINERۣ.   

Step 6. : Terminate Peer/Node connection from one IoT edge device(1PNODE/MINER) with the receiving IoT edge 
device(2PNODE/MINER)  after successful completion of data transfer. 

NOTE: Scrambling and Descrambling algorithms are user-defined and purely depends on the programmer(s), so as which out of   
2

11
x 3

7 
x 8! x 12!/2= 43252003274489856000 combinations, the programmer selects certain block arrangements, which will be 

treated as valid and prepare its reversible order for the descrambling algorithm. 
 

4 THE RCC-BLOCK-MASSK MODEL (PHASE 3) : PROPOSED SECURE SESSION KEY 
GENERATION MECHANISM FOR IOT PEER(S) AND THEIR MUTUAL AUTHENTICATION 

In our proposed model, Internet of things's integration with smart heterogeneous technologies and its network driving 

dependencies over blockchain not only reduces the risk of single point of failure but also increases the security strength and 

understanding among IoT netwoΤk nodes/peeΤs to mutually authenticate each otheΤ. In ouΤ ۢRCC-Block_MASSK modelۣ, 
Blockchain(consensus algoΤithm) can be executed oveΤ the ۢΤesouΤce-capableۣ devices like the heavieΤ gateways(GWNODE), servers 

and the intermediate cluster handling workstation(s). Parameters can be passed from one peer-2-peeΤ secuΤely using the Rubik’s 
cube based crypto-system but the IoT network can also have certain devices with minimal resources and computation power. It 

becomes really difficult to  execute even the proposed light-weight cryptosystem in section 2 of this paper. Edge devices  such as 

basic sensing devices or the radio-frequency operable RFID tags, motion or heat sensors etc. Such edge layer devices are found to 

be consuming heavy battery power leaving no room for crypt-system based ۢauthentication techniΣues'' [73,73,75] to woΤk on 
such low levelled devices, which were feasible on the comparatively heavier nodes like Arduino UNO[76], Raspberry Pie 4 or 

Higher[77] and Nvidia Jetson Xavier/Nano boards[78]. No matter how lightweight a crypto-system is, there are always certain 

issues on their practical real time im-plementation on such low levelled edge devices. Authentication is a necessary condition for 
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data privacy because after successfully authenticating the devices in a netwoΤk, then only the ۢAuthoΤization, access and Data 
Τightsۣ can be assigned to these netwoΤk nodes. So, cleaΤly theΤe is a need foΤ authenticating the devices[79]  in oΤdeΤ to create 

ۢTΤustۣ factoΤ among IoT network peers before they can actually send the data back and forth. To do so, we propose a lightweight 

session key generation[section 4] and key management  framework for low level IoT edge devices, which is already incorporated 

in our RCC-Block_MASSK model as the (Phase 4) [section 5]. Figure 3 shows the major steps and process flow of IoT device 

authentication among low levelled edge devices.  
 

 

Figure 3.  Major Process Flow steps of IoT device authentication among low levelled edge devices 

The edge device, IoTEDGE, initially sends the request for its registration to the administrative control tower, CTAdmin 

. The control tower(CTAdmin) verifies and accepts the registration request, executes the process and loads the 

credentials back to the device, IoTEDGE.  GWNODE  also needs to send a registration request to the administrative 

control room/tower/station,  CTAdmin and in similar fashion, the request is verified and the credentials are sent to the 

respective requesting node using secure RCC-Rubik’s cube cryptosystem. With gateways, it is possible to use 

cryptosystems but for low level devices, the authentication mechanism is quite different. The IoT Edge devices are 

called the data aggregators which collect continuous data periodically and send this data to the data storing servers 

using the intermediate, data passing gateways. For this to work,  IoTEDGE establishes a secure communication session 

after mutually authenticating each other using a secure session key(meant for low levelled edge devices) with the  

GWNODE. If the mutual authentication is authentic and valid, the secure session is established successfully and data 

can be transferred from peer-to-peer(s) or peer-to-gateway(s). Further, the data is collected from all the gateway 

nodes,  GWNODE1, GWNODE2, GWNODE3.......GWNODEN and stored at a backup server. Blockchain on their hand parallelly 

synchronizes as per the global clock to deliver on-time services and updated transactions in the ledger. The Secure 

Session Key generation process is complex and it is time saving if the pre-generated session keys are recycled and 

stored at the server end. We utilize the Rubik’s cube mechanism again to store the session keys in a N-Order cube at 

the server that keeps the session keys in the scrambled form, safe-guarding it from the possible data theft and SQL-

injection[80] attacks. Rubik’s Cube  logic based session key randomizer (RCRKEY) is discussed in section 4. Blockchain 

has the property of immutability that ensures that no contents of the blocks can be tempered by any means by the 

attacker(s). This property ensures the guarantee and security needed to store the credentials in the blockchain 
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alongwith the transactional records. Whether there are credentials or data, everything is verified using the POLWSCT 

consensus algorithm before adding any of it to the Blockchain’s blocks. Following setup and steps illustrate the 
secure session key generation and key management process: 

4.1 Initialization and Environment setup: 

The command control,  CTAdmin selects all the necessary parameters as follows: 

Initializing setup:  

Step 1.  :  CTAdmin Randomly chooses a numbeΤ ۢRP+VEۣ , converts it into binary form and stores it into the RP+VE -Order Cube, 
calls the scrambling algorithm, Prime_Scramble_Cube( ) and reads the bits again. Prime_Scramble_Cube( ) function 

scrambles the bits in such a way that only a prime number is generated after scrambling. This alters the bits 
orientation and if we read it now, it will result in a new prime number, new_ RP+VE. For example, if bits were, 

ۢ00100101ۣ in binaΤy, which means ۢ37ۣ decimal system, then afteΤ calling function, Prime_Scramble_Cube( ), say, we 
Τeceive ۢ10000011ۣ, which coΤΤesponds to ۢ131ۣ, then the newly Τandomly picked pΤime numbeΤ will be ۢ131ۣ, in 
decimal system. It is to be noted here that the cube mechanism is being used as a bit-shuffler and not for crypto-
graphic key generation.  Here, RP+VE  ∈ Z Σ+ = { 1, 2, ... N }.  RP+VE  is a small prime but sufficiently large number.  

Step 2. :  The  CTAdmin  selects a lesser interference and collision based hashing algorithm, h( ), such that h( ) ∈ SHA-128 bit 
length algorithm. 

Step 3.  : The  CTAdmin creates a small private key, SPKEY for low levelled edge devices such that, the respective public key, 
PKKEY =  SPKEY *new_ RP+VE* PRGENERATOR , where PRGENERATOR  is the ambiguity generator used to mix the secret 

parameters. CTAdmin  stores  ۢSPKEY * new_ RP+VEۣ  as its private key,  and broadcasts publicly Vector, V = [ PKKEY , h( ) 
]  is shared pubicly over a wireless network and even if the attacker captures the vector, it would not be able to figure 

out the parameters on the basis of which the public key was computed, which are  SPKEY , new_ RP+VE  and 
PRGENERATOR. 

4.2 IoT Network Component(s) Registration Procedure 

4.2.1  This process is exhibited at the administrative control tower/station  CTAdmin  in order to register the server station, SSERVER 

storing the data and session keys, gateway(s)  GWNODEN , even the edge devices,  IoTEDGE. Figure 4. Describes the parameter 

exchange among  CTAdmin  and SSERVER, 
 

Figure 4. Parameter exchange among Administrative Control Tower/Station, CTAdmin  and Server Station, SSERVER 

 

Step 1.  CTAdmin Selects IDSERVER  and TREG for the server station, where  IDSERVER is the distinctive singular 

identification assigned number whereas  ۔TREGک is the instantaneous time at which the server station got registered by 

the CTAdmin .  

Step 2.   CTAdmin produces arbitrarily a nonce as ۔RSSە ∈ Z q*  and also create the alternate RREG-SS =  (RSS ).( 

PRGENERATOR  ) for the SSERVER-Server station. Let ID for Control Tower/Station be ۔ID-CTAdminە . For authentication and 

verification purposes, CTAdmin  constitutes the digitally verifiable certificate for SSERVER, namely, Digi-Cert-SSERVER =  RSS 

+ h( IDSERVER || ID-CTAdmin || RREG-SS || PKKEY )*(SPKEY )(modulo [ new_ RP+VE ] ). 
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Step 3.  On receiving the credentials generated after successful registration process from  CTAdmin, the  SSERVER  

secretly creates its individual private key, Server_Station_Pkey, (SSPKEY), such that SSPKEY ∈ (Zq*) . Its respective key 

for public use by other IoT edge devices for cipher-packet decryption purposes is computed as, Public- 

Server_Station_key,  (PSSKEY )= SSPKEY * PRGENERATOR. After the keys are computed successfully, the registration 

affiliated credentials {IDSERVER ,Digi-Cert-SSERVER ,  ID-CTAdmin , [ SSPKEY, PSSKEY  ] } are sent and stored in the memory of 

the SSERVER.  

 

4.2.2 Low Levelled IoT Edge Device Registration Phase 

Before deploying the edge devices to the physical surrounding for data gathering or analysis purposes, these IoT edge devices are 

registered at the  CTAdmin  using following: 
 

Step 1.  CTAdmin  generates the distinct and unique ID-IoTEDGE(i)  for every ith low levelled resource constrained IoT 

edge device(s) trying to register at a particular point of time. It further computes the  pseudo-ID as PIDEDGE(i) = h( ID-

IoTEDGE(i) || SPKEY || TREG-EDGE(i) ) and arbitrarily ID as AID-EDGE(i) , for each ith edge device being registered at time TREG-

EDGE(i) . 

Step 2.  CTAdmin  produces a small private key as SPIoT-EDGE(i) and the required key for public distribution is 

calculated as, PKIoT-EDGE(i) =  SPKEY * PRGENERATOR , and distribute this public key across the networking cluster by 

directed multicasting or broadcasting. 

Step 3.    CTAdmin  feeds the secure parameters created in steps 1 and 2 as vectors, V1= { AID-EDGE(i) , PIDEDGE(i) }, 

V2={SPIoT-EDGE(i) , PKIoT-EDGE(i)}. Send these vectors to the assigned cluster head(s) for monitoring and record updation 

purposes. Figure 4 shows the parameter and vector exchange among  CTAdmin  and  IoTEDGE components of an IoT 

network. 

4.2.3 Gateway Node(s) and Dynamic IoT (Dyn-IoTEDGE) device Registration Phase 

In order to assign service(s) and cluster managing responsibilities to the respective gateway(s) GWNODE_N for the Nth cluster in an 

IoT network, 

Step 1.  CTAdmin Selects gateway unique ID,  GW-IDNODE_N  and TGW-REG , where  GW-IDNODE_N is the distinctive 

singular identification assigned number whereas  ۔TGW-REGک is the instantaneous time at which the gateway node got 

registered by the CTAdmin . For dynamic edge nodes which are motion capable while staying connected with the 

cluster wirelessly,  CTAdmin generates Dyn-IDIoT-EDGE and its corresponding timestamp, TREG-DYN . CTAdmin generates the 

pseudo-ID for gateway(s),  as GW-IDPSEUDO  = h( GW-IDNODE_N || SPKEY ||TGW-REG), and for Dynamic IoT edge nodes as , 

Dyn-IDPSEUDO= h( Dyn-IDIoT-EDGE|| SPKEY || TREG-DYN ). Here, ڨSPKEYە is the small sized private key generated by the 
administrative control tower/station in Step 3 of section 4.1. earlier.  CTAdmin  also picks randomly the temporary IDs 

for gateways and dynamic nodes as, TG-ID and Tdyn-ID  respectively. 

 

Step 2. (i)  CTAdmin produces arbitrarily a nonce for gateway node as ۔GWRSSە ∈ Z q*  and also create the alternate 

GWRREG-SS =  ( GWRSS ).( PRGENERATOR  ) for the secure communication of the gateway nodes. For authentication and 

verification purposes, CTAdmin  constitutes the digitally verifiable certificate for GWNODE_N, namely, Digi-Cert- 

GWNODE_N =  GWRSS + h(  GW-IDNODE_N  || ID-CTAdmin || GWRREG-SS || PKKEY )*(SPKEY )(modulo [ new_ RP+VE ] ) , where,  

PKKEY ,  SPKEY  and  new_ RP+VE are already defined in section 4.1.  
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Figure 5. Parameter exchange among Administrative Control Tower/Station CTAdmin , IoTEDGE  devices and GWNODE_N  

Step 2. (ii) Similar process is repeated for Low levelled IoT edge devices and  respective IDs and private public 

keys  are generated as,  CTAdmin produces arbitrarily a nonce for the dynamically motion capable Low levelled edge 

node as ۔Dyn-RSSە ∈ Z q*  and also create the alternate DynRREG-SS =  ( Dyn-RSS ).( PRGENERATOR  ) for the secure 

communication of the resource constrained edge nodes. For Mutual-Authentication and verification purposes, 

CTAdmin produces a  uniquely identifiable digital certificate, for Dyn-IoTEDGE, namely, Digi-Cert- Dyn-IoTEDGE =  Dyn-RSS 

+ h(  Dyn-IDIoT-EDGE  || ID-CTAdmin || DynRREG-SS || PKKEY )*(SPKEY )(modulo [ new_ RP+VE ] ) , where,  PKKEY ,  SPKEY  and  

new_ RP+VE are already defined in section 4.1.  

Step 3. (i) On receiving the credentials generated after successful registration process from  CTAdmin, the  

GWNODE_N  secretly creates its individual private key, GW_Pkey, (GWSPKEY), such that GWSPKEY ∈ (Zq*) . Also for public 

key use by other IoT edge devices and other communicating gateways,  for cipher-packet decryption purposes, 

corresponding public key is computed as, Public-GWkey,  (PubGWKEY )= GWSPKEY * PRGENERATOR. After the keys are 

computed successfully, the registration affiliated credentials { GW-IDNODE_N ,Digi-Cert- GWNODE_N ,  ID-CTAdmin , [ 

GWSPKEY, PubGWKEY  ] } are sent and stored in the memory of the GWNODE_N. Similarly, for dynamic IoT edge devices 

with low level resources, encryption and decryption key pair is generated through  CTAdmin as well.  

Step 3. (ii) CTAdmin  sends the necessary parameters to the Dynamic device(s), Dyn-IoTEDGE  and on receiving the 

credentials,   Dyn-IoTEDGE  produces a private key, Dyn-PKEY   ∈ (Zq*). Dyn-IoTEDGE device uses this private key for 

encrypting the data to be sent during information exchange. Also, for decrypting the data from the the cipher packet, 

Dyn-IoTEDGE  generates public key, Pub-Dyn-IoTEDGE = Dyn-PKEY  * PRGENERATOR. After the keys are computed 

successfully, the registration affiliated credentials {  Dyn-IDIoT-EDGE, Digi-Cert- Dyn-IoTEDGE ,  ID-CTAdmin , [ Dyn-PKEY, 

Pub-Dyn-IoTEDGE  ] } are sent and stored in the memory of the Dyn-IoTEDGE. Figure 6 shows the parameter exchange 

among the Control Tower, Dynamic low levelled devices and the gateway cluster head. 

4.2.4 Secret Session Key Generation and Mutual Authentication: For All Peer(s), Gateway(s) and other Components of IoT 

Network 

The steps for mutual authentication and secret session key generation among communicating and data transferring components as 

ahead: 

Step 1. There are broadly two variants of edge devices that operate at the edge layer which are responsible for 

data collection and transmission, Dynamic plus resource constrained Dyn-IoTEDGE  and the other are simple IoTEDGE(i)  

devices. Any device, operating at the edge layer creates an arbitrarily chosen number, aEDGE(i)  ∈ (Zq*) and a needed 

timestamp, TSEDGE1 for global clock synchronization. Then it calculates for every ith node, 
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a. For Simple Gateway/Edge Device : AEDGE(i) =h (aEDGE(i) || TG-ID || GW-IDPSEUDO || GWSPKEY ||TSEDGE1), 

b. For Dynamic device : AEDGE(i)=h ( aEDGE(i) || Tdyn-ID || Dyn-IDPSEUDO || Dyn-PKEY  || TSEDGE1), 

 

It further computes the digital signature over aEDGE(i) as, 

c. For Simple Gateway/Edge Device: :  SigEDGE(i) =h( aEDGE(i) || TG-ID || GW-IDPSEUDO || GWSPKEY|| TSEDGE1) + h( PKIoT-EDGE(i) || 
PubGWKEY || PSSKEY || TSEDGE1)*(GWSPKEY ) (mod ( new_ RP+VE )). 

d. For Dynamic device:  : SigEDGE(i) =h( aEDGE(i) ||  Tdyn-IDEDGE || Dyn-IDPSEUDO || Dyn-PKEY || TSEDGE1) + h( Pub-
Dyn-IoTEDGE  or PKIoT-EDGE(i) || PubGWKEY || PSSKEY || TSEDGE1)*(Dyn-PKEY ) (mod (new_ 

RP+VE )) 

Note:  PubGWKEY  is utilized in both the equations because, no matter what the device is, it has to communicate 

with its assigned cluster head( Gateway node).  

After computing the necessary parameters, IoTEDGE(i)  / Dyn-IoTEDGE ,  sends the message,  

 

M1  =  { Tdyn-IDEDGE  or TG-ID , AEDGE(i) , SigEDGE(i) , TSEDGE1  }, to the intermediate GWNODE_N(i) ,  through a public channel. 

 

Step 2. After receiving the vector, Message, M1 , at a time  TSEDGE2 , and verifies the time difference as, | TSEDGE1 - 

TSEDGE2   | < ΔTSEDGE. If a valid time difference is evaluated, then, verification of digital signature is done as,  

 

(SigEDGE(i) 

).(PRGENERATOR) 
=  AEDGE(i) + h(Pub-Dyn-IoTEDGE  or PKIoT-EDGE(i) || PubGWKEY || PSSKEY || TSEDGE1). (Pub-Dyn-IoTEDGE ) 

 

If it evaluates as valid, then GWNODE_N  creates  an instantaneous time-stamp, TSGW1 and an arbitrarily chosen 

number, aGW  such that  aGW ∈ (Zq*) and computes, 

 

  AGW  =   h (aGW  || AID-EDGE(i)  ||  GW-IDPSEUDO ||  SPIoT-EDGE(i)  ||  TSGW1 ).(PRGENERATOR),  

 

Further,  GWNODE_N  computes mutual authentication parameter between gateway and IoT network node, MA(EDGE, 

GW) , as, 

From Edge device to Gateway/Dyn-IoTEdge, 

  MA(EDGE, GW)   =   h ( aGW || TG-ID || GW-IDPSEUDO  ||GWSPKEY  ||  TSGW1).( AEDGE(i) )  

 Also Secret Session Key, as SSKKEY  , 

 SSKKEY (EDGE, GW)   =  h (MA(EDGE, GW)   || SigEDGE(i) || TSEDGE1   || TSGW1) , 

 

Thereafter, the gateway node GWNODE_N and intermediate resource capable device, IoTEDGE  formulate the digital-

signature on parameter aGW and SSKKEY (EDGE, GW) as, 

 

For Simple Gateway/Edge Device: 

 SigGW1 =  = h( aGW ||  TG-ID || GW-IDPSEUDO  ||GWSPKEY  ||  TSGW1) + h(SSKKEY (EDGE, GW) ||  Pub-Dyn-IoTEDGE  or PKIoT-

EDGE(i)  or  PubGWKEY || PSSKEY  || TSGW1)* (SPIoT-EDGE(i) )(mod (new_ RP+VE )) 

 

For Dynamic device: 

SigGW1  = = h( aGW ||  Tdyn-IDEDGE || Dyn-IDPSEUDO || Dyn-PKEY || TSGW1)+ h(SSKKEY (EDGE, GW) ||  Pub-Dyn-IoTEDGE  or PKIoT-

EDGE(i)  || PSSKEY || TSGW1)* (Dyn-PKEY)(mod (new_ RP+VE )) 

 

Gateway node, GWNODE_N computes a newer arbitrary ID for IoTEDGE as ۔new-TIDEDGEە, and further computes the 
parameter,   

  new-TID*EDGE =  new-TIDEDGE ⊕ h( Tdyn-IDEDGE  || SSKKEY (EDGE, GW) || SigGW1  || TSGW1 ) , 
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GWNODE_N  transmits the newer message, M2= { new-TID*EDGE, AGW, SigGW1, TSGW1 } through the public channel to IoTEDGE . 

 

Figure 6. Key Generation and Parameter exchange among  CTAdmin ,  GWNODE_N  and  Dyn-IoTEDGE 

 

Step 3. On receiving the message,  M2  at time  TSGW2 , check whether the time difference is within the threshold 

limit, | TSGW2 -TSGW1 | < ΔTSGW. If it is successfully validated, then IoTEDGE  computes the mutual authentication 

parameter, MA(EDGE, GW) , as, 

From Gateway/Dyn-IoTEdge  to Edge device , 

MA(GW, EDGE)  = h (aEDGE(i) || Tdyn-ID || Dyn-IDPSEUDO || Dyn-PKEY  || TSEDGE1).(AGW) 

 

And the secret session key is computed as,  

SSKKEY (GW, EDGE) =  h ( MA(GW, EDGE) || SigEDGE(i) ||  TSEDGE1 || TSGW1 ), 

When the Secret Session Key is successfully generated, for a communicating pair of IoT network components, the 

digital signature verification is also necessary as,  

 

 (SigGW1).(PRGENERATOR) = AGW  + h( SSKKEY (EDGE, GW) || Pub-Dyn-IoTEDGE  or PKIoT-EDGE(i) || PSSKEY || 
TSGW1 )* PubGWKEY . 

 

If the verification of the digital signature is successful, then the IoTEDGE extracts  new-TID*EDGE   from the received 

messages as,  



 

 
ACM Trans. Internet Things 

 new-TIDEDGE  =  new-TID*EDGE ⊕ h( Tdyn-IDEDGE  || SSKKEY (EDGE, GW) || SigGW1  || TSGW1 ) 

 

 

Figure 7. The Secret Session Key generation and Mutual Authentication for all Peer(s), Gateway(s) and other components of IoT 

Network (GWNODE_N , IoTEDGE , Dyn-IoTEDGE ) 

 

Ultimately, the IoTEDGE device updates the  { Tdyn-ID or TG-ID } to new-TIDEDGE   in the stored record in the device 

memory and the trust among each of the networking devices is developed after successful completion of Mutual 

Authentication. At Last, after all such steps are completed for every (u, v) peer pair of IoT networking devices, which 

intent to interact with each other or exchange the data between each other are able share data with each other using 

the common shared Secret Session Key SSKKEY as per the proposed authentication mechanism. Session Key 
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generation and authentication are inter-related process which depend on one another for any two parties to share 

data securely. SSKKEY is generated at the end of authentication and parameter passing based on digital signature 

verification. Figure 7 illustrates the secret session key generation and mutual authentication for all peer(s), gateway(s) 

and other components of IoT Network. The proposed RCC-Block_MASSK model is a three phase model, 4
th

 phase is 

optional and storage oriented. First phase is where the system setup and initialization mode initiates the blockchain 

mechanism based on ۔zvmaە token transaction system and POLWSCT consensus algorithm. 2
nd

 phase establishes the 

proposed Rubik’s cube based novel cryptosystem for higher security transmission of data among network peers. 3rd
 

phase of the proposed model establishes the session key generation and mutual authentication mechanism for every 

possible device pair of an IoT network to develop a sense of ۔Trustە among each device. This helps in developing 
trust in order to share data. Our final phase of the model, 4

th
 phase(optional because it depends on user to use it on 

the server or not) is the RCRKEY session key store hub and randomizer to avoid the storage oriented attacks like, SQL-

injection attacks[81], Information retrieval attacks[82,83], data duplicacy[84], data corruption[85], DOS and DDOS 

attacks[86][87] etc. Section 5 ahead discusses the algorithm of session key randomizer to avoid storage and guessing 

affiliated attacks. 

5 RCC-BLOCK-MASSK MODEL (PHASE 4): SESSION KEY RANDOMIZER ( RCRKEY ) 

The session keys created in the phase 3 of the RCC-Block_MASSK model consume battery life and computation overhead on the 

network nodes. This battery loss cannot be restored on the same device which is already deployed at the data collecting site. The 

problem of rapid battery power drainage arises when the same device needs to generate another newer session key, SSKKEY , every 

single time it needs to authenticate or transmit the data.  To solve this problem in our proposed model, we introduce a session key 

recycler, which stores the pre-generated session keys along with their unique digital signatures at the server station, SSERVER . 

RCRKEY technique reduces time to create and alot a new session key to the requesting peer-pair (u,v) by allocating the already 

available session key stored in the key pool at the server, rather than creating a new one for the pair. Pre-created session keys can 

only be allotted to the requesting (u,v) peer pair, if there are some available session keys in the key pool stored at the server. In 

order to avoid SQL-injection, DOS-session keys and other information retrieval attacks, these session keys are stored in the 

scrambled form at the server. This ensures that the attacker is not able to directly read the session keys. RCRKEY is a session key 

storing technique which breaks down the keys into pieces and scrambles it across a Nth-Order cube which also involves dummy 

cubes as well for generating the confusion factor CF. Confusion factor, CF  is required to be high in order to evade Brute force 

attacks and key guessing attacks. Following is the pseudocode and diagramatic explaination in Figure 8 for how scrambling the 

stored keys at the server occurs: 
 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 8. Session key Randomizer, RCRKEY for secure session key storage and data protection 

 

 

 

 

 



 

 
ACM Trans. Internet Things 

Algorithm: RCC-Block-MASSK Model (Phase 4): Session Key Randomizer (RCRKEY ) 

Output of RCRKEY : Efficient Recycling of pre-generated  session keys and storage management 

Step 1.  : Arbitrarily select a small prime number, sP+VE , such that sP+VE <m wheΤe ۢmۣ is the numbeΤ of session keys 
generated and m<N where the N is the order of the key randomizer. 
 

Step 2. : Index each block in the storage cube at the server, SSERVER with a constant integeΤ staΤting fΤom ۢ1ۣ. 

Step 3.  : Create two cubes, C1 and C2  such that C1 is used to scramble the order of storing session keys, SSKKEY1, SSKKEY2, 
SSKKEY3 ........SSKKEY_N. C2 is used to finally store the converted bytes of the session keys and scramble them in the 
storage making it almost impossible for the attacker to retrieve the data without the de-scrambling algorithm stored 
at the CTAdmin. 

Step 4. :   For every SSKKEY , from i=1 to m, 
                       {    C1-Block [i]= SSKKEY[i]; 
                   Add a Dummy Block, C1-Dummy[After every i=i+7 session key, SSKKEY]   
                               Call Scramble_Cube( ){},         function after every entry of a session key, which increases its  
         unpredictability.} // End of For 

Step 5. : Transfer the contents of cube C1 to cube C2, using matrix copy mechanism. 

Step 6. : Scramble the cube finally at the server station, SSERVER one more time to produce the scrambled secure session key 
cube storage in C2. 

Step 7.  : Delete Cube C1, and send the acknowledgement, Ack to the device, that its session key is stored successfully at the 
server.                                           // End of RCRKEY algorithm 

Figure 8. describes the session key randomizer, RCRKEY for secure session key storage and data protection. Section 

6. ahead discusses the results obtained from the proposed model implementation and simulations from a security 

point of view. 

6 HARDWARE AND SOFTWARE REQUIREMENTS, RESULTS AND EXPERIMENTAL ANALYSIS 

This section 6 discusses the basic system requirements for various stages of Blockchain-IoT environment simulations and security 

analysis.  

6.1 Hardware and Software Requirements 

The experiment simulations and security verifications were done in two mode: 

1
st

 Mode, M1: With few nodes and network miners working in sync with the edge IoT devices, drawing minimum 

battery and computation overhead in static environment simulation only with the session key agreement mechanism 

( Without RCRKEY and RCC cryptosystem). 

2
nd

 Mode, M2: With maximum load possible in terms of number of blocks and IoT edge devices along with the 

RCC cryptosystem, session key agreement mechanism and RCRKEY server storage simulation. M2-Mode draws 

maximum load from the blockchain-IoT setup to study the behaviour of the proposed model at peak conditions. 

Hardware and Softwares required: A bare minimum workstation with Ryzen 9 processor with Turbo-

Overclocking available up to 4.7 to 5 Ghz, 64GB RAM( 3200MHz) with  sufficient storage required for SSERVER , SSD of 

minimum 2-TeraBytes with SATA support form block transmission to external workstation for extended intensive 

simulations. OS- Windows 10 or higher. GPU of minimum 8GB, Nvidia RTX 3050Ti or Higher, Preferably, Nvidia 

Jetson Xaviour with Nvidia RTX 3080 (8GB) in Linux Operating System environment. Contiki-Cooja Simulator and 

NS-3 simulator for IoT environment integration with the workstation blockchain mechanism. Two mobile phones for 

Dynamic IoT Node real-time simulation on small scale for practical results and scaling purposes. Same mobile devices 

were used in 2-factor authentication during the session key agreement mechanism for device authentication. 4 

Raspberry Pie(latest) with Raspbian (updated), 4 Arduino UNO, connecting cables and a wireless internet interface to 

provide wireless connectivity of internet. Each networking interface on the aforementioned devices having WiFI6 is 

preferable. Formal cryptographic security was analyzed using Proverif protocol verifier (section 6.3). NS-3 tool for 

cryptographic security verification of the proposed Rubik’s cube based crypto-system and MIRACLE tool for time 

complexity analysis. We utilized the ۔RIMEە mechanism for multicasting the ۔zvmaە-token based block/service 

transaction on the Blockchain-IoT network. The variables to calculate the energy quantum consumption in (Joules) 

were, AENERGY: Amount of energy, IA:Current, EVOLTAGE: Electrostatic Potential difference/Voltage and Bit-PT(Bit 

processing time) and E-time(execution time) as shown in Eq(20). 



 

 
ACM Trans. Internet Things 

                  Energy Consumed in quantums, ECQ = [(AENERGY)*( IA )*( EVOLTAGE)]/ (Bit-PT)*(E-time) …………… EΣ(20) 
 

6.2 Results and Experimental Analysis 

The motes used in simulation were dynamic edge device/drone replicating motes and sensor type motes that may sense heat, 

moisture, motion with a certain number of RFID tag motes(virtual) to provide a real heterogeneous IoT like environment. Each 

node in the B-IoT network was assigned a bare minimum system configuration of 2.5Kbps wireless transmission adapter (standard 

IEEE) with 16MHz microcontroller (20K volatile memory and 56k storage for edge data streaming to the gateway nodes). Wireless 

transmission distance for the simulation for dynamic and static motes in the process of deployment was set to 200 meters range. 

Bit-by-Bit energy consumption was estimated based on energy quantum ECQ. Graphs plotted and comparative analysis was done 

considering the average of the numerous values obtained from a sufficient number of parameter variation, keeping in account the 

standard deviation and time-consumption during POLWSCT consensus algorithm. These average values take into account the 

standard deviation factor and minimize the range of optimal energy consumption for a given number of nodes in the RCC-

Block_MASSK model. The experimental results and analysis of various algorithms proposed in our RCC-Block-MASSK model to 

estimate the comparative estimation among other present  mechanisms. We evaluate the model in terms of:  

 Mining time consumption for POLWSCT consensus algorithm, 

 Energy consumption per number of mined transactions(energy depends on ۔zvmaە token transactions being carried on 
for service exchange),  

 Effect of increased number of blocks on the Blockchain driven IoT network,  

 Effect of increased number of Transactions per block on the Blockchain-IoT network  

 All the Effects of variations in parameters are analyzed on three major -scenarios: 
(i) Blockchain-IoT network model with the Rubik’s cube cΤyptosystem, 
(ii) Blockchain-IoT netwoΤk without the Rubik’s cube cΤyptosystem, and 
(iii) Blockchain-IoT netwoΤk with Rubik’s cube cΤyptosystem and Session Key ΤandomizeΤ, RCRKEY. Figure.9 describes 

the alterations observed in the consensus time of various statistical consensus algorithms, such as PoS, PoW, PoA 
etc against the proposed model. Consensus time difference analysis and  their respective latencies depict that Proof-
of-Work and Proof-of-Activity based Blockchain-IoT environments have higher values for time consumptions in 
pΤocessing a UseΤ’s ΤeΣuest because the time taken to pΤocess a ΤeΣuest incΤeases significantly as the mining Τate 
and number of miners in a blockchain environment increases.  Proof-of-Work and Proof-of-Activity are dense 
consensus algorithms that put a heavy toll on the miners. In the IoT network, this heavy toll is handled by the 
resource limited devices which results in the sudden increase in the number of frequent  node replacements, 
replacement of the battery drained nodes with the new ones in order to keep the services running. These consensus 
algorithms may provide high security in some perspective but this security comes at the price of heavy 
computational load on the devices handling the  consensus and mining tasks. Proof-of-Stake based blockchain 
consensus algorithm is a two part procedure in which life of a coin(token) and its blockchain stature (reputation) 
are taken into account for measuring the priority of the request whereas the second part involves ledger block 
verification and data renewal along with the ledger updation. Proof-of-Authentication works on the basis of virtual 
trust developed among 3-way communication among devices in order to authenticate each other. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
 

Figure 9. Comparative analysis: Performance of Proposed POLWSCTConsensus algorithm stacked against the other available 

 probabilistic consensus algorithms. 
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Figure 9. Depicts the performance of POLWSCT consensus vs the other probabilistic mechanisms for establishing 

consensus in the blockchain network. Clearly, the average values in the plot illustrate that the proposed consensus 

takes lesser time quantums to service the consensus establishment process as compared to the other ones. Amount of 

time taken by the consensus mechanism used in our RCC-Block-MASSK model for blockchain driven IoT network for 

heterogeneous devices takes less time without compromising security and also while delivering the high end security 

from session key agreement perspective as well. Similarly, Figure 10. highlights the energy quantum consumption of 

various consensus based blockchain environments integrated with the IoT network,  based on ۔ECQە parameter 
defined earlier.  The amount of energy consumed for mining a certain number of transaction(s) rises as the number of 

transactions and block validation/updation requests increases. We started experimenting using 1 block for which 

results were almost the same, as we gradually increased the number of transactions being mined by the GWNODE_N 

(gateway nodes) or  ۔zvmaە-token miners, the energy demands per miner increased significantly. Number of mined 

transactions for this case were tested up to 250 mined transactions per IoT edge cluster. As per simulations and real-

time experiments, the time complexity and energy consumption results favors the proposed goal of the RCC-Block-

Model to provide a light-weight solution to IoT security and authentication problem, providing with higher security 

and lesser energy dissipation during runtime. We tested and experimented the model in three scenarios, all with 

three major possible runtime cases: 

Case 1: POLWSCT conβenβuβ + Secreγ βeββion key generaγion and auγhenγicaγion mechaniβm + Rubik’β cube 
cryptosystem (without secret session key recycling, RCRKEY)   

Case 2: POLWSCT consenβuβ + Secreγ βeββion key generaγion and auγhenγicaγion mechaniβm + (wiγh Rubik’β cube 
cryptosystem and secret session key recycling, RCRKEY) 

Case 3: POLWSCT conβenβuβ + Secreγ βeββion key generaγion and auγhenγicaγion mechaniβm (wiγhouγ Rubik’β cube 
cryptosystem and session key recycling, RCRKEY)  

 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 10. Illustrates that the proposed RCC-Block-MASSK model(marked green) operates at optimal amounts of energy quantums, 

making it more favourable for resource restricted IoTEDGE.Dyn-IoTEDGE nodes. 

 

Scenario 1: This focuses on the number of blocks mined up to 3000 and measures the time taken for  block 

processing as up to 200000(in ms). The simulation output average values plotted in Figure 11 describes that if the 

number of blocks being mined per chain assigned over an IoTEDGE device cluster handled by GWNODE_N is going to 

increase almost linearly with the total computation time. It means as the demand for processing more and more 

token mining or block processing requests increases, it is going to take a considerable amount of time to process such 

a high number of requests. For example, in Figure 11, at the maximum number of transactions mined, i.e, 3000, the 

proposed model assigned chain to one cluster ۔Cluster-1ە of one simulation having (SSKKEY+RCC+RCRKEY)[Marked 

with green plot line] performs significantly better than the ۔Cluster-2ە of a chain running the same model without 
the session key recycler mechanism. The recycling of session keys plays a vital role in saving the energy quantums of 
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IoTEDGE devices.  However, the amount of time taken by the BIoT chain to process transaction requests is greater 

than a model with just the session key agreement phase.  

 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 11. Scenario 1: Model performance after increasing number of blocks mined per chain for Case-1, Case-2 and Case-3. 

 

Scenario 2 : This simulation result is obtained by considering the number of ledger based service exchange 

transactions among IoT network mining peers(GWNODE_N). Figure 12 shows that total computation time for Case 1, 

Case 2 and Case 3 are almost identical with slight changes observed when the number of transactions per block 

reaches up to 180. At ە160۔ it is observed that the complete RCC-Block-MASSK model in case 2 consumes a lesser 

amount of time as compared to the case 1, whereas takes almost equal amount of time as taken by case 3. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 12. RCC-Block-MASSK model Simulation results for Case 1, Case 2 and Case 3 based on Number of transaction per Block 

time consumption in a Blockchain-IoT network 

 

Scenario 3: This simulation result is obtained by considering the scalability of the proposed model in terms of 

number of nodes. As the number of nodes in a Blockchain driven IoT network increases, it is observed that All the 

three cases of the BIoT network, Case 1, Case 2 and Case 3 show similar trend and the time complexity of the cases 

are, 
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                                                                 Time Complexity:     Case 1> Case 2> Case 3, 

 

whereas, the IoT security trend from the network attacks such as, MITM, Packet Snooping, Identity theft , Sensor 

capture attack etc is found to be, 

                                                                 Attack-Security:       Case 2> Case 1> Case 3, 

For the three cases Figure 13 shows the total computation time for Case 1, Case 2 and Case 3, which is almost 

similar whereas security for case 2 is the highest. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 

Figure 13. RCC-Block-MASSK Model performance in terms of time taken to process requests with the increase in number of nodes 

in the BIoT network for Case1, Case 2, and Case 3 

 

Time taken for each individual operation in the algorithm of the model is estimated using NS-3 and MIRACLE 

tools. Table 2 Depicts the maximum and minimum time taken for a single atomic operation for the respective 

category in BIoT environment simulation. Multiple iterations of experiments were exhibited to evaluate the final 

Average time consumption by the individual parameter in the RCC-Block-MASSK model. 
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Table 2. NS-3 and Miracle tool based Time Complexity Costs estimated for RCC-Block-MASSK Model and their  Average Values 

Time Complexity Parameter Maximum consumed  
Time Quantum in (ECQ) 

 [in milliseconds] 

Minimum consumed  
Time Quantum in (ECQ) 

[in milliseconds] 

Average Time (in ms) 

CF 1.4988 0.8870 1.1929 

TioT-EDGE 4.4163 0.9454 2.6808 

TSEDyn-DGE (IoT-EDGE) 0.0627 0.0579 0.0603 

TSGW (Gateway) 0.0463 0.0442 0.0453 

Th() (Hashing) 0.2130 0.0313 0.1221 

TBlock-Update  (One Block in Blockchain) 240.00 80.000 160.00 

TADD  (Addition) 0.0015 0.0010 0.0012 

TMULTIPLY 0.0069 0.0010 0.0039 

TXOR ( Digital Signature Verification) 1.7412 0.8455 1.2933 

 

Clearly, the most time consuming operation is where a block is being added to the blockchain taking on an 

average of 160 ms per block. Addition operation is atomic and it proves to be the least time consuming, taking 0.0012 

milli-seconds followed by TMULTIPLY with 0.0039 ms. It is to be noted that TioT-EDGE is the most time consuming 

operation during authentication and session key generation phase with 2.6808 ms.  It is so because it takes time to 

mutually authenticate the gateway(s) and the intermediate nodes before the actual edge device can receive the 

commands from CTADMIN / SSERVER. RCC-Block-MASSK model has efficient digital signature generation and verification 

mechanisms as it takes about 1.2933ms to verify a digital signature. Tools used for experimentation and calculation of 

both simulation and real time values of time were carried out using, NS-3 (for simulation), MIRACLE and Raspberry Pi 

4 setup with the hardware specified in section 6.1. We proposed a RCC-Rubik’s cube based hybrid cryptosystem that 
utilizes the probabilistic  complexity and randomness of a rubik’s cube puzzle alongwith the image 
encryption/decryption techniques. To analyze the 3-D to 2-D conversion and pixel diffusion success rate based on 

variety of parameters such as histogram analysis, chi-square tests, information entropy, UACI, NPCR etc, we 

experimented the RCC-cryptosystem on standard as well as local images for encryption and decryption analysis. 

Figure 14 shows the histogram analysis of plain image and cipher image using both standard and local experimental 

images. RCC cryptosystem of the RCC-Block-MASSK model behaves differently even when there are slight changes in 

the image. Figure 14 (a) shows the histogram of plain ۔Monkeyە standard image, (b)  depicts the histogram for 
Monkey image flipped vertically followed by rotation of each pixel by 90

o
 degrees. Figure 14 (c) shows the histogram 

after the scrambling process of the data and then its encryption using RCC-cryptosystem. It shows a lot of uniformity 

is obtained after encryption proving its pixel diffusion reliability and security.  

 

 
                                   (a)                                                                  (b)                                                                   (c) 

Figure 14. The Histogram analysis of plain image and cipher images: (a) Histogram of plain ۔Monkeyە image, (b) Histogram for 
Monkey image flipped vertically followed by rotation of each pixel by 90

o
 degrees. Obtained (c) after the scrambling process of the 

data and then its encryption using RCC-cryptosystem 
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Figure 15(a) is a plain Lena image, (b) is the histogram of image obtained after pixel scrambling using N-Order 

Rubik’s cube. Finally, Figure 15 (c) shows the uniform and stable histogram for the same image obtained after a 
successful image encryption process. 

                   

                              (a)                                                                  (b)                                                                        (c)                 

 

Figure 15. The Histogram analysis of plain image and cipher images:(a) plain Lena image, (b) Histogram obtained after pixel 

scrambling using N-Order Rubik’s cube. Figure 14 (c) Histogram for Lena obtained after image encryption process. 

                      (a)                                                  (b)                                                   (c)                                                (d)    

Figure 16. Cipher Results for (a) RCC-Block-MASSK Cipher, (b) Red  (c) Green  (d) Blue  

 

Figure 16. depicts the ciphers generated for standard image ۔Lenaە as per our proposed cipher-image generation 

mechanism. Figure 16 (a) shows simple RCC-Block-MASSK cipher image, (b) red channel cipher image, (c) green 

channel cipher image and (d) shows blue channel cipher images generated by the proposed encryption mechanism. 

The evaluation of RCC cryptosystem based on chi-square test with 5% significance, information entropy.UACI and 

NPCR tests is given in Table 3. The percentage performance of the proposed cryptosystem evaluates to be satisfactory 

in terms of being light-weight as well as supportive for faster communications among IoT network components while 

providing the desired security. RCC crypto-system is strong enough to avoid MITM, generic passive, Brute force 

attacks, key-copy attacks, Botnet attack, Node/IoTEDGE impersonation and gateway impersonation attacks. 
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Table 3. RCC-Block-MASSK Model: Rubik’s Cube Crypto-system security analysis on the basis of Chi-square test, Entropy, UACI 

and NPCR performance evaluation 

File-Name P-value (Chi-Square test)(5% of 

Significance Testing) 

Information Entropy UACI Results (%) NPCR Results (%) 

Lena  0.7022 8.2033 29.8714 97.2489 

Monkey 0.1549 8.1115 31.6548 96.9943 

Local image 1 0.9976 8.6590 31.5712 97.2054 

Local Image 2 0.6854 8.7713 30.9868 97.8013 

Local Image 3 0.6354 7.9845 31.2275 95.0032 

Local Image 4 0.7885 8.4136 33.8974 96.8869 

Local Image 5 0.8096 8.1862 29.3296 97.0988 

 

The security of the RCC-Block-MASSK model resides in the degree of parameter computation randomness, which 

is by default in-built with the use of cube mechanism, and the incorporation of significant sized prime numbers 

discussed in section 3. The amount of time taken to compute cryptographic parameters plays a key role in 

determining the toll taken by the IoT resource constrained devices on executing the security mechanism. Table 3 

provides the experimental data obtained after numerous iterations of experiments to analyze the proposed RCC-

Block-MASSK modelon a real timeIoT network integrated with Blockchain environment for both static and dynamic 

edge devices. Table 4 depicts the minimum(TMIN) , maximum(TMAX) and average (TAVERAGE) computation time for the 

respective cryptographic security parameter for static, dynamic modes and server end time delay computation due to 

RCRKEY  randomizer. 

 

Table 4. RCC-Block-MASSK Model: Cryptographic parameters and Intermediate parameters computation time in terms of 

minimum, maximum and average values for Static, Dynamic devices and Server. (in milliseconds) [Real-Time System setup with 

12 Raspberry Pi 4 and POLWSCT consensus Blockchain] 

Type of Device Cryptographic Parameter Minimum Time in 

milliseconds (TMIN) 

Maximum Time in 

milliseconds (TMAX) 

Average Time in 

milliseconds 

(TAVERAGE) 

Dynamic   AEDGE(i) 2.023 3.047 2.535 

SigEDGE(i) 2.289 3.561 2.925 

Dyn-PKEY 2.055 4.098 3.077 

Pub-Dyn-IoTEDGE 2.087 5.164 3.633 

SSKKEY 5.335 6.786 6.065 

 AGW 1.360 2.367 1.868 

           new-TIDEDGE 2.459 5.001 3.734 

Static AEDGE(i) 1.008 2.691 1.849 

SigEDGE(i) 1.444 3.713 2.579 

SPKEY 2.028 3.554 2.791 

Pub-IoTEDGE 1.002 4.997 3.000 

SSKKEY 4.368 5.225 4.777 

 AGW 0.981 2.159 1.540 

          new-TIDEDGE 2.153 4.872 3.519 

SSERVER C2  (scrambled secure session key 

cube) 
6.756 8.301 7.578 

RCRKEY (Deleting C1 Cube) 0.051 1.297 0.6759 
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6.3 Formal Cryptosystem/Protocol Security verfiication: Proverif Protocol Verifier 

In order to verify the security strength and parameter reachability of session keys being generated in the proposed model, we used 
the proverifPostHeadPara protocol verifier. It is used to prove the rachability of the SSKKEY (Gateway Nodes) and SSKKEY (for edge 
layered devices -both static and dynamic nodes). The results are promising and it indicates and verifies the secrecy assumption for 
the desiΤed hypothesis to be ۢTrueۣ.  

 

Figure 17. Formal security verification results using Proverif protocol verifier: Security breach attacks were successfully prevented 

and the reachability of the SSKKEY (Shared Secret Session Key ) was proved to be Strong and it withstood all the attacks that were 

targetted at compromising  SSKKEY 

 

This means the secure session key(s) under the current management mechanism are secure and the secrecy of the 

parameters being shared among IoT network devices are unreachable to the attacker. The unsecure parameters being 

passed on from one node to another maybe visible to the attacker but the end result, which is our SSKKEY (secure 

shared session key) being generated is found to be completely unreachable and highly secure. The attacker was not 

able to penetrate the security boundaries and during experimental analysis, no security breaches were found during 

various attack scenarios (Brute force, Man-in-the-middle, sniffing, phishing and DDOS attacks). Following Figure 17. 

shows the formal verification results obtained by using the proverif protocol verifier. Security breach attacks were 

successfully prevented and the reachability of the SSKKEY (Shared Secret Session Key ) was proven to be strong and 

reliable. It withstood all the attacks that were targetted at compromising  SSKKEY . 

 

7 CONCLUSION AND FUTURE POSSIBILITIES 

Blockchain is the technology which is trending as well revolutionizing the present security solutions while maintaining records in 

the ledger. It provides security from data record tampering by the attacker and provides various means to authenticate  the 

networking devices. Seeking the growing demands and dependencies of human life on the IoT enabled devices, we proposed a 

light-weight blockchain consensus mechanism that drives the trust among IoT networks devices and provides higher level of 

security solutions. The model is integΤated with the newly pΤoposed Rubik’s cube based cΤypto-system that provides a tougher 

encryption/decryption mechanism for the attacker to breach. IoT edge devices are low levelled battery constrained devices that are 

confined to limited battery support. These devices can not run high-end security protocols as they consume high amounts of 

battery life, making the device run out of power before these device(s) even contribute any significant data to the IoT network. To 

cope with multiple IoT attacks possible due to lack of security options and numerous vulnerabilities, we provided a secure session 

key generation mechanism that not only helps generate an intermediate trust among devices, but also allows to create a secure 

session for data transmission using hashing techniques. In section 2 we discussed in detail the two prime components of our 

proposed RCC-Block-MASSK model, the first one is the POLWSCT consensus mechanism, which is a light-weight approach for 
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establishing consensus. Second one is the transaction updation methodoly where the algorithm keeps the track of service 

exchange using the ۢzvmaۣ seΤvice token. This appΤoach of Blockchain integΤation with the IoT netwoΤk helps to Σuickly 
authenticate the communicating peers in the network while maintaining a healthy record of service exchange of transactions. In 

section 3 we intΤoduced a newly designed bit scΤambling Rubik’s cube mechanism that helps Τandomizing the binaΤy conveΤted 
data into a randomly achieved scrambled form. Due to this scrambling, the attacker becomes incapable of guessing the order of 

shuffling/scrambling in order to decrypt the cipher. Our cryptosystem performs at the same level of performance speed, as of any 

s-box permutator, provided, the data is first converted into binary format. Section 2 and 3 constituted the Phase 1 and Phase 2 of 

the proposed RCC-Block-MASSK model. In section 4 we discussed the phase 3 of our model that described the proper mutual 

authentication mechanism. This mechanism provides the parametric and technical details of how the common secure session key 

SSKKEY is generated after successful authentication among communicating network nodes/edge devices/gatewaynodes/blockchain. 

Our model provides flexibility in applying multiple mechanisms within the heterogeneous variety of the devices in the network, 

based on their resource count and computation capabilities.We compared the POLWSCT mechanism with the other consensus 

algorithm giving a briefing of how well our model performs against the pre-existing models. Digital signatures utilized in our 

model diversify the applicability of this model over a wide range of research areas, such as Biometric authentication, Individuality 

recognition, Smart-device interaction, Healthcare, Smart-cities, smart-vehicles etc. We observed that our model could have been 

even better if the hashing algorithms were more efficient. There is scope of improvement in the hashing functions and their 

utilization in cryptographic parameter passing among peers. We can further try to enhance the performance of this model by 

finding a way to opt for tuple hash or parallel hash functions. Our model is flexible and the cryptosystem(s) used in our model can 

be replaced with an even lighter crypto-graphic technique in the forthcoming future (current version is the best version of the 

proposed model). Our model provides flexibility to incorporate futuristic crypto-systems and hash based crypto-verifiers in order 

to authenticate devices in the BIoT  network before actual data transmission. We conclude this paper hoping for better emerging 

technologies to come in the near future so that we can improve this model even further. 
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Abstract
In this study, highly stable gold nanoparticles (AuNPs) of different sizes ranging from 15 to 55 nm were synthesized via an 
eco-friendly, sustainable, and cost-efficient approach using a specific plant, Kalanchoe fedtschenkoi. The AuNPs demonstrated 
an absorption maximum at around 525 nm, hence exhibiting a strong surface plasmon resonance (SPR) band that is created 
when the free electrons of the AuNPs oscillate in harmony with the frequency of incident light. The impact of physiochemical 
environments, pH, and temperature was examined. The crystal structure and stability of the produced AuNPs were validated 
with an X-ray diffractogram, zeta potential analysis, and absorption. The morphology, structure, and bonds were examined 
using HRTEM and FTIR, respectively. The interaction of AuNPs (concentrations range of 0–181 µM) with plasma protein 
bovine serum albumin was explored using absorption and fluorescence studies. Furthermore, AuNPs were utilized as an 
active catalyst for the degradation of dye methylene blue (MB) in the presence of NaBH4. MB was degraded by 94%, and 
the solution became colorless within 16 min with a rate constant of 0.175 min−1.

Keywords  Gold nanoparticles · Surface plasmon resonance · Fluorescence · Protein · Catalyst · Sensing

Introduction

Nanotechnology, a science that encompasses several dis-
ciplines and involves chemistry, physics, biology, environ-
ment, medicine, and agriculture, has the potential to solve 
various problems such as drug delivery, solar energy con-
versions [1], wastewater treatment [2], and cancer treat-
ment [3]. In recent years, the astounding advancements in 
nanotechnology have attracted researchers to engage them-
selves in developing reliable and efficient methods to pro-
duce nanomaterials ranging from 1 to 100 nm [4]. Because 
of the variation from their bulk counterparts in terms of 
optical, electronic, physiochemical, and magnetic proper-
ties, the interest in nanomaterials has intensified [5]. Major 
categories of nanostructures of biological significance 
include metallic, polymeric, carbon-based, semiconductor 

quantum dots, and magnetic nanoparticles. Quantum dots’ 
size-dependent emission characteristics make them effective 
for biological identification and detection. For cell sorting, 
magnetic nanoparticles have been used [6].

Numerous chemical and physical techniques have been 
employed for the large-scale synthesis of various nanomate-
rials [7]. Chemical methods, including electrochemical pro-
cess [8], precipitation [9], sonochemical route [10], sol–gel, 
hydrothermal [11], chemical bath deposition [12], chemical 
reduction [13], chemical vapor deposition [14], microemul-
sion technique, and microwave-assisted [15] synthesis, are 
the main techniques through the chemical approach using 
harsh reducing agents, organic compounds, and hazard-
ous substances as well as producing hazardous by-products 
that are extremely damaging to the environment [16]. The 
physical methods of synthesis, such as plasma, pulsed 
laser, gamma radiation, vacuum vapor deposition [17], and 
mechanical milling, require high energy and are quite time-
consuming. Given the limitations of chemical and physical 
processes, designing an efficient and ecologically friendly 
approach to producing nanomaterials is essential [18].

Gold nanostructures and nanoparticles (AuNPs) are 
one of the most commonly used noble metal nanoparticles 
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(NPs) and are applied in a variety of fields [19]. AuNPs 
have proven to be an efficient choice for purposes such as 
leukemia therapy [20], biomolecular immobilization [21], 
biosensor production [22], cancer therapy [23], antibacte-
rial treatments [24], antimicrobial treatments [25], and labe-
ling for contrast enhancement in cryoelectron microscopy 
[26]. Apart from biological applications, AuNPs have been 
utilized in various other applications, including catalysis, 
detection [27], and optoelectronic devices [28]. The sur-
face plasmon resonance (SPR) observed in AuNPs, which 
depends on particle morphology and suspension medium, is 
responsible for a wide range of applications of AuNPs [29].

AuNPs have been prepared using several techniques, 
such as chemical, physical, and biological methods. The 
most effective and environmentally benign approaches are 
biological ones, which draw on natural resources like plant 
components, bacteria, yeasts, molds, enzymes, agricultural 
wastes, fungi, and algae [15]. The need for environmentally 
friendly nanoparticle production developed because physical 
and chemical procedures are expensive and environmentally 
harmful. Green synthesis of nanoparticles utilizes environ-
ment-friendly, non-toxic, and secure natural agents [30]. 
Since they are produced using a one-step process, nanopar-
ticles created utilizing green technologies have a variety of 
natures, remarkable stability, and optimum sizes [31]. The 
issue of toxic surface compounds is not present in nano-
particle synthesis using biological techniques [16]. AuNPs 
were synthesized from various sources, for example, using 
Annona squamosa L. peel [15], Zingiber officinale extract 
[32], honey extract [33], Murraya koenigii leaf [34], Rosa 
hybrida petal [35], Macrotyloma uniflorum [36], Adiantum 
philippense L. Frond [37], Punica granatum [38], Salvia 
officinalis, Lippia citriodora, Pelargonium graveolens [39], 
Dendropanax morbifera leaf [40], Couroupita guianensis 
flower [3], Trachyspermum ammi seeds [5], Allium ampelo-
prasum leaf extract [41], Nyctanthes arbortristis flower [42], 
Morinda citrifolia leaf [43], and Trigonella foenum-graecum 
[44].

The Kalanchoe plant, which belongs to the Crassulaceae 
and is mostly found in Madagascar and Southeast Africa, is 
distributed worldwide in warm regions [45]. In these trop-
ics, plants of the genus Kalanchoe are utilized as traditional 
remedies and have a variety of other ethnobotanical pur-
poses. This species is employed as an analgesic in Brazil. 
The antibacterial properties of the plant were demonstrated 
by the growth inhibition exhibited by K. fedtschenkoi (KF) 
extracts displayed opposing gram-negative bacteria species 
such as P. aeruginosa and A. baumannii, as well as gram-
positive bacteria S. aureus [46].

Bovine serum albumin (BSA) is crucial for maintaining 
the blood pH and osmotic pressure as well as for transport-
ing, binding, and delivering numerous substances to their 
intended organs [47]. Since the structure and characteristics 

of BSA are well understood, it is utilized as a model for 
research of conformational changes following interaction 
with AuNPs [48]. The structure of BSA involves 583 amino 
acid residues forming a single polypeptide chain, and 17 
disulfide links with a single thiol (SH) group. The BSA mol-
ecule is quite compact due to the presence of these disulfide 
bonds, which also help stabilize the helical structure of BSA. 
Fatty acids, which are insoluble in plasma, are transported 
mainly by BSA. The adsorption of serum albumins to metal 
oxides and the interaction of BSA with metal hydroxide sus-
pensions have been thoroughly investigated [48]. However, 
it is known that the chemistry of the particle’s surface and 
the protein’s conformational state both significantly impact 
how thionine interact with AuNPs [49]. This makes it chal-
lenging to study the behavioral conformity of proteins for a 
nanoparticle-protein system, as protein adsorption can lead 
to the denaturation of the protein’s tertiary and secondary 
structures [50]. Absorption and fluorescence spectroscopy 
are prominent techniques for examining the interactions 
between metals and proteins due to their high sensitivity 
and straightforwardness [51]. Tryptophan residues Trp 134 
and Trp 213 have the greatest impact on BSA’s fluorescence 
(FL) [52]. Tyrosine and phenylalanine (Phe) residues make 
up only a tiny percentage of the yield due to their low FL 
quantum yield. As reported previously, the alterations in the 
area around the microenvironment of residues may account 
for the variations of protein conformation on adding 2-azido 
acrylates [53]. The absorption or optical density maxima of 
BSA is located at 278 nm, with the fluorescence maxima 
of BSA appearing at 351 nm, quenched by adding AuNPs 
[54]. A putative conjugation mechanism is also proposed 
after looking at the conformational changes in BSA when 
interacting with AuNPs, based on the evidence gained using 
these approaches.

One of the main issues with environmental degradation 
is the water contamination brought on by industrial devel-
opment. Water contamination is influenced by a number of 
variables, one of which is the presence of synthetic dye in 
wastewater [55]. The release of water waste containing many 
organic dyes might obstruct plant photosynthesis and sun-
light absorption. In addition, a lot of synthetic dyes pose a 
serious threat to human health [56]. These challenges have 
been overcome using various techniques, including chemical 
oxidation, adsorption, fabric filtration, and catalytic degra-
dation [57]. Owing to their novel physical, chemical, and 
electrical characteristics, which are different from their bulk 
counterparts, catalytic degradation using metal nanoparti-
cles offers a convenient degrading approach for hazardous 
dyes among these techniques [58]. Using biocompatible, 
environmentally safe nanocatalyst to degrade toxic dyes is 
the simplest approach that does not require using organic 
solvents [59]. The aromatic dye methylene blue (MB) has 
a heterocyclic structure. The color of MB in its crystallized 
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state is greenish-brown. MB solutions in water are blue. MB 
is a harmful industrial dye and is employed as a staining 
agent in the field of medicine [60].

In the present work, gold nanoparticles were synthesized 
utilizing a new plant named Kalanchoe Fedtschenkoi with a 
green, more efficient, and eco-friendly approach than other 
methods. Highly stable AuNPs were obtained using Kalan-
choe fedtschenkoi plant extract, acting as a reducing and 
stabilizing agent. Furthermore, their interaction with BSA, 
the most abundant plasma protein, was considered. Also, 
these biosynthesized AuNPs were employed as an active 
catalyst for degrading MB dye.

Experimental Section

Chemicals

HAuCl4.H2O (tetrachloroauric (III) acid), sodium hydroxide 
(NaOH), and sodium borohydride (NaBH4) were procured 
from Sigma-Aldrich Chemicals Co. Bovine albumin fraction 
V (BSA) and methylene blue dye were procured from CDH 
Chemicals Ltd. The chemicals were all utilized in their origi-
nal form without any modifications. Deionized water (DI), 
having a specific resistance of 18.2 MΩ cm, was employed 
as a solvent for all experiments.

Protein Solution

1.67 mg of BSA was added to 50 mL DI water to prepare a 
0.5 µM solution. This solution was stirred for about 15 min 
to mix well and reached an equilibrium state. The solution 
was used for investigating the interaction between BSA and 
AuNPs through absorption and fluorescence analysis.

Dye Samples

Initially, a stock solution of 50 µM of MB dye (formula: 
C16H18N3SCl; M.M.: 319.85 g/mol) was prepared by mixing 
200 mL of DI water and 3.2 mg of the dye. This was further 

diluted to 10 µM by adding 80 mL of DI water to 20 mL of 
the stock solution. This solution was divided into three vials 
with 20 mL each. The first solution was degraded by NaBH4, 
the second by AuNPs, and the third by NaBH4 + AuNPs. The 
amount of AuNPs added, 2 mL, was kept the same for both 
the second and third vials.

Preparation of Plant Extract

Fresh Kalanchoe fedtschenkoi (KF) leaves were picked from 
Dehradun, Uttarakhand, India, for use in this study. The 
leaves were further cleansed two to three times to remove 
surface impurities. The leaves were dried in the oven at 
75 °C for about a day until all the surface moisture was 
obliterated. The leaves were further crushed to form a fine 
powder. Two grams of powder was boiled with 50 mL of DI 
water for 30 min at 75 °C, which was further filtered using 
the Whatman filter paper and kept at 4 °C in the refrigerator 
for further use. A schematic representation of the prepara-
tion of plant extract is illustrated in Scheme 1.

Gold Nanoparticle Synthesis

33.98 mg of HAuCl4 was added to 100 mL of DI water to 
prepare 1 mM of tetrachloroauric acid solution. Forty mil-
ligrams of NaOH was stirred in 10 mL DI water to prepare a 
0.1 M solution of NaOH. Ten milliliters of 1 mM chloroauric 
acid solution was placed in a conical flask and subjected 
to heating at 75 °C at 400 rpm for a duration of 15 min. 
Furthermore, 2 mL of Kalanchoe fedtschenkoi extract was 
added to the solution. The heating was turned off. A few 
drops of the basic solution of NaOH were introduced into 
the mixture to adjust the pH to ~ 7 and decrease the reac-
tion time. The mixture changed from light yellow to various 
shades from colorless, purple, light pink, pink, and finally 
red as the reaction progressed over time. Various samples 
were formed, namely S1, S2, S3, S4, and S5, correspond-
ing to their reaction time of 1, 2, 4, 6, and 8 h, respectively, 
to gain a deeper understanding of the formation mecha-
nism and to control the size of the AuNPs. The longer and 

Scheme 1   The schematic 
diagram for the preparation of 
plant extract
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continuous reduction of gold nanoparticles leads to the for-
mation of more uniform and symmetrical nanoparticles [61]. 
These samples were stored in the refrigerator for further 
examination. The illustration of the process of synthesizing 
gold nanoparticles is depicted in Scheme 2, along with the 
color change.

Characterization Techniques

UV–visible absorption and fluorescence spectroscopy are 
the most frequently employed methods to identify active 
species due to their robust functionality and high sensi-
tivity, even to small samples. PerkinElmer, Lambda 750 
UV/VIS/NIR dual beam spectrometer was utilized for 
the UV–vis spectroscopic studies. A Horiba Jobin Yvon 
Fluorolog-3 spectrofluorometer, equipped with a xenon 
lamp of 450 W and a photomultiplier tube, was used for 
steady-state FL and FL-excitation measurements. The sam-
ple container was a quartz cuvette with an optical path 
of 10 mm. Drop-casting was used to coat the colloidal 
AuNPs on a glass substrate in order to prepare a thin film 
of AuNPs to measure the X-ray diffractogram. BRUKER-
D8 advanced was used to record the XRD pattern of a thin 
film of AuNPs. TALOS thermo-scientific instrument (Acc. 
Vol. 200 kV) was used to record the high-resolution trans-
mission electron microscopic (HRTEM) images. The zeta 

potential of colloidal AuNPs and their size distribution 
were recorded using a Zetasizer nano series ZS (Malvern 
Panalytical). Fourier transform infrared (FTIR) studies in 
400 to 4000 cm−1 were carried out using PerkinElmer two-
spectrum FTIR spectrometer. Furthermore, BSA was used 
in experiments with increasing concentrations of AuNPs 
ranging from 0.91 to 181 µM.

Results and Discussion

X‑ray Diffraction Analysis

Figure 1 represents the XRD pattern for biosynthesized 
AuNPs of sample S5 (a thin film of AuNPs overlay on a 
glass substrate) along with the JCPDS pattern of AuNPs. 
The XRD peaks occur at 2 θ = 77.80o , 64.88o , 44.64o ,  
and 38.40o , and were indexed as (311), (220), (200), and 
(111) planes, respectively, based on the FCC structure of 
AuNPs (JCPDS file no. 04–0784) [62]. The acquired XRD 
pattern showed that the synthesized AuNPs were crystal-
lite in nature, which was confirmed by comparing it to the 
standard pattern for AuNPs. The intense diffraction peak at 
38.40o indicates the favored direction of orientation in (111) 
direction [63]. This describes that molecular-sized structures 
have an identical spacing between each atom or molecule 
in a repeating 3D pattern [64]. The average crystallite size 

Scheme 2   Synthesis of gold nanoparticles using the eco-friendly and cost-effective route
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estimated using Debye-Scherer’s equation D = 0.9 λ/βcosθ 
was 18 nm.

UV–vis Absorption Spectra

The size, shape, refractive index, and interaction of gold 
colloids with their medium affect the SPR band of AuNPs 
appearing in the UV–vis spectrum [44]. It is observed that 
the maximum plasmon resonance peak of gold nanoparticles 
varies from 561 to 525 nm with varying average particle 
sizes from S1 to S5. Figure 2a shows the absorption spectra 
of KF extract, HAuCl4 solution, and gold nanoparticles (S5). 
Figure 2b shows the normalized absorption spectra of five 
different-sized AuNPs. The SPR band of colloid S1 occurs 
at 561 nm. This long wavelength absorption is caused by the 
SPR occurring within the plane, which indicates a notable 
difference in the shape of the AuNPs [65]. The size of the 
nanoparticles may be correlated linearly with the absorption 
wavelength [51]. From the spectra, it can be observed that 
as the reaction time increased from 1 to 8 h, the SPR band 
was seen to shift towards the shorter wavelength, indicating 

a decrease in particle size. Therefore, it can be mentioned 
that the reaction time plays an important role in influencing 
the shape and size distribution of AuNPs.

Effect of pH

A pH of a solution has a great impact on controlling the 
shape and size of AuNPs. The absorption spectra of col-
loidal AuNPs produced at different pH levels between 5 and 
13 are displayed in Fig. 3. Increasing the pH from acidic 
towards neutral (~ 5–8) increases the absorption intensity 
and reaches a maximum at pH 8. However, a further increase 
in pH beyond 8, from 8 to 13, results in a drop in absorption 
intensity. The electrical charges on biomolecules are altered 
by changes in pH, which also affects the peculiarities of the 
capping and stabilizing agents [61]. Although, the change 
in pH of the AuNPs colloidal solution did not bring any sig-
nificant change in the position of the peak of the absorption 
band. Some aggregations may form with further increasing 
of pH [56]. This indicates that pH 8 is optimal for synthesiz-
ing AuNPs with Kalanchoe fedtschenkoi extract.

Fig. 1   XRD pattern of synthesized AuNP film

Fig. 2   Absorption spectra of 
a precursor, plant extract, and 
AuNPs (S5) along with color 
change (insets) and b normal-
ized absorption spectra of 
different-sized AuNPs (S1, 
52 nm to 19 nm, S5)

Fig. 3   Absorption spectra of colloidal AuNPs at different pH
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Effect of Temperature

The temperature can significantly impact the morphology 
of the synthesized AuNPs [66]. Figure 4 shows the absorp-
tion spectra of the synthesized colloidal AuNPs (S5) at 
temperatures ranging from 0 to 100 °C at an interval of 
10 °C. The absorption maximum and intensity of AuNPs 
show no significant variation for numerous temperatures. 
However, at 90 and 100 °C, there is a slight decrease in the 
absorbance intensity, which might be due to the effect of 
agglomeration of nanoparticles at high temperatures. The 
observed results indicate that the synthesized AuNPs are 
stable at various temperatures and agree with the previous 
report [67].

Stability of AuNPs

One of the critical parameters determining the stabil-
ity of AuNPs is the period at which they hold without 
significant change in their properties. The more stable 
AuNPs can be utilized successfully for various biomedi-
cal applications. The absorption spectra of synthesized 
AuNPs (S5) were measured at an interval of 10 days for 
about 4 months. Figure 5 shows the absorption spectra for 
AuNPs recorded for 110 days at an interval of 10 days. 
A slight decrease in the absorption intensity was noticed 
even after 110 days without any shift in the maximum 
absorption wavelength. Therefore, the AuNPs synthesized 
using Kalanchoe fedtschenkoi were far more stable than 
the stability observed in previous works [68], where the 
change in absorbance was quite significant in 10 days only.

Zeta Potential Analysis

Zeta potential is a critical factor influencing the stability and 
morphology of colloidal suspensions [69]. It indicates the 
nature and magnitude of the charge associated with the par-
ticle. Zeta potential in colloidal suspensions denotes electro-
static repulsion between nearby, similar-charged particles [70]. 
In general, stable suspensions of colloidal nanoparticles are 
formed when the zeta potential values are more positive or neg-
ative than ± 30 mV form. This is due to the inter-particle elec-
trostatic repulsion. The plot in Fig. 6 displays the distribution 
of particle sizes for sample S5 with the largest size intensity at 

Fig. 4   Absorption spectra of colloidal AuNPs at different tempera-
tures

Fig. 5   Absorption spectra of colloidal AuNPs on different days show 
excellent stability

Fig. 6   Size distribution of colloidal AuNPs obtained from DLS anal-
ysis
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32.7 nm. Thus, the average size of synthesized AuNPs is around 
32.7 nm and the value of zeta potential recorded is − 29.6 mV, 
showing very high stability of the synthesized AuNPs as 
compared to previously reported zeta potential values [71]. 
Dynamic light scattering (DLS) uses the scattered light inten-
sity as a parameter for the measurement of the hydrodynamic 
diameter of a sample, which possibly explains the increase in 
average size compared to crystallite size [72].

HRTEM Analysis

Figure 6 shows the HRTEM images at various magnifica-
tions for samples S1, S3, and S5. Figure 7a and b shows the 

images of sample S1 of biosynthesized AuNPs at magnifica-
tions of 20 and 50 nm, respectively, along with the magni-
fication of 5 nm (the inset of a). These images indicate that 
sample S1 contains particles having different shapes, such 
as oval and spherical. Figure 7c illustrates the particle size 
distribution obtained using HRTEM images with the aver-
age size of sample S1 is 52 nm. Figure 7d and e shows the 
images for sample S3, indicating that upon increasing syn-
thesis time, the particles tend to acquire a more symmetrical 
and uniform shape. Figure 7f represents the size distribution 
of S3, which indicates the average particle size for S3 to be 
21 nm. With a further increase in synthesis time, the nano-
particles will gain a more uniform and symmetrical shape, 

Fig. 7   HRTEM images at a magnification of 20 and 50 nm along with particle size distribution of S1 (a, b, c), S3 (d, e, f), and S5 (g, h, i), 
respectively. The inset of (a, d, g) represents the image at a 5 nm magnification
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as shown in Fig. 7g and h, showing spherical gold nano-
particles for sample S5, which is likely due to the increased 
opportunity for nucleation and growth of the nanoparticles 
[73]. Figure 7i illustrates the particle size distribution of S5, 
indicating an average particle size of AuNPs to be 19 nm, 
close to crystallite size.

FTIR Analysis

Several phytochemicals and biomolecules have been 
reported to be present in Kalanchoe fedtschenkoi plant, 
including organic acids such as malic acid and citric acid, 
flavonoids such as quercetin and kaempferol, alkaloids 
such as bufadienolides and glycosides, and polysaccha-
rides [74]. FTIR analysis of gold nanoparticles synthe-
sized using Kalanchoe fedtschenkoi extract was measured 
to detect different functional groups involved in the for-
mation of AuNPs. The FTIR spectra of sample S5 and 
the plant extract are shown in Fig. 8. The broader peak 
recorded at 3297  cm−1 can be attributed to the vibra-
tions of the hydroxyl (O–H) bond, which indicates the 
presence of alcoholic and phenolic compounds [75] and 

is also observed in terpene and fatty acids. The band at 
1636 cm−1 can be due to the stretching vibrations of C = C 
bonds [76]. The presence of an aromatic component is 
evident by the weak band observed at 2098 cm−1 [77]. 
The FTIR analysis showed the presence of hydroxyl, car-
bonyl, and carboxyl groups, which are commonly found 
in flavonoids, organic acids, and polysaccharides, which 
are possibly responsible for the reduction and stabiliza-
tion of AuNPs.

Interaction of AuNPs with BSA

The structure of BSA protein is defined by 583 amino 
acid residues forming a single polypeptide chain and 17 
disulfide links and a single thiol (SH) group. The possible 
mechanism underlying the interaction of the protein with 
AuNPs may be passive adsorption [78], in which particular 
charge functional protein groups are joined to the surface 
of gold nanoparticles forming covalent or non-covalent 
interactions. Figure 9 shows the pictorial representation 
of BSA adsorption on AuNPs. In BSA, the SH group in 
the albumin cysteine residues interacts with the Au atoms 
on the surface of AuNPs, initiating the creation of Au–S 
covalent bonds. Because BSA contains binding sites, 
direct adsorption could be accomplished by simply incu-
bating gold nanoparticles with BSA. Figure 10 shows the 
surface diagram of BSA illustrating the interaction of the 
thiol group of BSA with AuNPs, possibly in the form of 
adsorption, where the thiol group of BSA binds with the 
Au atoms present on the surface of the AuNPs, leading 
to the formation of a stable complex between BSA and 
AuNPs [79]. The methodological ease and economy of 
this adsorption strategy, which avoids the employment of 
extra reagents and extreme conditions, make it exceptional 
and sustainable.

Absorption of BSA

The interaction between BSA and AuNPs was examined by 
measuring the absorption spectra of BSA, along with the 

Fig. 8   FTIR spectra of biosynthesized colloidal AuNPs and plant 
extract

Fig. 9   Plausible route of 
adsorption of BSA on AuNPs
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increasing concentration of AuNPs from 0.9 to 181 μM . 
Figure 11 shows that BSA has a strong absorption band at 
278 nm. The absorption band intensity gradually increases 
along with the rise in the concentration of AuNPs with no 
significant shift in absorption maxima. The stable complex 
in the ground state formed due to interaction between BSA 
and AuNPs, as the thiol group of BSA binds with the gold 
atoms present on the surface of AuNPs, may be the plausible 
cause of the increase in intensity [80]. As observed, the con-
centration of AuNPs used has no discernible optical density 
in the region of BSA absorption spectra; the enhanced BSA 
absorption is most likely the result of forming a ground-state 
stable complex due to intermolecular interactions [81].

Figure 12 illustrates the Benesi-Hildebrand (B-H) absorp-
tion plot for increasing the concentration of AuNPs. The 
binding constant Kb was determined using the method 
reported by [82] using Eq. (1).

where A represents the absorbance of BSA with different 
concentrations of AuNPs at 278 nm, A

0
 and Aco indicate 

(1)
1

A − A
0

=
1

Aco − A
0

+
1

Kb

(

Aco − A
0

)

[Q]

the absorbance of BSA at initial concentration and in the 
presence of AuNPs at 278 nm, respectively, and [Q] is the 
AuNP concentration in M. The plot of 1∕(A − A

0
) vs. 1/[Q] 

is linear with a slope that equals to 1∕Kb(Aco − A
0
) and inter-

cept, which equals to 1∕(Aco − A
0
) . The plot showed a linear 

relation with R2 = 0.99 with a value of Kb as 4 × 10
4M−1 , 

hence showing a strong binding.

Fluorescence of BSA

The interaction of BSA with AuNPs was monitored by meas-
uring the change in fluorescence (FL) intensity, which was 
quenched by increasing concentrations of AuNPs from 0 to 
181 μM . The strong FL band of BSA at 351 nm is shown in 
Fig. 13. In the presence of AuNPs, BSA’s FL intensity reduces, 
indicating that the former interacts with one of the protein’s two 
tryptophan residues (Trp-134 or Trp-213) [83]. It is significant 
to notice that in the experimental conditions, the BSA’s excita-
tion wavelength (280 nm) does not coincide with the SPR peak 
(525 nm) of AuNPs, demonstrating that the quenching process 
is carried out by nanoparticles [51]. The thiol group of BSA 
molecules gets adsorbed on the surface of AuNPs. When the 
binding site is close to AuNPs, FL from the tryptophan moiety 

Fig. 10   Possible interaction of 
SH group of BSA with AuNPs

Fig. 11   Absorption spectra of BSA (0.5 µM) with increasing concen-
tration of colloidal AuNPs Fig. 12   Plot (B-H) of ( 1

A−A
0

) vs. 1/[Q]



	 Plasmonics

1 3

of BSA is quenched, and the free BSA in the solution emits the 
remaining fluorescence [84]. As an outcome, the un-adsorbed 
probe molecule of the BSA is responsible for the signal con-
tribution to the FL spectra [52]. The linear Stern–Volmer indi-
cates that there is only one sort of quenching in the system. 
Considering that internal energy transfer requires a good over-
lap between the FL and absorption spectra of the donor and 
acceptor [51], due to the significant Stokes shift, the resulting 
overlap between the FL and absorption spectra is insufficient 
for enabling the energy transfer process.

To investigate the mechanism of quenching, FL intensity 
was recorded with varying AuNP concentrations, and the 
Stern–Volmer (S-V) plot was obtained (Fig. 14) with Eq. 2 [85].

where F
0
 and F represent FL intensities in the absence and 

presence of AuNPs, respectively. The S-V plot revealed a lin-
ear relationship between the concentration of AuNPs and FL 
intensity with R2 = 0.99. KSV , referred to as the S-V constant 
or the quenching constant, is estimated to be 7.2 × 10

4M−1 
using Eq. (2). The corresponding limit of detection (LoD) for 
AuNPs was calculated using 3σ∕K [86], where � indicates the 
standard deviation and K is the slope of the plot, to be 6 µM.

Catalytic Performance of AuNPs

Additionally, the well-crystalline AuNPs were used for the 
catalytic reaction and to degrade the textile dye methylene 
blue (MB) in the presence of NaBH4, serving as a refer-
ence and reducing agent. As observed, MB dye deteriorated 

(2)
F
0

F
= 1 + KSV [Q]

from a vivid blue to almost colorless after 16 min (insets 
of Fig. 15c). Figure 15 represents the absorption spectra of 
methylene blue dye in DI water with NaBH4 in the presence 
and absence of AuNPs. At around 664 nm, MB dye exhibits 
its distinctive lower energy absorption band, which corre-
sponds to the n − �

∗ transitions [56]. MB is carcinogenic 
and mutagenic to living things and is toxic in natural water, 
and its concentration in the body can be hazardous [55]. The 
absorption intensity was somewhat reduced in the addition 
of NaBH4 and AuNPs alone (Fig. 15a, b), demonstrating no 
discernible color change of MB solutions (insets of Fig. 15a, 
b) and the MB dye degraded was 29 and 18%, respectively. 
However, the addition of NaBH4 reduced the amount of MB 
and stabilized it, which led to a minor decrease in absorp-
tion intensity. After adding a modest amount of AuNPs, the 
absorption intensity reduces steadily and almost entirely 
after 16 min. The absorption intensity is decreased by about 
94%, a point at which the color is lost (Fig. 15c). AuNPs 
act as a charge carrier and initialize a transfer of electrons 
from nucleophilic BH−

4
 ions to electrophilic dye molecules 

[87], which might be a plausible reason for the reduction of 
MB dye to leucomethylene blue [55]. AuNPs perform as 
active catalysts in the reduction of MB dye using NaBH4 
by providing a surface for BH−

4
 donor ions to get adsorbed 

[88]. The absorption peak of MB dye arises around 300 nm 
(not shown), increases initially, and decreases subsequently, 
which is plausibly due to the overlap of the absorption of 
plant extract and due to the degradation of dye [87]. The 
presence of AuNPs increases the concentration of active 
sites, allowing the reaction to occur faster.

However, when used alone, AuNPs and NaBH4 provide elec-
trons for dye reduction reactions, but their combined use is far 
more efficient. The degradation percentage was calculated using 
(

A
0
−At

A
0

)

× 100% , where A
0
 and At indicate the absorbance inten-

Fig. 13   Fluorescence spectra of BSA (0.5 µM) with increasing con-
centration of AuNPs

Fig. 14   The plot of (F0/F)-1 vs. concentration of AuNPs
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sities of dye at 664 nm initially at time t = 0 (pure dye) and at time 
t, respectively. The rate constant for the degradation of MB dye 
is calculated using the relation ln

(

At

A
0

)

= −kt , where k is the rate 
constant of reaction and t represents the reaction time [56]. The 
plot of ln

(

At

A
0

)

  vs. t is given in Fig. 15d, which shows a linear 
relation, showing the pseudo-first-order reaction kinetics of deg-
radation reaction of MB dye [59]. The rate constant (k) for the 
degradation of MB dye using AuNPs with sodium borohydride 
was determined to be 0.175 min−1.

AuNPs with NaBH4 degraded the dye by 94% in 16 min, 
which is quite faster than the degradation time reported in pre-
vious reports [89, 90], hence demonstrating a more efficient 
catalyst while synthesized using Kalanchoe fedtschenkoi plant. 
However, a faster rate has also been reported in some reports 
[55, 91]. This variation and slowness in the reaction rate in 
the present system can be attributed to the differences in the 
synthesis approaches, various physiochemical factors, and the 
concentration and amount of different materials used for the 
experimental process. Further optimization of these parameters 
could potentially lead to even faster degradation rates.

Conclusion

Highly efficient gold nanoparticles were successfully 
synthesized using an environmentally friendly and 
cost-effective  approach using the leaves of the plant 

Kalanchoe fedtschenkoi. The morphology and size of 
produced AuNPs reveal a consistent spherical shape. The 
AuNPs exhibited excellent crystalline structure having an 
average particle size of 19 nm. The AuNPs show a strong 
SPR band at 525 nm. The AuNPs are highly stable and 
examined with a zeta potential of − 29.6 mV and absorp-
tion spectra of 4 months since the absorption spectra did 
not significantly change over time.

Furthermore, interactions of AuNPs with BSA, forms 
a very important component of plasma which functions as 
a drug carrier and helps digest fatty acids, were examined 
by recording the change in absorption and FL intensities of 
BSA with increasing concentration of AuNPs. The fluores-
cence intensity of BSA was quenched following the linear 
S-V relation with LoD of 6 µM. The adsorption of BSA 
on the surface of AuNPs indicated improved drug transfer 
properties of BSA and extra stability of AuNPs.

Employment of AuNPs degraded textile dye MB 
remarkably in 16 min. Ninety-four percent of the dye 
was degraded in the presence of NaBH4 + AuNPs, while 
degraded only by 29 and 18% in the presence of NaBH4 
and AuNPs, respectively. In addition, AuNPs have poten-
tial applications in areas such as antibacterial, antifungal, 
antioxidant, antimicrobial, and anticancer properties.
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Abstract—Hate content on social media is currently one of 

the most significant risks, where the victim is either a single 

individual or a group of people. In the current scenario, online 

web platforms are one of the most prominent ways to contribute 

to an individual's opinions and thoughts. Free sharing of ideas 

on an event or situation also bulks on the web. Information 

sharing is sometimes a bane for society if primarily used 

platforms are utilized with some lousy intention to spread 

hatred for intentionally creating chaos/ confusion among the 

public. Users take this as an opportunity to spread hate to get 

some monetary benefits, the detection of which is of paramount 

importance. This article utilizes the concept of truncated 

singular value decomposition (SVD) for detecting hate content 

on the ETHOS (Binary-Label) dataset. Compared with the 

baseline results, our framework has performed better in various 

machine learning algorithms like SVM, Logistic Regression, 

XGBoost, and Random Forest. 

Keywords—Hate Speech, Machine Learning, SVD, Binary-

label Classification, TF-IDF 

I. INTRODUCTION  

There has been substantial usage of social media 
platforms by more people and exponential growth in the data. 
People share their thoughts and views on almost everything 
without considering the impact on society. According to 
statistics, Twitter is the most usable platform having nearly 
340 million active users [1] and about 200 million tweets per 
year. The mentioned statistics and many users are also 
flooding hate content. Therefore, identifying hate content is a 
very prominent research area. Hate content can be defined as 
controversial, attacking group characteristics based on 
religion, gender, ethnicity, etc. Fig 1 shows that a leader is 
porting a divisive statement targeting those who raise their 
voices against CAA, NRC, and NPR [2]. Perhaps, Major 
social media platforms are curbing hate content at an initial 
stage. Still, hate content is sowing its roots almost in every 
form of content characteristics.  

To improve the binary classification of social media texts, 
researchers and practitioners are paying more attention to the 
upcoming techniques of machine learning and deep learning. 
Considerable efforts have been spent on creating new and 
practical features that better classify hate speech on social 
media [3], [4], [5]. In addition, the challenges related to 
specific hate content detection lie in the need for more 
guidelines,  benchmarks [6], and the non-availability of 
multimodal datasets. This paper presents a framework for 
identifying hate content on the ETHOS dataset. 

The Major contributions of this manuscript are: 

•  Training the models on one dataset and cross-
validation is done on another dataset which is 
approximately 24 times greater. 

 

•  To show the vulnerability of a small dataset with another 
related large dataset. 

The rest of the paper is organized as follows: Section II 
provides an overview of the recent works on hate content 
detection using unsupervised machine learning approaches.  

Section III illustrates the framework to detect hate content, 
followed by the discussion of the experimental results in 
Section IV. The conclusion and further scope are discussed in 
Section V. 

 

Fig 1. Example of Hate Speech 

II. RELATED WORK 

Identifying hate content is crucial for millions of users to 
have freedom of expression. Authors and Academicians are 
focusing on multimodal, multilingual, and multiclass hate 
speech detection using supervised, unsupervised and semi-
supervised machine learning techniques.  

Machine learning has played its role very well in the last 
two decades. Specifically for hate speech and offensive 
language detection, Naïve Bayes, Support Vector Machine, 
Logistic Regression, Random Forest Decision Tree, and 
ensemble techniques are used as machine learning 
classifiers[7] for hate speech detection. The work in this area 
is found to be done in various languages. The same 
probabilistic and predictive analysis techniques are used by 
[8] for hate speech detection in Indonesian languages. [9] 
applies a supervised SVM technique for racist text 
classification. It is also observed that by ignoring the word-
order sequence, BoW showed better accuracy in text 
classification. To overcome the limitation of BoW, 
Researchers perform N-gram approaches[10]. Manual 
labeling of large data is a time-consuming task that leads to 
the requirement of an unsupervised method. It takes advantage 
of detecting hate speech in a huge stream of data. Authors in 
[11] used Kohonen maps for the detection of cyberbullying, 
claiming an accuracy of 72%. PCA is also another class to 
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detect violent or non-violent tweets. The authors examined the 
classification rate using various machine-learning algorithms 
after analyzing the sentence and language features[13]. 

The benefit of manual labeling is that it is effective for 
domain-specific tasks, but its drawback is execution time. In 
order to train and test the classifiers, the authors employed 
unsupervised approach for dimensionality reduction [12], 
applying k-means clustering and assigning each cluster as one   
human-annotated data from the Twitter dataset using 
supervised machine learning text classifiers. Twitter data is 
categorized into hateful and antagonistic labels using a 
Bayesian logistic regression model, according to [7]. The 
effectiveness of several supervised approaches for hate speech 
identification is evaluated and contrasted by authors [6] with 
an emphasis on South Asian languages. labeled and unlabeled 
data can be used by semi-supervised learning systems. 
Labeling data pertaining to unlabeled data can effectively 
increase productivity. [14] analyzed that supervised learning 
can sufficiently catch small-scale events whereas 
unsupervised learning has limited ability to deal with limited-
scale events; yet, the necessity to manually label the data 
lowers down the models scalability. 

III. DATASET DESCRIPTION 

ETHOS dataset contains ~1K comments from YouTube and 
Reddit validated through a Figure-Eight Platform. This 
dataset repository has two csv files: Binary and Multi- Label. 
Out of 998 comments in binary file, 565 are manually labeled 
as non-hate while rest of them are labeled as hate. For Multi-
label file, 8 labels are created as violence (if it incites (1) or 
not (0) violence), directed vs general (if it is directed to a 
person (1) or a group (0)), and 6 labels about the category of 
hate speech like gender, race, national origin, disability, 
religion and sexual orientation. 

IV. PROPOSED METHODOLOGY 

Hate speech is now a threat to society, affecting the 
dignity of an individual, unity, and nation. Many hate words 
are used alternatively. Fig 2 shows the word cloud for hate 
speech explicitly generated from [3]. Therefore, Eliminating 
and classifying hate content over social platforms is crucial 
and requires an hour. 

Data preprocessing is a component of data preparation. 
Several techniques are used to normalize the data before it is 
fed into any machine learning or AI development pipeline. 

Fig 3 represents the broader approach used in the 
classification. Tokenization is the initial step in any NLP  

pipeline, used to break unstructured data into chunks of 

discrete values. Then, stemming is used as a normalized 
technique in which tokenized words are converted into short 
words to remove redundancies. Finally, the cleaned data is 
used to create a dictionary for key: value pairs. TF-IDF is 
used for mapping words to vectors of real numbers then a 
vector matrix is given as an input to classify as hate or non-
hate. 

Error! Reference source not found. represents the 
flowchart adopted for implementation. In the process flow, 
tweets are preprocessed in the first stage. Second stage 
implements TF-IDF, to quantify the words. Truncated SVD 
is used for dimensionality reduction for simplifying the 
calculations. Hyper parameter tuning such as L1 
regularization is also done for logistic regression, XGBoost 
and SVM. Finally, the Prediction is done using various 
machine learning algorithms like Logistic Regression, 
Random Forest, Support Vector Machines, and XGBoost.  

 
 
 
 

Tweets 
from 

ETHOS 

Pre-Processing 

Lowercasing Transformation 
Punctuation Removal 
Snowball Stemming 

Lemmatization 

Creating Dictionary 

Pre-Processed Data 

TF-IDF Vector Matrix Classification 

Fig 3. Data Pre Processing Steps 

Fig 2. Word Cloud 
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V. EXPERIMENTAL SETUP 

Although the dataset size is very small. To prove that a 
dataset of higher quality is more useful than the larger 
datasets, we have considered a dataset D1[3] which is 
approximately 24 times greater than ETHOS. In this 
experiment, we train various machine learning models with 
default parameters on the ETHOS dataset and compare the 
results with D1 dataset. The results are compared in terms of 
F1 score and balanced accuracy. 
F1 score (Eq 1) is defined as the combination of precision and 
recall of a classifier into a single metric by considering their 
harmonic mean.  
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Table I F1 Scores of ETHOS and D1 from SVM, LR, RF, XGBoost 

Models 

ETHOS D1 

F1 

Score 

F1 

Score 

(Hate) 

F1 

Score 

(No 

Hate) 

F1 

Score 

F1 

Score 

(Hate) 

F1 

Score 

(No 

Hate) 

SVM 67.71 59.60 73.63 75.47 12.86 79.30 

LR 69.13 60.84 75.27 78.76 14.89 82.67 

RF 67.01 58.85 73.03 67.21 12.73 70.55 

XGBoost 65.30 54.50 73.44 75.39 10.62 79.35 

Table I shows the results in the form of overall F1 scores, F1 
Score (Hate) and F1 score (No Hate) of four machine learning 
models implemented on ETHOS and D1 datasets. The results 
are obtained when the models are trained on ETHOS and 
cross validation is done on D1 dataset. 

Balanced accuracy (Eq 2) is defined as the arithmetic mean 
of sensitivity and specificity. It is also considered as the 
further development in standard accuracy metric. 
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Balanced Accuracies are shown in the Table II representing 
that our proposed approach using truncated SVD and hyper 
parameter tuning gives better results than baseline results. 
The graphical representation of balanced accuracies are 
shown in Fig 4. 

Table II Comparison Table_Balanced Accuracy 

Balanced Accuracy 

Models ETHOS_Our Approach ETHOS_Baseline 

SVM 66.70 66.43 

LR 67.07 66.94 

RF 68.17 65.04 

XGBoost 64.42 64.33 

 
 

 

Fig 4. Comparison Graph of Balanced Accuracy: ETHOS_BINARY (Our 
Approach vs Baseline) 

VI. CONCLUSION & FUTURE SCOPE 

From the empirical evaluation done in the paper, it is seen 
that reducing features using Truncated SVD along with hyper 
parameter tuning helped in increasing balanced accuracy and 
F1 score for algorithms like Logistic Regression, SVM and 
XGBoost when compared to the baseline results. For Random 
Forest, only change in hyper parameter is giving good results. 
The paper covers the basic ML algorithms for detecting hate 
speech. So, more SOTA algorithms and ensemble techniques 
can be implemented as a future task. Moreover, ETHOS 
dataset can be combined with other similar datasets for more 
evaluations.  
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1.Introduction 
There are certain concerns when we need that a joint 

must be of different metal compositions. This also 

applies to higher temperature applications or of wear 

situations. In such situations and other related 

problems, one has to think of dissimilar metal joints. 

Two different grades of stainless steel with different 

combination of the input parameter can be joined 

together. The combination of the different parameter 

leads to obtain desired results. These input 

parameters can be current, table speed and torch 

angle, variation in these parameters can cause 

alteration in mechanical properties. These changes 

are also responsible for the change in stability of arc, 

melting and deposition rate [1]. For welding 

dissimilar metals, the following four things we have 

to keep in mind, melting point of metals, coefficients 

of their thermal expansion, electrochemical 

difference and solubility of each metal [2]. If fusion 

welding is used, melting point plays an important 

role.  

  
*Author for correspondence 

Similarly, the coefficient of thermal expansion can 

create excessive strain in the weld zone if there is 

more difference in it. Electrochemical difference can 

relate to corrosion in the inter metallic zone [3]. 

 

Metals that fit closer to electrochemical scale can 

provide simple welding process than those that are 

far apart. Solubility of each metal is another problem 

which is to be taken care [4]. If these are not 

interpolable with each other than third metal is used 

as a filler metal which is soluble with these metals 

[5]. The process available for joining dissimilar 

metals are fusion and nonfusion welding along with 

low dilution welding. The last two methods are used 

for high output and special welding application [6]. 

Most commonly used process for dissimilar metal 

welding (DMW) in power and process industries are 

fusion welding [4].  

  

The purpose of the paper was to study the surface 

hardness of welded joints. The combination of these 

materials will make a joint very useful for certain 

applications because these can sustain the extreme 

Research Article 

Abstract  
Gas tungsten arc welding (GTAW) is very popular globally as it is capable of doing similar and dissimilar material 

welding. Most commonly steel and aluminium of different grades are joined using this process. In this research work, two 

unalike grades of stainless steel i.e., 304 and 316 were welded together with different combination of parameters. An 

attempt was made to find out the effect on the surface hardness of the joint. The parameters under consideration were 

current, welding speed and torch angle, having two limits, maximum limit (+1) and lower limit (-1). A mathematical 

model was developed between input parameters and the responses such as hardness was analyzed by using the factorial 

approach. The result of the analysis shows that increase in current and welding speed decreases the hardness whereas an 

increase in torch angle increases the surface hardness. Hardness is maximum at the weld zone of two dissimilar metals 

and minimum at the heat affected zone. 

 

Keywords 
Stainless steels, GTAW, Surface hardness, Input parameters, ANOVA. 
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environmental condition for corrosion. These are 

easily weldable at the given thickness so the problem 

of solubility and melting point can be dealt easily 

with such type of dissimilar fusion welding. Some of 

the important applications are heat exchangers, 

pipelines, pressure vessels, flanges and fittings. 

Effect of welding parameters on the hardness an be 

easily seen in this work. 

 

This paper is organized and explored in the following 

sections. Literature discussion in section 2. Methods 

have been explored in section 3. Results investigation 

and the discussion has been presented in section 4. 

The concluding remark has been elaborated in section 

5. 

 

2.Literature review  
The metallurgical and mechanical characterization of 

dissimilar joints between low carbon steel and 

stainless steel was made by laser autogenous 

welding. The results demonstrate that the affirmative 

difference in yield between the weld metal and the 

base materials assist the joint from being plastically 

deformed [7]. Another researcher presented in his 

paper that deeper qualitative analysis of the welding 

procedure’s influences the fracture toughness of the 

High strength low alloy (HSLA) steel welded by 

manual metal arc (MMA) and metal active gas 

(MAG) process [8]. High temperature during welding 

has an affirmative outcome on the micro-structure 

and it was observed that material failure occurred in 

the base material near the heat affected zone (HAZ) 

while manufacturing American iron and steel 

institute (AISI) 316L stainless steel tubes with 

Selective laser melting (SLM) technology [9]. 

Hydrogen analysis and scanning electron microscopy 

(SEM) were conducted to find the effect of charging 

time on the hydrogen concentration and surface 

Morphology of hydrogen exposed 316L stainless 

steel welded joints at ambient and cryogenic 

temperature. The result shows that vulnerability to 

hydrogen decreased the absorbed energy and ductility 

of 316L stainless steel at all tested temperatures but 

not much difference was found among the pre-

charging times [10]. Gas tungsten arc welding 

(GTAW) can be more widely used in aerospace 

components and food processing units by welding 

sheets and pipes [11]. Stainless steel 316 is mostly 

used in Thermal power plants, its study for 

temperature time precipitation (TTP), when it is used 

in high temperature applications [12]. Underwater 

wet welding of 317L stainless steel with nickel based 

tubular wire shows that fully austenitic weld metal 

without cracks and pores with nickel-based filler wire 

can be achieved as observed in the micro-structure 

analysis [13]. Dissimilar welding was done on small 

thick plates with different fluxes on Tungsten inert 

gas (TIG) to micro-structure examination with the 

best outcome in case of TiO2 ingredients [14]. 

Similarly, a dissimilar welding was performed on 

unlike grades of steel where related parameters were 

optimized by Taguchi analysis on a tensile test 

specimen [15]. A dissimilar weldment between P91 

and American iron and steel institute (AISI) 316L 

austenitic steel fabricated by activated TIG welding 

was performed on 8 mm thick plates using a single 

pass with pre-coated mixture of metallic oxides the 

result shows that elimination of hot cracking in the 

joint compared with conventional methods is very 

helpful [16]. The mechanical and micro-structural 

properties can be enhanced by using filler material 

such as 309L when joining similar grades of stainless 

steel by TIG welding, the best result is obtained by 

120 A current [17]. Influence of welding parameters 

such as welding current and welding speed was 

carried out to find the strength of joint welded by 

TIG welding in between low carbon steel and 

aluminium alloy AA1050 the result shows that at an 

optimized value of strength with the help of Taguchi 

analysis can be achieved [18]. SS 304 and carbon 

steel welded together with TIG and A-TIG process 

and it was found that A-TIG welded joint has better 

joint efficiency and mechanical properties as 

compared to TIG welded joints [19]. Optimization of 

process parameters was done on naval steel to get the 

maximum depth of penetration by using GTAW 

process. Response surface methodology (RSM) D-

optimal method and Taguchi optimization techniques 

were compared, and it showed that RSM result is 

better than Taguchi analysis for better penetration 

[20]. Artificial neural network (ANN) was used for 

simulation, and genetic algorithm (GA) was used to 

optimize the process parameters such as welding 

current, welding speed, nozzle deflection distance, 

travel angle and wire feed frequency for GTAW 

process on AISI 1020 steel blank material with two 

tubular wires [21]. A TIG welding process was used 

to study the effect of welding speed and welding 

current on welding of mild steel plates it was 

concluded that current can be increased up to 110 A 

for 6 mm thick plates to get the best hardness result. 

A further increase in current will reduce the hardness 

[22]. Shielded metal arc welding (SMAW) was 

performed on A 36 carbon steel welded joint to study 

the effect of welding current on the micro structure 

and hardness of the joint.  Results indicate that the 

higher current reduces strength and hardness [23].  A 

dissimilar joint of AA 6063 with AA 7075 was made 
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with the help of friction stir welding (FSW) process 

to study the effect of spindle speed and welding 

speed, the result shows that increasing the spindle 

speed and decreasing the welding speed gave the best 

result of tensile strength [24]. A study of metal inert 

gas (MIG) welding process carried out on carbon 

steel plates says that the hardness of the joint 

increases with the decrease in welding speed and 

increase in welding current [25]. The effect of gas 

flow rate on welded stainless-steel alloy SS-202 joint 

was studied and the result shows that at a low gas 

flow rate high tensile strength and low ductility were 

achieved whereas at high welding speeds high 

tendency of welding defects and improper 

penetration takes place [26]. 

 

As per the latest research, software simulation is also 

useful to study the dissimilar metal welded plates of 

20/0Cr18Ni9 by finite element analysis the result 

shows that residual stress of each model is 

significantly reduced. The stress reduction of 20 steel 

side is significantly larger than on the 0Cr18Ni9 side 

and deformation was smaller in each case after the 

heat treatment [27]. Dissimilar metal joining 

investigation of AISI 316L-Alloy800 by activated 

TIG. (A-TIG) shows that joint has a decent 

combination of tensile strength and impact toughness 

[28]. The propeller shaft made by joining steel ST41 

and 316L stainless steel with a variety of electrode in 

SMAW process the result of the analysis shows that 

the tensile strength of the base material increases and 

use of E6013 electrode has lower corrosion resistance 

[29]. Micro-structure and corrosion behavior of 

copper and 316L stainless steel welded joints on an 

electrolytic copper cathode plate was investigated. 

Clear phase separation was noted in the weld metal 

with the γ- and ε-Cu phase dominating the Fe-rich 

and Cu-rich zones, respectively [30]. A dissimilar 

joint of aluminium alloy and commercially used 

copper alloy by friction stir spot welding (FSSW) 

process shows that the optimized result of welding 

parameters can be obtained by the weighted 

aggregated sum product assessment coupled with 

grey wolf optimization method and pin length is the 

most significant factor [31]. Mechanical properties 

and crack propagation behavior was investigated of 

pressurized water reactor for cladding layer material 

304L and SA508 the result indicated that the strength 

value at the fusion boundary is largest and yield 

strength reaches at 689 Mpa [32].  As per the 

literature review, one can say that a lot of work 

already done on the dissimilar weld joint but to the 

best knowledge, dissimilar TIG joint of SS 304 and 

SS 316 of 2 mm is still remains. So, an effort was 

made on dissimilar grades of SS 304 and SS 316 steel 

on the TIG welding by considering the combination 

of different level of input parameters. 

   

3.Methods 

The following path was followed while carrying out 

the fact-finding work. 

1. Selection of material 

2. Problem with welding of stainless steel 

3. Recognizing the input parameters  

4. Establishment of a design matrix  

5. Experimentation for the responses 

6. Generation of the mathematical model  

7. Analysing the graphs and plots 

 

3.1Experimental setup 

In the present study, TIG welding machine of flat V-I 

(voltage and current) characteristics was used. For 

sample preparation shielded gas as argon was used to 

weld two different grades of steel plates with non 

consumable electrode of 2.5 mm diameter. The 

sample dimensions were kept as 150 mm square and 

2 mm thick. The Rockwell hardness test is the most 

widely used it has 3 type of scales A, B, C. B scale 

was used in this case according to the data book as 

maximum hardness of SS 304 is 70 Rockwell 

hardness at B scale (HRB) and SS 316 is 78 HRB. 

Experimental setup is shown in Figure 1(a), consist 

of a welding torch and the platform to weld the 

specimen. Welding of dissimilar steel 2 mm plates in 

process is shown Figure 1(b). Fixing of plates to 

make a butt joint is shown in Figure 1(c) before the 

welding. Plates are butted against each other and a 

clamping device will hold the plates together. The 

joint after the welding operation is shown in Figure 

1(d) before making the specimen for other testing 

processes. 

 



Deeksha Narwariya and Aditya Kumar Rathi 

130 

 

      
                                       (a)                                                                                      (b) 

       
                                      (c)                                                         (d)                    

Figure 1 (a) TIG welding setup (b) welding of specimen (c) SS304 and SS316 specimen (d) welded specimen 

 

3.2Selection of material  
Stainless steels are a ferrous alloy that contains 

chromium which protects the ferrous content from 

rusting and also enhance heat resistant property. 

Stainless steel being resistant to corrosion, can be 

used in many applications. The important point is that 

it can be easily shaped into plates, sheets, bars and 

tubes. Important applications are heavy industries, 

construction material and surgical equipments. It also 

does not require any surface treatment mostly used in 

kitchen appliances and food processing units. So, 

AISI 304 and AISI 316 were selected for the study 

purpose. The chemical composition of these two have 

been discussed. 

 

AISI 304 which is Chromium-Nickel based steel, 

mostly used as 300 series stainless steel, it has 

superior forming and welding attributes. The 

cautiously controlled investigation of 304 made it to 

be deep drawn more seriously than types 301 and 302 

without in-between heat demulcent. AISI 304 also 

has prominent welding attributes. In a gently 

corrosive environment, no post-weld annealing 

required to regenerate the superior performance of 

this grade. Chemical composition of SS304 is given 

in Table 1. 

 

Table 1 Composition of SS304 

S. No. Elements Weight (%) 

1 Carbon 0.060 

2 Manganese 0.86 

3 Silicon 0.031 

4 Chromium 18.35 

5 Nickel 8.20 

6 Phosphorus 0.031 

7 Sulphur 0.01 

 

By adding 2.5% molybdenum in 316/316L an  

austenitic steel increased  ace corrosion resistance of 

this type 304 grade. 316L has reinforced indentation 

corrosion opposition and has superior mechanical 

phenomenon to sulphates, phosphates and others. 

316/316L has better resistance than standard 18/8 

types of salt water, acids, chlorides, bromides and 

iodides. Its chemical mixture is given in Table 2. 

 

Table 2 Components of SS316 

S. No. Elements Weight (%) 

1 Carbon 0.04 

2 Manganese 1.6 

3 Silicon 0.05 

4 Chromium 19 

5 Nickel 12.5 

6 Phosphorus 0.03 

7 Sulphur 0.03 
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3.3Problem in TIG welding of stainless steel 

Steel is mainly used because of its anti-corrosion 

property. Chromium and carbon adversely effected in 

the form of corrosion called weld decay or inter-

crystalline corrosion. During welding nearby carbon 

dissolves with chromium and then on cooling 

precipitate as chromium carbide on the grain 

boundary hence, it is going to lose its corrosion 

resistance property. There are so many techniques. 

The most obvious are either reduce carbon content or 

add some alloying element which can react and avoid 

the formation of chromium carbide. Higher 

expansion in the heat affected zone results in 

increased thermal stresses hence more distortion. For 

welding of thin sheet where more dimensional 

tolerance is required, which can be achieved by use 

of accelerated cooling process like copper chills or 

freezing gas. That makes processing more tedious 

and costly. TIG welding of stainless steel is carried 

out within the inert gas atmosphere otherwise 

chromium present in the ferrous alloy reacts and form 

a compound. Generally, argon gas is used and 

sometimes nitrogen can also be used, but there is the 

risk of hot cracking in the case of nitrogen. Stress 

corrosion cracking in fabrication industries, is the 

other problem. It may occur due to halides or strong 

alkali solution. Cracking occurs at high stress region. 

Stresses in the region near by weld reaches to yield 

point of metal and cracking propagate rapidly. Stress 

relieving process at the temperature 700 to 900˚C has 

to be used to avoid this failure. 

 

3.4Important process factor 

On the ground of literature survey, test runs were 

performed, it showed that weld properties are related 

to current, welding speed and torch angle very much. 

Where as no significant effect was seen due to gas 

flow rate. Keeping in mind it was kept constant 15 

l/min throughout the experiment. Once the important 

input variable was found, their working extent was 

ascertained by performing trial runs. Such as, 

increasing one parameter over its range and keeping 

others as constant by checking the quality of weld in 

reachable range as far as weld bead and any surface 

fault is concerned. All the process parameters are 

given in Table 3. 

 

3.5Formation of a design matrix 

Using MINITAB software, the design formula was 

prepared. Two levels of welding current were chosen 

as 120 and 140 Amp. Welding speed levels was 

chosen as 25 and 35 cm/min. Torch angel was varied 

from 0-45˚. Further welding was performed 

according to the design matrix, whereas weld run was 

performed in different combination of input 

parameters. The design matrix in coded form is 

shown in Table 4. +1 indicates higher level and -1 

indicates lower level. Process flow diagram is shown 

in Figure 2.  

 
Figure 2 Process flow diagram 
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Table 3 Important factors 

S. No. Parameters Parameter 

limits 

1 Welding current 120 - 140 Amp 

2 Welding speed 25 - 35 cm/min 

3 Torch angle 0 - 45 ˚ 

4 Voltage 15 V 

5 Tungsten electrode 

 diameter 

2.5 mm 

6 Inert gas Argon 

7 Nozzle to tip distance 2mm 

 

Table 4 Design matrix 

S. No. Current Welding speed Torch angle 

1 -1 +1 -1 

2 +1 -1 +1 

3 -1 -1 +1 

4 -1 -1 -1 

5 +1 +1 +1 

6 +1 -1 -1 

7 -1 +1 +1 

S. No. Current Welding speed Torch angle 

8 +1 +1 -1 

 

4.Results 
4.1Experimentation for the response: (Hardness) 

The surface hardness was measured using a Rockwell 

hardness testing machine with diamond indenter. 

Initially, a load of 10 kgf was applied so that there is 

good connect between work piece and diamond 

shaped indenter. After that a primary load of 150 kgf 

was applied as per the workpiece material. Waiting 

time of 60 sec was set so that any fluctuation in dial 

gauge can be minimized. Now release the load and 

note down the scale reading. It was planned to take 3 

readings, one in the weld area and two on the both 

sides of the weld bead. The machine used to take the 
Brinell hardness number (BHN) of the specimens at 

three different points is shown in Figure 3. Measured 

hardness of different specimens is shown in Table 5. 

 

 
Figure 3 Measurement of the hardness using the Rockwell hardness testing machine 

 

Table 5 Measurement of surface hardness 
S. No. Current 

(Amp) 

Welding speed 

(cm/min) 

Torch angle 

(degree) 

H1 H2 H3 

1 140 35 0 47 65 53 

2 120 25 45 80 98 90 

3 140 35 45 54 70 62 

4 140 25 0 69 88 81 

5 120 25 0 72 89 83 

6 120 35 0 63 86 75 

7 120 35 45 76 95 88 

8 140 25 45 74 90 85 

 

4.2Generation of the mathematical model 

After measuring the surface hardness, a mathematical 

relation was developed between input parameters and 

the responses. Hardness was measured at three 

points, one of the weld zones represented as H2 and 

other two at the HAZ on the both regions of the weld. 
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H1 represents the hardness of the heat affected zone 

on the SS 304 while H3 represents the same on the 

SS 316 side. Analysis of variance (ANOVA) analysis 

of hardness at point H1 is shown in Table 6. Analysis 

of the result shows that regression model is 

significant as its P-value is 0.018. The most 

significant factor is interaction of current and speed 

which is having a P-value as 0.018. After that next 

significant factor is speed having a P-value of 0.022. 

The model summary says that R-square value is 

0.999 shows that 99.9 % variation is shown by the 

independent variables. The value of R-square 

(adjusted) and R-square (predicted) is in close 

agreement. 

 

Table 6 ANOVA for H1 

Source Degree of 

freedom (DF) 

Adjusted sum of 

squares (Adj SS) 

Adjusted mean 

squares (AdjMS) 

F-Value P-Value 

Regression 6 1748.75 291.458 2331.6 0.016 

Current 1 222.37 222.368 1778.9 0.015 

Speed 1 276.48 276.48 2211.8 0.014 

TA 1 22.85 22.837 182.70 0.047 

current×speed 1 351.12 351.125 2809.0 0.012 

current×TA 1 28.12 28.125 225.00 0.042 

speed×TA 1 3.13  3.125 25.00 0.126 

Error  1   0.13  0.125 - - 

Total  7 1748.88 - - - 
S=0.353553, R-square=99.99%, R-square (adjusted)= 99.94%, R-square(predicted)= 99.43% 

 
H1=-147.7+ 2.0250 current+ 9.575 speed + 1.0444 TA -

0.08750 current × speed- 0.007222 current × TA 

+ 0.00333 speed × TA (1) 

 

ANOVA analysis of hardness at point H2 is shown in 

Table 7. Analysis of the result shows that regression 

model is significant as its P-value is 0.016. The most 

significant factor is interaction of current and speed 

which is having a P-value as 0.012. After that next 

significant factor is speed having a P-value of 0. 014. 

The regression equation for the model of hardness at 

point H1 is shown by Equation 1. The model 

summary says that R-square value is 0.999 shows 

that 99.9 % variation is shown by the independent 

variables. The value of R-square (adjusted) and R-

square (predicted) is in close agreement. 

H2=-287.8+ 3.2500 current+ 15.375 speed + 1.0778 TA -

 0.13250 current × speed - 0.008333 current × TA + 0.0056 

speed × TA (2) 

  

ANOVA analysis of hardness at point H3 is shown in 

Table 8. Analysis of the result shows that regression 

model is significant as its P-value is 0.015. The most 

significant factor is interaction of Current and speed 

which is having a P-value as 0.013. After that next 

significant factor is speed with a P-value of 0.015. 

The Regression equation for the model of Hardness 

at point H2 is shown by equation 2. The model 

summary says that R-square value is 0.999 shows 

that 99.9 % variation is shown by the independent 

variables. R-square (adjusted) and R-square 

(predicted) is in close agreement. 

 

Table 7 ANOVA for H2 

S= 0.35355, R-square=99.99%, R-square (adjusted)=99.93%, R-square (predicted)=99.59% 

 

Table 8 ANOVA for H3 

Source DF Adj SS Adj MS F-Value P-Value 

Regression 6 1934.75 322.458 2579.67 0.015 

current 1 192.64 192.645 1541.16 0.016 

Source DF Adj SS Adj MS F-Value P-Value 

Regression 6 1406.75 234.458 1875.67 0.018 

Current 1 86.33 86.329 690.63 0.024 

Speed 1 107.23 107.229 857.83 0.022 

TA 1 21.45  21.447 171.57 0.049 

current*speed 1  153.12 153.125 1225.00 0.018 

current*TA 1 21.12 21.125 169.00 0.049 

speed*TA 1 1.13 1.125 9.00 0.205 

Error 1 0.13   0.125 - - 

Total 7 1406.88 - - - 
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Source DF Adj SS Adj MS F-Value P-Value 

speed 1 217.12 217.124 1736.99 0.015 

TA 1 17.54 17.536 140.29 0.054 

current×speed 1 300.12 300.125 2401.00 0.013 

current×TA 1 28.12 28.125 225.00  0.042 

speed×TA 1 15.13 15.125 121.00 0.058 

Error 1 0.12 0.125   

Total 7 1934.88    
S=0.333, R-square=0.999, R-square (adjusted)=99.9%, R-square(predicted)= 99.44% 
 
H3=-252.2 + 3.0250 current + 13.625 speed + 0.9444 TA-

0.12250 current × speed- 0.008333 current × TA 

+ 0.01222 speed × TA (3)        

 

The regression equation for the model of hardness at 

point H3 is shown by Equation 3. 

 

5.Discussion 

ANOVA of the formulated model, has P-value, less 

than 0.05 that signifies the model. The most 

important factor is the interaction of welding current 

with welding speed and then the angle of the torch. 

Secondly, the high numerical quantity of R square  

 

 

and adjusted R-square also propose the 

satisfactoriness of the formulated exemplary. 

 

5.1Line plot for hardness along the welded 

specimen 

From the line plot it is observed that hardness of SS 

304 is less than SS 316. H1 is the hardest on the heat 

affected zone of material SS 304 and H3 is the 

hardness of heat affected zone of material SS 316. On 

the welded specimen, hardness first increases, then 

start to decrease. Hardness is maximum at the weld 

joint as the metal solidifies, it recrystallizes itself into 

fine grain which makes it hard and brittle in nature. 

 
Figure 4 Line plot of hardness along welded specimen for different weld runs 

 

Whereas when move towards the base metal grains 

gets coarser again resulting decrease in hardness. The 

line plot of the hardness is shown in Figure 4. It is 

clear from this that the hardness at base metal is less 

than the weld metal. Position of taking the hardness 

value from the specimen is also shown in Figure 4. 

Maximum hardness is observed at the   welding 

current of 120 Amp, 25 cm/min welding speed and 

45 ⁰ Torch angle. Minimum hardness is observed at 

140 Amp current, 35 cm/min welding speed and 0⁰ 

torch angle. 
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5.2Main effect plot of hardness with the input 

parameters 
5.2.1Hardness versus current 

An increase in current, hardness starts to decrease 

because increases in current causes more heat 

supplied to the base metal which promotes the 

austenite micro-structure formation that enhance the 

strength of the metal and decreases the hardness. The 

result is shown in Figure 5 (a). Hardness plays an 

important role for mechanical properties of material, 

if hardness is more material becomes brittle and it 

cannot be used in many applications.  It is also 

justified by [24, 25] that the value of current can be 

increased up to a level after that it will decrease the 

hardness in the TIG welding process. 

 

 
(a)                                                          (b)                                                           (c) 

Figure 5 Main effect plot of input parameters with hardness 
 

5.2.2Hardness versus speed 

An increase in the speed, decreases hardness. The 

reason is heat input per unit area, per unit time 

decreases which results in thermal stresses 

generation, hence less grain boundary and less 

hardness. The result is shown in Figure 5 (b). Effect 

of welding speed is explained in the FSW by [26] 

shows that it has a mixed effect on hardness of the 

weld zone. In the MIG welding process, hardness 

increases with the decrease in welding speed. Our 

results are also in the same line. Mixed effect is also 

observed by [27] on hardness in MIG welding 

process for stainless steel alloy-202. 
5.2.3Hardness versus torch angle 

As the torch angle increases the spread of flame 

increases the heat affected zone also increases. More 

stresses causing more grain boundary and make finer 

grains and ultimately increases the hardness of the 

metal. The result is shown in Figure 5(c). The angle 

of the torch was taken as 0⁰ and 45⁰. Heat input is 

directly related to the torch angle as we increase the 

torch angle the heat input will spread over a large 

area and penetration will decrease. 

 

5.3The combined effect of input parameters on the 

hardness 
5.3.1Hardness vs. speed and current 

ANOVA Table 6, 7, 8 exhibits that interaction of 

speed and current is significant for all the three cases. 

Figure 6 represents the 3D plots of hardness with 

current and speed. It shows that the decrease in 

current and speed both will increase the hardness. 

The maximum hardness can be achieved at current of 

120 Amp and a speed of 25 cm/min. The maximum 

value of hardness achieved as BHN of approximate 

as 78. The pattern of the plot is also a straight line 

that indicates that hardness is linearly related to 

current and speed. 
5.3.2Hardness vs. Torch angle and current 

ANOVA Table 6, 7, 8 exhibits that interaction of 

Torch angle and current is significant for all the three 

cases. Figure 7 represents the 3D plots of hardness 

with current and Torch angle. It shows that the 

decrease in current and increase in Torch angle will 

increase the hardness of the joint. The maximum 

hardness can be achieved at current of 120 Amp and 

Torch angle of 45⁰. The maximum value of hardness 

achieved as BHN of approximate as 76 to 78. The 

lower value of current and minimum torch angle gave 

higher hardness. 
5.3.3Hardness vs. Torch angle and speed  

ANOVA Table 6, 7, 8 exhibits that interaction of 

Torch angle and speed is the most significant factor 

for the first two cases, whereas in the third case it is 

also significant with P-value as 0.048. Figure 8 

represents the 3D plots of hardness with speed and 

Torch angle. It shows that the addition in Torch angle 

will increase the hardness whereas speed is almost 
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constant. The maximum hardness can be achieved at 

speed 25cm/min and Torch angle of 45⁰. The 

Maximum value of hardness achieved as BHN of 

approximate 80. A complete list of abbreviations is 

shown in Appendix I. 

 

 
Figure 6 Interaction plot of speed and current with hardness 

 

 
Figure 7 Interaction plot of torch angle and current with hardness 

 

 
Figure 8 Interaction plot of torch angle and speed with hardness 

 

6.Conclusion  
This study is very useful for the industrial application 

because the fusion of these two metals has better 

properties against corrosive environment as AISI 304 

and AISI 316 contains chromium and nickel. 

Hardness of the welded joint has a maximum value at 
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the weld zone. It is clear from the study that hardness 

of these two materials after fusion will increase and 

maximum hardness can be achieved with the 

combination torch angle and the welding speed. The 

approximate value of BHN at this combination is 80. 

An increase in current will decrease the hardness. So, 

for the better result current has to kept minimum and 

the torch angle must also be minimized. Higher 

hardness, HRB 80 can be achieved at 120 Amp 

current and 0⁰ Torch angle. In case of interaction of 

welding speed and torch angle, best result of hardness 

can be achieved at a minimum welding speed and 

maximum torch angle. 
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Appendix I 
S. No. Abbreviation Description 

1 AISI            American Iron and Steel Institute   

2 AdjMS Adjusted Mean Squares 

3 Adj SS Adjusted Sum of Squares 

4 ANOVA    Analysis of Variance 

5 ANN          Artificial Neural Network 

6 BHN        Brinell Hardness Number 

7 DF           Degree of Freedom 

8 DMW     Dissimilar Metal Welding 

9 FSW Friction Stir Welding 

10 FSSW  Friction Stir Spot Welding 

11 GA       Genetic Algorithm   

12 GTAW    Gas Tungsten Arc Welding 

13 HAZ       Heat Affected Zone 

14 HRB         Rockwell Hardness at B scale   

15 HSLA         High Strength  Low Alloy 

16 MMA         Manual Metal Arc         

17 MAG             Metal Active Gas 

18 MIG               Metal Inert Gas 

19 RSM            Response Surface Methodology 

20 SEM        Scanning Electron Microscope 

21 SLM              Selective Laser Melting    

22 SWAW            Shielded Metal Arc Welding 

23 TiO2              Titanium Die Oxide 

24 TIG         Tungsten Inert Gas 

25 TTP           Temperature Time Precipitation  

26 V-I     Voltage and Current 

27 3D        Three Dimensional 

 

 
AuthoPhoto 

 



© 2023. This work is published under
http://creativecommons.org/licenses/by/4.0/ (the “License”). Notwithstanding
the ProQuest Terms and Conditions, you may use this content in accordance

with the terms of the License.



Research Article
Analysis of Oscillations during Out-of-Step Condition in
Power Systems

Zainab Alnassar 1,2 and S. T. Nagarajan 1

1Department of Electrical Engineering, Delhi Technological University, Delhi 110042, India
2Department of Electrical Power Engineering, Al-Baath University, Homs, Syria

Correspondence should be addressed to Zainab Alnassar; zainabalnassar0@gmail.com

Received 27 November 2022; Revised 10 February 2023; Accepted 16 February 2023; Published 28 February 2023

Academic Editor: Davide Falabretti

Copyright © 2023 Zainab Alnassar and S. T. Nagarajan. Tis is an open access article distributed under the Creative Commons
Attribution License, which permits unrestricted use, distribution, and reproduction in anymedium, provided the original work is
properly cited.

Power systems interconnected by weak tie lines can be subject to low-frequency oscillations because of disturbances which excites
the low-frequency modes of the system; furthermore, these oscillations can be stable or unstable. Te latter, if not treated, can
cause severe oscillations that divide the network into smaller groups which oscillate against each other, leading to out-of-step
(OOS) condition in the network. Te detection of OOS condition is a challenge for power system operators in real time as it is
difcult with conventional measuring instruments, to identify the instant at which the bus voltage angle between two areas
connected by tie line falls out of synchronism. Conventionally, the detection of OOS condition has been carried out with
impedance-based relays along with power swing blocking. With the advent of synchrophasor-based measurement units, it is now
possible tomeasure the bus voltage angle in real time leading to direct detection of OOS condition in power system and intentional
islanding. In this article, a systematic analytical study and EMT time-domain simulation study have been performed to simulate
OOS condition in the power systems, and its detection is based on the voltage angle diference with wide-area measurement
systems (WAMSs). Te article has been carried out on a single machine infnite bus (SMIB) to monitor generator OOS, Kundur’s
two-area system to detect interarea OOS, and the IEEE39 bus system to identify OOS condition and with a new algorithm. Time-
domain simulation studies carried out with OPAL-RT real-time simulator in HYPERSIM environment corroborates with an-
alytical results.

1. Introduction

Oscillation in the power grid results from the power system’s
dynamic nature [1]. Among the oscillation modes men-
tioned in [2], the current attention is drawn to the interarea
oscillation mode due to the severity of its results and the fact
that it can occur in unexpected lines far from the existing
disturbance. Te lines in the interarea may not have suf-
cient damping for these low-frequency oscillations. So, the
low-frequency interarea oscillations can cause stress on these
weak tie lines and can lead to loss of synchronization by
forming coherent groups of generators that oscillate with the
same angular speed against others, which in turn leads to
cascading failures and ends with network collapse [3, 4].
Maintaining the reliability and security of the power system

network requires a basic understanding of oscillations and
their dangers, namely, stable and unstable oscillations. In-
creasing the disturbance severity, which can be either faults,
increase or decrease in generation, loss or increase in a large
block of load, or changes in network confguration [5], gives
rise to the risk of these oscillations leading to so-called out-
of-step (OOS) [6].

Te current challenge for grid operators is maintaining
the stability of the network in the presence of low-frequency
oscillations and preventing the OOS condition. Concerning
the recent change in power generation toward renewable
energy sources (RES), it is worth mentioning that these
inverter-based resources, which do not have rotating mass
coupled to the grid, lead to a decrease in inertia in the power
system. Te resulting low inertia in the power system has an
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impact on the OOS condition [7, 8]. Te OOS condition in
literature has been addressed in two cases.Te frst one is for
synchronous generators and where the power plant falls out
of synchronism after a disturbance contributed by the rotor
angle of the generator. Secondly, the OOS condition between
two coherent areas contributed by interarea mode. Te OOS
condition is driven in the power system mainly due to fault
disturbances which can excite the generator rotor angle
mode or the interarea mode in large interconnected systems.
For the faulted system to be stable, the fault should be re-
moved before a time, known as the critical clearing time
(CCT). However, when fault clearing time is delayed due to
the failure of the breaker, for example, it will lead to out-
of-step condition [8].

Upon survey of the literature for OOS, the authors of [5]
have proposed a method to protect ultrahigh voltage
transmission lines from power oscillation due to wind
generation integration and diferentiate between symmet-
rical faults and power oscillation. Te authors of [9] have
compared the dynamic characteristics of an extensive
transmission system with and without photovoltaic pene-
tration, and its stability state has been observed. In [10], out-
of-step oscillation has been observed due to sequence faults
in a large power system despite clearing the faults at CCT,
leading to the need for controlled splitting. Abedini et al. [11]
have proposed the free measurement faster-than-real-time
(FTRT) method to predict OOS oscillation based on equal
area criterion EACmathematical formulation. In [12], a real-
time estimation has been developed to distinguish the OOS
oscillation of the generator based on active power derivation.
Te proposed scheme has relied on the polarity of extracted
angular velocity and acceleration data from EAC. In ref-
erence to [13], a new EAC approach to detect OOS has been
tested by replacing the power-angle curve with the power-
time curve.

Traditionally, OOS condition in the power system was
detected using an impedance-based distance relay [14].
However, with the implementation of synchrophasor
technology on a large scale in power grids, many parameters
can be monitored to observe the low-frequency oscillations
and detect OOS condition with the help of a phasor mea-
surement unit (PMU) characterized by a phasor (magnitude
and angle) output. In [5], an algorithm has been developed
based on measuring the angle of the current between
sending and receiving ends using the PMU. In [15], the
proposed method has used the magnitude of positive se-
quence voltage obtained from PMU to develop fast and
accurate intelligent devices (IDs) to detect symmetrical/
asymmetrical faults during power oscillation. Te authors of
[16] have traced the trajectory of the generators power angle
with respect to the frequency in the plane (δ-ω) to imple-
ment Zubov’s boundary method for stable and OOS os-
cillation discrimination. In [10], the proposed algorithm can
detect out-of-step oscillation in its frst cycle and determine
its location by obtaining the frequency of the bus voltages
using PMU. Te feature of the proposed algorithm [17] is
independence from the details of the power system and only
depends on the phase angle of the terminal voltage of
generators collected from PMU.

Te latest literature [18–22] have carried out research
studies regarding the design of wide-area power system
stabilizer (PSS) using PMU for damping interarea oscilla-
tions to improve the stability of the system. PSS efectively
increases damping of low-frequency oscillations by shifting
unstable mode to the left side of the complex plane.
However, PSS cannot guarantee the stability of the system in
case of large topological changes which in turn leads to OOS
condition in the system. In this study, wide area-based OOS
condition detection, during the unstable power swing (i.e.,
the time until which the system remains synchronized from
the occurrence of the disturbance in case of an unstable
power swing), has been proposed. In this way, this article is
diferent from the damping of oscillation in power systems
with PSS.

Tough several methods have been proposed in the
literature to avoid the mal operation and overcome the
difculties of the traditional impedance-based method with
continuously increasing RES in the power system, to avoid
the complex calculations required for setting of impedance-
based traditional OOS relay, it is worthy to go for a mea-
surement-based method. Tus, the frst contribution in this
article is an algorithm which is simple and does not need the
complex data of the system; it only needs the bus voltage
angle obtained directly from PMU without the requirement
of any computational estimation.Te second contribution is
that the presented method can detect both generator mode
and interarea mode, as previous studies have been con-
cerned with either one of these modes in their research.
Furthermore, a systematic study on the analysis of OOS
condition from small to large power systems under diferent
disturbance scenarios in the time domain as well as in the
frequency domain (eigenvalues) has been performed.
Tirdly, this article shall be helpful for monitor OOS in the
power system which can be used to identify unintentional
catastrophic tripping of transmission lines due to voltage
angle separation between two coherent areas. Te proposed
OOS detection method can be considered to identify the
instant at which the voltage angle separation of a generator
(or between two coherent areas) falls out of synchronism,
leading to instability in the power system.

To summarize, this article performs an OOS analysis of
power oscillation in grid-connected generator and inter-
connected power systems. An out-of-step tripping algorithm
has been developed and implemented in the presence of
diferent disturbance scenarios, using the information
output from wide-area measurements. Simulation studies
have been performed on SMIB, Kundur’s 2-area systems,
and IEEE39-bus system in OPAL RT real-time simulator
with 50 μ sec time step in HYPERSIM software. Results in
the time domain have been verifed with eigenvalue analysis.

2. Out-of-Step Background

Out of step is a condition in a power system where the phase
angle between two buses in an interconnected power system
or rotor angle of a generator and its generator bus exceeds
180 degrees [23]. OOS condition can occur between the
generator and the network which is known as a local mode
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with frequency oscillation in the range (0.7–2)Hz or be-
tween coherent areas causing interarea oscillation mode in
the network transmission lines with low-frequency (0.1–0.8)
Hz [24]. Te generator falls out of synchronism with the
generator bus in case of OOS condition, and in case of an
interconnected power system, the tie line oscillations shall
not be stable. Tis article has focused on interarea OOS
condition and on generator as well. Te basics of the OOS
condition can be analysed with steady-state power transfer
equation, swing equation, and modal values explained as
follows.

2.1. Steady-State Power Transfer. Te transmitted active
power through a transmission line in a grid, as shown in
Figure 1 [25], is given as follows:

Pe �
Vs.VR

Xs

. sin δ. (1)

In equation (1), VS and VR are sending and receiving
ends voltage of the line, δ is the voltage angle diference (δs −

δR), and XS is the equivalent reactance of the transmission
line. Typically, there is a voltage angle diference between
two ends of any transmission line to achieve the power
transfer principle as a power-angle (P− δ) characteristic
[25]. However, if this angle diference oscillates under ex-
posure to any disturbance, it should not reach the value of
180°. Otherwise, the oscillation will not dampen out, and this
angle diference will keep increasing, leading to a loss of the
synchronism of these two areas, according to equal area
criterion (EAC) [26].

2.2. Swing Equation. In case of a disturbance to the gen-
erator connected to the bus, the rotor angle of the generator
oscillates according to the swing equation [27]:

H

π.f0

d
2δ
dt

2 � Pi − Pt, (2)

where H is the area inertia per unit, δ is the electrical power
angle in radians, which will vary with time, and Pi is the area
input power and Pt is the electrical transmitted power. OOS
condition occurs when the rotor angle oscillations cross 180
degrees away from the bus voltage angle to which it is
connected.

2.3. Modal Values. Modes are the roots of the characteristic
equation of the power system matrix, and these can be
determined by eigenvalue analysis. With the use of eigen-
values, the nature of these oscillations mode can be indicated
as follows [1]:

λ � σ ± jω. (3)

Te damping coefcient is given as follows:

τ �
−σ

������
σ2 + ω2

􏽰 . (4)

Moreover, the frequency of oscillations is given as
follows:

f �
ω
2π

. (5)

Te positive real part of the eigenvalue indicates an
unstable system with a negative damping coefcient, and the
imaginary part decides the oscillation mode.

Te OOS condition due to this small signal stability
cannot be identifed easily with conventional measurements.
Traditionally impedance-based distance relays with blinders
were used to identify the OOS condition due to the interarea
mode in the system.

2.4. Wide Area Measurement System (WAMS). With the
advancement of synchrophasor technology, an enormous
number of research studies have been directed to the wide-
area measurement system (WAMS). WAMS is a network of
PMUs connected by a communication system. All PMUs of
various substations are connected to one phasor data con-
centrator (PDC) [28], which is a central computer that
collects information from all PMUs and stores it for later use
to predict how the future of the network will be. PDC can
monitor the system in real time to warn the operators or
send a trigger signal in case of any disturbance. Te main
feature of this technology is the GPS synchronization with
a phasor measurement unit (PMU) to give output with time-
stamped measurements [23]. PMU is a measurement device
that can report data at various data rates (10, 30, 60, and 120
frames per second), to convert the input instantaneous
values to the time-stamped samples as represented in
Figure 2.

2.5. Traditional Algorithm. Traditionally, out-of-step con-
dition was detected in the power system with impedance
measurement, based on distance relay with a “blinders
scheme” [29]. Power swing blocking (PSB) and out-of-step
tripping (OOT) functions have been added to the impedance
relay. In this scheme, if the impedance trajectory during the
fault or oscillation travels from the right outer blinder to the
right inner blinder (ΔZ) during time Δt>Δtsetting, the outer
zone Z3 function will be blocked from tripping as the
distance relay distinguishes stable power swing from fault.
While OOT function permits the distance relay to trip
immediately when the impedance trajectory leaves the right
inner blinder as the relay identifes the OOS condition, as
represented in Figure 3.

As aforementioned, blinders’ scheme requires proper
settings for ΔZ and Δtsetting along with blinder locus
depending on system confguration which may change at
any time because of any contingency. Terefore, to imple-
ment this multiple functionality scheme, a thorough study of
system stability and detailed analysis of the system in
presence of diferent types of disturbances has to be carried
out precisely which is difcult in a larger system. Otherwise,
maloperation of relay may occur causing undesired
triggering.
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2.6. Proposed Algorithm. Taking advantage of the PMU data
stream at substations, the bus voltage angle can be measured
from two PMUs at the ends of the tie line. Te test con-
fguration is shown in Figure 4.

Te voltage angle diference (δs − δR) has been imple-
mented to trip at out-of-step condition after collecting
PMUs data [30], as shown in Figure 5.

Te voltage angle diference tool of the tie line has been
carried out using MATLAB/Simulink and has been
imported to HYPERSIM for observation.

Figure 6 demonstrates the proposed relay algorithm to
detect OOS condition based on the voltage angle diference
between the buses at both ends of the tie line. Te trip
decision is taken when the voltage angle diference is equal to

CB1 CB2

Ref

XS

VS∠δS VR∠δR VS

VR

δ

δR
δS

Figure 1: Sending and receiving ends of the transmission line.

PMU

GPS clock

Angle

Magnitude

Frequency

ROCOF

Instantaneous
current or voltage

Figure 2: PMU input and output.
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swing
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swing
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jX
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Δ tsetting
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Figure 3: Blinder scheme.
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or greater than 180°. Te main advantages of the proposed
approach are the simplicity, measurement based, and in-
dependent of the system topology.

3. Case Study

Te study has been carried out on OPAL-RT real-time
simulator using HYPERSIM environment, which is soft-
ware that helps to simulate and test power systems with
realistic visualization. PMU is a measurement device that
can be utilized to obtain phasor quantities, which has been
simulated in Simulink and imported into HYPERSIM, to
collect bus voltage angle. Furthermore, HYPERSIM can
provide the damping coefcient and the frequency of os-
cillations of the system from which eigenvalue can be
calculated.

Te analysis has been carried out on three confguration
systems to monitor the behaviour of system stability under
diferent disturbance scenarios. First, the efect of changing
the generated power of SMIB on CCT, considering a three-
phase fault, has been simulated at the sending end of one of
the lines. Second, on Kundur 2 area system, three scenarios
have tested changing inertia, load variation, and changing
network confguration. Lastly, interarea oscillation has been
created by 2 three-phase faults at diferent locations on the
39-bus system to observe the behaviour of out-of-step
condition in the extensive system.

3.1. Case Study I: Single Machine System (Generator Mode).
Te study system in this case is a 60Hz single machine
connected to an infnite bus through two transmission lines
(Figure 7). Te parameters of SMIB are given in Table 1. A
three-phase fault has been applied on line 2, at the sending
end of the line at 1 sec.Te fault has been cleared by tripping
of the lines from both ends.Te time of clearing the fault has
been varied according to the diferent scenarios of power
transmission. Te OOS condition, at which the generator
falls out of synchronism with a phase angle diference of 180
degrees, has been detected with PMU measurements from
bus 2 and bus 3. Te relay algorithm developed has been
used to detect the OOS condition and trip the generator.Te
results have been analytically verifed with the calculated
values of CCT.

Te CCT has been calculated as given in [31] using
critical clearing angle (CCA) δcwith the following equations:

cos δc �
P0 δmax − δ0( 􏼁 + P3max cos δmax − P2max cos δ0

P3max − P2max
,

du ring faultP2max sin δ �
VsVR

Xdf

sin δ,

after faultP3max sin δ �
VsVR

Xaf

sin δ.

(6)

Area 1 Area 2
CB1 CB2

PMU1 PMU2
VS∠δS VR∠δR

XS

Figure 4: PMUs on buses on both ends of the tie line.

Area 1

Area 2

PMU1

PMU2

Trip
when

δ ≥ 180°
δ

δR

δS

Figure 5: Implementation of OOS tripping.

start

Collect bus voltage angle
from PMUs (δS, δR)

If
δ ≥ 180°

Calculate
δ = δS – δR

Out-of-step tripping
signal to circuit breakerReset?

No

No

Yes
Yes

Figure 6: Proposed algorithm based on voltage angle diference.
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Figure 7: SMIB with fault on line 2.

Table 1: SMIB parameters.

Device Parameter (p.u)
Transformer imp 0.05
Generator (Xd

′) 0.3
Generator (H) 6.112
Line 1� line 2 0.3
Xbefore fault 0.5
Xduring fault inf
Xafter fault 0.65
Network Inf. bus voltage� 1

Table 2: Calculated and simulated CCT values with changing power.

Scenarios Power fow (pu)
CCT (sec)

In EAC and time
domain

Scenario1 0.9 + 0.430j 0.265
Scenario2 0.8 + 0.074j 0.287
Scenario3 0.6 + 0.450j 0.400
Scenario4 0.4 + 0.910j 0.561
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Figure 8: SMIB equal area criteria for diferent values of active power: (a) 0.9 pu, (b) 0.8 pu, (c) 0.6 pu, and (d) 0.4 pu.
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Xdf � inf because the fault occurs on sending end. Xaf

� the reactance of line 1.

tc �

����������
2H δc − δ0( 􏼁

πf0P0

􏽳

. (7)

OOS condition has been evaluated in the power angle
domain in the light of the same fault applied at 1 second for
all generating scenarios in Table 2. To verify the OOS
condition at CCT, equal area criteria have been plotted for all
scenarios observing CCA for corresponding
generated power.

Figure 8 demonstrates equal area criteria with the value
of CCA required to get CCT. Table 2 shows the CCT from
the time of the fault. Te table illustrates that decreasing
generated active power increases CCT. Tus, clearing time
(CT) of the fault on or before these CCT will maintain the
system’s stability as verifed in time domain (Figures 9
and 10).

Traditional transmission line relays are coordinated in
such a way as to clear the fault at a predetermined time.
Moreover, the integration of renewable energy and its
generation relies on the renewable sources. Tis may cause
instability issue and out-of-step condition when, for ex-
ample, the relay has already been set to operate at 0.4 seconds
(scenario 3 in Table 2) from the time of the fault.

Now, when the generated power raises up to 0.8 pu,
which requires lesser time to clear the same fault, for the
system to be stable, the transmitted power oscillates con-
tinuously, as in Figure 10.

To capture the previous said phenomenon in WAMS,
bus voltage angle diference is measured through PMU at
Bus 2 and Bus 3. Figure 11 plots stable and unstable bus
voltage angle diference oscillations due to OOS condition. If
there is any delay in clearing time (CT) of the fault, the
system will be out-of-step, and there will be a loss syn-
chronization when the voltage angle diference goes beyond
180° as in Figure 11, which compares clearing the fault on
and after CCT.

To verify the results in small signal stability criteria,
eigenvalues have been calculated using damping ratio and
oscillation frequency, which have been obtained from the
model identifcation method in SCOPE VIEW software
from Figures 9 and 10. Te stability conditions have been
evaluated by using eigenvalues in case of fault clearing time
(CT) equal to CCT and greater than CCT.

As shown in Table 3 the real parts of the eigenvalues are
negative when clearing the fault happens at CCT, indicating
a stable system. Unlikely, when CT>CCT, the real parts of
the eigenvalues are positive which denotes the OOS con-
dition for diferent scenarios considered.

From this case study, it can be inferred that the OOS
condition in generator detected with phase angle diference
from PMU measurements in real time confrms to the EAC
criterion, which is difcult to implement in generators
otherwise.

3.2. Case Study II: KundurTwoArea System (InterareaMode).
Te second case study has been carried out on Kundur’s two
area system. It is a 50Hz power system consisting of two
symmetrical areas, as shown in Figure 12. Each area has two
generators and fve buses in addition to the two middle lines
with a bus; thus, there are 11 buses. Two loads are connected
with buses 4 and 6, and detailed parameters are in [30]. Te
transmitted power from bus 4 to 6 has been measured, and
two PMUs have been connected with bus 3 and bus 7. Tus,
the tie lines’ transmitted power and voltage angle diference
have been observed to identify out-of-step conditions during
the scenarios of varying loads, inertia, and network
confguration.

3.2.1. Scenario I: Load Variation. In this scenario, the OOS
condition has been simulated in two area systems by varying
the load in the system so that the interarea mode oscillations
are excited.Te initial condition for tie line power transfer of
410MW has been set and load 2 on bus 6 has been varied by
increasing the load by 30% and 50% at 1 sec. Figure 13 shows
how the power oscillations due to interarea mode for the two
cases. It can be observed that the system remains stable in
case of a 30% change where as it turns unstable for 50%
change.

Terefore, the OOS condition for 50% change has to be
detected in real time so as to prevent the collapse of the
system. Figure 14 represents the efect of load variation, on
the voltage angle diference between bus 7 and bus 3,
measured through PMU for both cases. It can be observed
that, for the unstable case at 180-degree separation, two areas
lose their synchronization and run under out-of-step con-
ditions. Eigenvalue analysis for this scenario has been
performed and tabulated in Table 4 to verify the time-
domain results.

3.2.2. Scenario II: Change in Inertia. In this section, the
efect of inertia has been observed by applying a three-phase
fault on one of the lines between bus 5 and bus 6 at 1 sec;
then, the fault has been cleared at 1.08 sec [30]. Under this
condition, two subscenarios have been studied, giving the
inertia of generator 3 two values (6.175 and 3.175). Figure 15
shows a comparison between stable and unstable trans-
mitted power during a change of inertia.

Low inertia increases the oscillation of the generator
rotor, consequently causing unstable power fow in the
interconnected system and increasing the bus voltage angle
diference of the tie lines, as shown in Figure 16.

It can be noted from equation (7) that CCT relies on
system inertia and decreasing inertia requires decreasing the
time of clearing the fault [8]. Noting that, in this article, in
both scenarios, clearing the fault has been carried out at
1.08 sec, causing the out-of-step condition in case of inertia
3.175. Terefore, under the same fault condition, low inertia
causes OOS condition, which has to be considered to protect

International Transactions on Electrical Energy Systems 7
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Figure 11: Voltage angle diference between bus 2 and bus 3 for diferent generated power in cases CT�CCT and CT>CCT.

Table 3: SMIB eigenvalues.

Scenario λ � σ ± jω (stable) λ � σ ± jω (unstable)
Power fow (SMIB) (CT�CCT) (CT>CCT)
0.9 + 0.43j −0.3474 + 4.950j 0.2287 + 87.96j
0.8 + 0.074j −0.335 + 4.390j 0.2243 + 65.97j
0.6 + 0.45j −0.7100 + 4.390j 0.0591 + 29.53j
0.4 + 0.91j −0.6500 + 4.020j 0.056 + 16.960j
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Figure 12: Kundur two area system.
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Transmitted power in tie lines
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Table 4: Two-area system eigenvalues.

Scenario λ � σ ± jω (stable) λ � σ ± jω (unstable)

Change inertia H� 6.175 H� 3.175
−0.240 + 3.080j 0.0704 + 17.59j

Change load 30% variation 50% variation
−0.5650 + 2.390j 0.188 + 37.57j

Network change AG fault ABCG fault
−0.2521 + 1.696j 0.0277 + 15.4j
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the grid from this condition and its results.Te results in this
scenario have been verifed by the eigenvalues calculated and
tabulated in Table 4.

3.2.3. Scenario III: Change in Network. In this section, the
changing network is represented by losing one of the lines
between bus 4 and bus 6 due to a 3-phase fault and a line to
ground fault and cleared at 1.07 sec, as shown in Figure 17.

Te tie line power remains stable after removing the line
to the ground fault. However, in the case of the 3-phase fault,
caused out-of-step between area 1 and area 2 and bus voltage
angle diference to cross 180°, as given in Figure 18, ei-
genvalue analysis has been carried out for both conditions,

and Table 4 demonstrates unstable condition with positive
real parts of the eigenvalues.

Disconnecting any electrical element from the network
under any condition may expose it to the consequence of
OOS. In such an unavoidable case, a protection system from
OOS has to be built into the power system to ensure the
security.

Table 4 presents positive real part eigenvalues in case
load = 50%, H= 3.175, and loss line of the network, in-
dicating OOS condition.

In all scenarios when an OOS condition exists because of
any of the disturbances mentioned previously in the system,
splitting action should be taken, by creating two in-
dependent islands to protect the system from collapsing.
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Tis solution has been analysed on the extensive system as
follows using the proposed voltage angle diference method.

3.3. Case Study III: IEEE39 bus System. Tis section aims to
analyze out-of-step oscillation in the IEEE39 bus system and
identify the coherent group. Te system has a 60Hz fre-
quency and consists of 10 generators, 12 transformers, and
34 transmission lines (Figure 19), and the detailed param-
eters are in [32]. Two scenarios have been simulated: frst
a three-phase fault and second a three-phase faults at two
locations simultaneously in the system.

3.3.1. Scenario I. First, a fault was applied on line 21-22 at
1.0 sec and cleared by tripping the line at 1.12 sec. All
generator’s frequency has been measured, which is the best
parameter that can be monitored to check if there is an
oscillation in the system. Stable oscillations have been

observed for this scenario as shown in Figure 20. Terefore,
no OOS condition has been detected in the system. Te
eigenvalue calculation given in Table 5 verifes the stable
condition.

3.3.2. Scenario II. In the second scenario along with the
previous fault on line 21-22, one more fault on line 26–29 at
1 sec and has been applied and cleared by isolating that line
at 1.1 sec. Te response of the system in terms of generator
frequency is shown in Figure 21 in three parts by grouping
the coherent oscillations. It can be observed that the gen-
erators frequency is no longer stable leading to OOS con-
dition in the system. Eigenvalue in Table 6 confrms the
time-domain response.

3.3.3. Comparison of Scenarios. After fnding out coherent
generators, tie lines have to be identifed; thus, in time-
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domain simulation, the oscillation frequency of system buses
has been observed to monitor the coherency of buses as well.
Along with that, the bus voltage angles diference across the
lines connecting the coherent groups have been observed.
Te lines (15-16, 16-17, and 26–28) are going out of step, as
shown in Figure 22.

Figure 22 compares both the scenarios transmitted active
power and voltage angle diference of the three tie lines. In
the case of a single fault, the power and angle diference for
all the tie lines become stable after oscillating for some time.
However, in the case of two simultaneous faults, the tie line

bus voltage angle diference exceeds 180 degrees leading to
OOS condition. Keeping the system operating in this con-
dition will cause signifcant damage to the network and
collapse of the system, so separating actions should be taken
immediately when the voltage angle diference reaches 180°
to maintain the security and reliability of the system. Tus,
the three tie lines have been tripped with the developed
algorithm, creating three stable islands with continuing the
supply to the loads as in Figure 23.

Tis solution protects the system from collapsing and
prevents any power outage for the consumers. Figure 24(b)

Stable oscillation with one fault on 21-22 line

0 0.5 1 1.5 2 2.5 3 3.5 4 4.5 5 5.5 6
Time (sec)

55

56

57

58

59

60

61

62

63

Fr
eq

 (H
z)

G1 stable
G8 stable
G10 stable
G2 stable
G3 stable

G G9 stable
G4 stable
G5 stable
G7 stable
G6 stable

Figure 20: Stable generators’ frequency.

Table 5: 39-bus system negative real part of eigenvalues.

Study case λ � σ ± jω (stable)

39-bus system Single fault
−0.3850 + 1.82j
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OOS condition with two fault on 22-21 line and 29-26 line
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Table 6: 39-bus system eigenvalues (OOS).

Study case λ � σ ± jω (unstable)

39-bus system Two faults
0.1327 + 33.175j
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Active power through tie lines in cases of stable oscillation and OOS

Scenario 1

Scenario 2

1200

1000

800

600

400

200

0

-200

-400

-600
0 2 4 6

Time (sec)

A
ct

iv
e p

ow
er

 (M
W

)

15-16 active power (OOS)
16-15 active power (stable)

Scenario 1

1600

1200

800

400

0

-400

-800

-1200

-1600
0 2 4 6

Time (sec)

Scenario 2

A
ct

iv
e p

ow
er

 (M
W

)

17-16 active power (OOS)
17-16 active power (stable)

Scenario 1

1200

800

400

0

-400

-800

-1200
0 2 4 6

Time (sec)

Scenario 2

A
ct

iv
e p

ow
er

 (M
W

)

26-28 active power (OOS)
26-28 active power (stable)

(a)

Voltage angle diference between two ends of tie lines in cases of stable oscillation and OOS 

0 2 4 6
Time (sec)

Scenario 2
OOS

300

250

200

150

100

50

0

-50

-100

A
ng

le
 (d

eg
re

e)

Scenario 1
stable

Delta angle 17-16 (stable)
Delta angle 17-16 (OOS)

0 2 4 6
Time (sec)

300

250

200

150

100

50

0

-50

-100

A
ng

le
 (d

eg
re

e)

Scenario 1
stable

Scenario 2
OOS

Delta angle 26-28 (stable)
Delta angle 26-28 (OOS)

0 2 4 6
Time (sec)

250

200

150

100

50

0

-50

-100

A
ng

le
 (d

eg
re

e)

Scenario 1
stable

Scenario 2
OOS

Delta angle 15-16 (stable)
Delta angle 15-16 (OOS)

(b)

Figure 22: Comparison between stable and out-of-step conditions: (a) tie lines’ active power and (b) voltage angle diference.
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shows that, after opening, the three tie lines as the fgure
illustrate that no power fow through these lines. Conse-
quently, the generators’ frequency has stopped oscillating
and going to be stable after a few second (Figure 24(a)).

4. Conclusions

Power swings in the power system are triggered due to faults
and topological changes in the system. Power swing strigger
oscillations in the system which can be stable or unstable.
Te unstable oscillations lead to a condition where a gen-
erator or two coherent areas oscillate against each other
leading to a 180-degree phase angle separation named as
out-of-step condition.Te tripping of a generator or tie lines
is essential for maintain the stability of system. A detailed
investigation of OOS condition has been carried out in time
domain simulation on three benchmark systems for gen-
erator mode and interarea mode, by simulating the systems
in real-time simulator platform from OPAL-RT with
HYPERSIM environment. Te results of the article were
compared with small signal stability analysis by eigenvalue
technique.

Furthermore, a PMU-based OOS condition detection
with bus voltage angle has been considered in this work
which can be easily implemented in WAMS. Tis method is
better than the conventional impedance-based detection of
OOS condition which is prone to maloperation during
power swings in the power system. Also, this method is
independent of the network variations in the power system.
Te results from this article in the time domain corroborate
with the analytical work considered in the article.

Data Availability

Te data used to support the fndings of the study are in-
cluded within the article.

Conflicts of Interest

Te authors declare that they have no conficts of interest.

Acknowledgments

Tis research work was entirely the product of the authors’
initiatives.

References

[1] M. Jan-E-Alam, “A study on the presence of inter-area os-
cillation mode in Bangladesh power system network,” Journal
of Electrical Engineering, vol. 36, no. 2, pp. 16–21, 2011.

[2] G. R. Gajjar and S. Soman, “Power system oscillation modes
identifcations: guidelines for applying TLS-ESPRITmethod,”
International Journal of Emerging Electric Power Systems,
vol. 14, no. 1, pp. 57–66, 2013.

[3] Y. Chompoobutrgool and L. Vanfretti, “Identifcation of
power system dominant inter-area oscillation paths,” IEEE
Transactions on Power Systems, vol. 28, no. 3, pp. 2798–2807,
2013.

[4] A. Fathy and M. M. M. El-Arini, “Identifcation of coherent
groups of generators based on fuzzy algorithm,” in Pro-
ceedings of the 14th International Middle East Power Systems
Conference (MEPCON’10), pp. 19–21, Cairo University,
Egypt, December 2010.

[5] J. T. Rao, B. R. Bhalja, M. v. Andreev, and O. P. Malik,
“Synchrophasor assisted power swing detection scheme for
wind integrated transmission network,” IEEE Transactions on
Power Delivery, vol. 37, no. 3, pp. 1952–1962, 2022.

[6] P. K. Bera and C. Isik, “Identifcation of stable and unstable
power swings using pattern recognition,” in Proceedings of the
2021 IEEE Green Technologies Conference (GreenTech),
pp. 286–291, Denver, CO, USA, April 2021.

[7] A. Haddadi, I. Kocar, U. Karaagac, H. Gras, and E. Farantatos,
“Impact of wind generation on power swing protection,” IEEE

Stablize the system afer opening out of step lines

50

52

54

56

58

60

62

64
Fr

eq
 (H

z)

2 4 6 8 100
Time (sec)

G8

G2 
G4 
G6
G9 G1

G10

G3 
G5
G7

(a)

Tie lines have 
been tripped

Stablize the system afer opening out of step lines

-100

0

100

200

300

400

500

600

700

800

Ac
tiv

e p
ow

er
 (M

W
) 

1 2 3 4 50
Time (sec)

15-16 active power
17-16 active power
26-28 active power

(b)

Figure 24: Stable islands after separation.

18 International Transactions on Electrical Energy Systems



Transactions on Power Delivery, vol. 34, no. 3, pp. 1118–1128,
2019.

[8] M. Amroune and T. Bouktir, “Efects of diferent parameters
on power system transient stability studies,” Journal of Ad-
vanced Sciences & Applied Engineering, vol. 1, no. 1, pp. 28–33,
2014.

[9] S. Eftekharnejad, V. Vittal, G. T. Heydt, B. Keel, and J. Loehr,
“Impact of increased penetration of photovoltaic generation
on power systems,” IEEE Transactions on Power Systems,
vol. 28, no. 2, pp. 893–901, 2013.

[10] S. Zhang and Y. Zhang, “Characteristic analysis and calcu-
lation of frequencies of voltages in out-of-step oscillation
power system and a frequency-based out-of-step protection,”
IEEE Transactions on Power Systems, vol. 34, no. 1, pp. 205–
214, 2019.

[11] M. Abedini, M. Davarpanah, M. Sanaye-Pasand,
S. M. Hashemi, and R. Iravani, “Generator out-of-step pre-
diction based on faster-than-real-time analysis: concepts and
applications,” IEEE Transactions on Power Systems, vol. 33,
no. 4, pp. 4563–4573, 2018.

[12] M. R. Nasab and H. Yaghobi, “A real-time out-of-step pro-
tection strategy based on instantaneous active power de-
viation,” IEEE Transactions on Power Delivery, vol. 36, no. 6,
pp. 3590–3600, 2021.

[13] S. Paudyal, G. Ramakrishna, and M. S. Sachdev, “Application
of equal area criterion conditions in the time domain for out-
of-step protection,” IEEE Transactions on Power Delivery,
vol. 25, no. 2, pp. 600–609, 2010.

[14] D. Kang and R. Gokaraju, “A new method for blocking third-
zone distance relays during stable power swings,” IEEE
Transactions on Power Delivery, vol. 31, no. 4, pp. 1836–1843,
2016.

[15] S. Chatterjee, “Identifcation of faults during power swing:
a PMU based scheme,” in Proceedings of the 2019 8th In-
ternational Conference on Power Systems (ICPS), pp. 1–5,
Jaipur, India, December 2019.

[16] J. R. A. K. Yellajosula, Y. Wei, M. Grebla, S. Paudyal, and
B. A. Mork, “Online detection of power swing using ap-
proximate stability boundaries,” IEEE Transactions on Power
Delivery, vol. 35, no. 3, pp. 1220–1229, 2020.

[17] M. R. Salimian and M. R. Aghamohammadi, “Intelligent out
of step predictor for inter area oscillations using speed-
acceleration criterion as a time matching for controlled
islanding,” IEEE Transactions on Smart Grid, vol. 9, no. 4,
pp. 2488–2497, 2018.

[18] L. Zacharia, M. Asprou, and E. Kyriakides, “Wide area control
of governors and power system stabilizers with an adaptive
tuning of coordination signals,” IEEE Open Access Journal of
Power and Energy, vol. 7, no. 1, pp. 70–81, 2020.

[19] R. T. Elliott, P. Arabshahi, and D. S. Kirschen, “A generalized
PSS architecture for balancing transient and small-signal
response,” IEEE Transactions on Power Systems, vol. 35,
no. 2, pp. 1446–1456, 2020.

[20] I. Zenelis, X. Wang, and I. Kamwa, “Online PMU-based wide-
area damping control for multiple inter-area modes,” IEEE
Transactions on Smart Grid, vol. 11, no. 6, pp. 5451–5461,
2020.

[21] X. Zhou, S. Cheng, X. Wu, and X. Rao, “Infuence of pho-
tovoltaic power plants based on VSG technology on low
frequency oscillation of multi-machine power systems,” IEEE
Transactions on Power Delivery, vol. 37, 2022.

[22] J. Qi, Q. Wu, Y. Zhang, G. Weng, and D. Zhou, “Unifed
residue method for design of compact wide-area damping
controller based on power system stabilizer,” Journal of

Modern Power Systems and Clean Energy, vol. 8, no. 2,
pp. 367–376, 2020.

[23] N. Hatziargyriou, J. Milanovic, C. Rahmann et al., “Defnition
and classifcation of power system stability - revisited & ex-
tended,” IEEE Transactions on Power Systems, vol. 36, no. 4,
pp. 3271–3281, 2021.

[24] M. Klein, G. J. Rogers, and P. Kundur, “A fundamental study
of inter-area oscillations in power systems,” IEEE Transactions
on Power Systems, vol. 6, no. 3, pp. 914–921, 1991.

[25] D. A. Tziouvaras and D. Hou, “Out-of-step protection fun-
damentals and advancements,” in Proceedings of the 57th
Annual Conference for Protective Relay Engineers, pp. 282–
307, College Station, TX, USA, April 2004.

[26] S. Zhang and Y. Zhang, “A novel out-of-step splitting pro-
tection based on the wide area information,” IEEE Trans-
actions on Smart Grid, vol. 8, no. 1, pp. 41–51, 2016.

[27] P. Kundur, Power System Stability and Control, McGraw-Hill,
New York, NY, USA, 1994.

[28] A. Ahlawat, A. Goyal, S. K. Mishra, and S. T. Nagarajan, “A
laboratory setup for synchrophasor applications,” in Pro-
ceedings of the 2020 IEEE 17th India Council International
Conference, New Delhi, India, December 2020.

[29] M. McDonald and D. Tziouvaras, “Power swing and out-
of-step considerations on transmission lines,” IEEE PSRCWG
D6, A report to the Power System Relaying Committee of the
IEEE Power Engineering Society, 2005.

[30] S. K. Yadav and S. T. Nagarajan, “Study on impact of power
system inertial stability by renewable energy sources,” in
Proceedings of the 2022 International Conference on Intelligent
Controller and Computing for Smart Power (ICICCSP),
pp. 1–6, Hyderabad, India, July 2022.

[31] H. Saadat, Power System Analysis, McGraw-Hill, New York,
NY, USA, 1999.

[32] M. Pai, Energy Function Analysis for Power System Stability,
Springer, New York, NY, USA, 1989.

International Transactions on Electrical Energy Systems 19



978-1-6654-5930-3/22/$31.00 ©2022 IEEE 

ANFIS (Adaptive Neuro-Fuzzy Inference System) based 
on Microgrid’s Reliability and Availability 

Geeta Yadav  
Department of Electrical and 

Electronics Engineering,  
Manav Rachna International Institute of 

Research and Studies, 
Faridabad, India 

https://orcid.org/0000-0002-3419-0231 

M K Soni 
IIMT Group of Colleges,  

Noida, India 
dr_mksoni@hotmail.com

Dheeraj Joshi 
Department of Electrical Engineering,  

Delhi Technological University,   
Delhi, India 

joshidheeraj@dce.ac.in 

 

 

Leena G  
Department of Electrical and 

Electronics Engineering, 
Manav Rachna International Institute of 

Research and Studies, 
Faridabad, India 

leenag.fet@mriu.edu.in 

  

Abstract— The applicability of machine learning algorithms 
used to solve microgrid optimization is investigated in this 
paper. This paper's main objective is to build a microgrid model 
to achieve maximum reliability and availability using renewable 
resources that cater to users' needs with different demands and 
supplies. The model generated from the adaptive neuro-fuzzy 
inference system (ANFIS) is used to get the optimum reliability 
and availability strategy to achieve the user expectations and 
needs of future microgrids. The ANFIS model is trained with 
different data sets from Markov modeling. The dataset is 
divided into three sections, 40% of the data is used to train the 
model, testing is performed with 40%, and the last 20% of the 
information is checked. Implementation results show that 
ANFIS models emulate Markov modeling methods and artificial 
neural networks model and enhance reliability and availability. 
Additionally, the ANFIS model is better than the Markov and 
artificial neural networks models regarding the impact of 
individual failure rate optimization from sub-models. 
Comparison is shown with Markov modeling, genetic algorithm, 
artificial neural networks, and fuzzy system. The optimization 
toolbox Matlab is used for ANFIS. 

Keywords—ANFIS, Markov Modeling, Microgrid, submodels, 
artificial neural networks, fuzzy systems. 

I. INTRODUCTION 

Multiple cases of power crises or power failures occur 
worldwide due to various reasons affecting the services of 
power utilities and reducing the reliability indices. The power 
services or multiple interruptions also affect the consumers 
and economic eruption [1]. Every state or country checks the 
reliability matrices to assess the consumer’s satisfaction or 
complaints. As per statistics, the fall in the electricity 
demand-supply increased by 1.88 billion units or 1.6% during 
April in India. Similarly, there was a shortage of 623 million 
units in march, and the primary reason was coal shortage, 
although multiple actions have been taken to increase coal 
production by 27.2% [2].   

Everyone needs a permanent solution to this 
problem; the answer is Microgrid. Natural disasters, climatic 
change, animal attacks or tree drops, lightning effect, or any 
shot of attacks and load management highly impact electricity 
management [3]. Microgrid handles the distribution of 
energy locally as well as in islanded mode. The microgrid is 
economically efficient and has clean penetration of 
renewable resources [4]. Microgrids face multiple challenges 
as component failures need to be considered, and every 
component fails at a different rate and another state.  

Reliability and availability assessment is highly required in 
the design and operational phase [5].  

The reliability is assessed by considering the model 
as a system, and every component’s failure is considered 
along with maintenance. The performance indices considered 
are the mean time to failure and mean time to repair for 
microgrid reliability and availability design. The fuzzy 
reliability model is regarded as the uncertainty present in 
failure rate is of deep concern, and artificial neural networks 
learn themselves and perform the following action correctly 
[6]. In ANFIS, both scenarios are considered. ANFIS is 
Sugeno fuzzy model [8]. ANFIS provides generalization 
capabilities and shares the robustness of results. ANFIS takes 
crisp input and generates membership functions and fuzzy 
rules. The output is also brittle, even in complex structures 
and gradient learning [9].  
The Sugeno model computes the ANFIS-based microgrid 
reliability and availability, performed for large states and 
considered initials. Section 2 explains the research method 
used, and Section 3 contains the results and discussion. 
Section 4 has a conclusion.  

II. RESEARCH METHOD 

A. Overview of ANFIS Microgrid Model 

There are three steps in implementing the ANFIS model 
training, testing, and checking. Still, before starting the 
system, the prepared dataset should be ready, obtained from 
Markov modeling, genetic algorithm, and artificial neural 
networks [10]. These datasets are obtained from different 
values of failure rates, repair rates, and coverage factors. The 
training should be completed once the epochs reach the 
threshold values [10]. The datasets are prepared in offline 
mode using Markov modeling [11]. The Matlab code is used 
to get the reliability and availability values based on different 
failure and repair rates. These data are divided into three parts. 
The first 40% of datasets are used for training the model.  As 
shown in Fig. 1, the microgrid model is segregated into 
multiple components like PV panels, Converters, 
transformers, load, etc. The overall reliability of the microgrid 
is assessed, and the mean time to failure is calculated. These 
performance indices are optimized using the ANFIS model.  
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Fig. 1 ANFIS framework for the proposed model 
 

 

 
Fig. 2 Microgrid Proposed model 
 
 
The reliability and Availability assessment performed in the  
Fig 1 is based on the block diagram of the Microgrid in Fig 2 
and elaborated in the flow chart in Fig 2, where the dataset 
gathered before training is already available to us using 
applied reliability and availability assessment techniques 
discussed above [11]. The PV panels are connected with 
converters, then with transformer and load. The failure rate 
and repair rate of every component is considered.   

 
 

Fig. 3 Proposed method flow chart 
 

B. Training dataset preparation using Markov Modeling: 

The training dataset is prepared from the data collected from 
Markov modeling. The reliability computed versus time from 
Markov modeling is shown below in Fig 4.  
 
 

 
 
Fig .4 Reliability concerning the time 

 
Markov reliability model is computed from multiple states, 
which change from state i to state j in stipulate time [12]. The 
state transition matrix is evaluated based on transition among 
states, as shown in Fig 5. 
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Fig. 5 Transition diagram of the proposed model 
 
The state transition matrix is formed from this state transition 
diagram. P is denoted as the probability of a microgrid where 
poo is the initial state, and different shapes are added later. 
Where n is the total number of components and m is the total 
number of states. The matrix is of n X m dimensions. 

𝑃 = ൥

𝑝଴଴ ⋯ 𝑝଴௡

⋮ ⋱ ⋮
𝑝௡଴ ⋯ 𝑝௡௠

൩          (1) 

 
The availability is assessed using the below by taking the 
differential of the above probability functions, and steady 
states are considered zero. The adding remaining states to 
computed the overall availability of the microgrid using 
different differential equations [13].  

III. RESULTS AND DISCUSSIONS 

The ANFIS data has six inputs, including failure and repair 
rates, and two outputs, reliability and availability. The input 
and output data are normalized in the state transition model. 
Select the training as the failure rates of PV panels, 
Converters, transformers, and repair rates for each component 
and upload the training matrix using an M-file in Matlab. As 
shown in Fig 5, the dataset is in circles in the ANFIS model. 
The fuzzy memberships are created using the Sugeno model. 
The inputs are considered low, medium, and high.  

 

Fig. 6 ANFIS training dataset plotted 

The ANFIS model is quite complex, as shown in Fig 7.  
729 rules are created along with the membership function. 

 

Fig. 7 ANFIS results 

The ANFIS model is simulated for 350 values of the 
dataset, and the error received after training of 40% of data is 
0.00000053334, which is significantly less. It means the error 
received after computation is negligible. The system is trained 
thoroughly, and there are 729 rules created. The model is 
taught multiple times with different datasets to get the 
minimum error, and the model should predict accurate results 
[15].  The error is shown in Fig. 8. The ANFIG information is 
also present in the command window of Matlab. The total 
number of nodes is 1503, and the linear parameters are 729. 
The number of non-linear parameters is 54. Several training 
data pairs are around 350, and the total number of fuzzy rules 
generated is 729. The different parameter is changed, and the 
same will be reflected in the command prompt. The epoch 
time or the number of iterations is increased or decreased 
based on the results obtained. The viability of the results is 
also mentioned in the command prompt as a training error, and 
the testing error is discussed over there, as presented in Fig. 
11.  

 

Fig. 8 ANFIS results - Epoch error  

The Average testing error is also computed after training 
which is shown in Fig 9 as: 0.000000525 
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Fig. 9 ANFIS results  

After recursive training of the system, the testing is 
performed with another dataset of around 40%. The red 
points are the trained, and the blue is the actual results, as 
depicted in Fig 10.  

 

Fig. 10 ANFIS results 

 

 

Fig. 11 ANFIS results 

The ANFIS result after training and testing is shown below 
in Fig 12. The red points are training, and testing points, 
but the blue points are the actual values that are very near 
to trained values.  

 

Fig. 12 ANFIS results 

The overall reliability depends on the multiple failure rates 
and repair rates. So, the reliability relationship with every 
parameter can also be done through ANFIS modeling. Here 
the failure rates are input one and input three, plotted with 
output where other inputs are taken as negligible, as in Fig 13, 
Fig. 14, and Fig. 15.  

 

Fig. 13 ANFIS results 

 

 

Fig. 14 ANFIS results 
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Fig. 15 ANFIS results 

The comparison of different methods is shown below in 
Table 1. The deviation from the actual result is shown as an 
error in Table 1.  

TABLE I.  ERROR WHILE EVALUATING RELIABILITY  

 
Error while evaluating Reliability 

Markov 
Modeling 

Artificial Neural Networks ANFIS 

Error  0.03 8.4e-11 0.0000005 

IV. CONCLUSION 

Microgrids' reliability and availability assessment can 
predict the remnant life of any subcomponent. The statistics 
study of failures that occurred and evaluation of reliability 
using the Matlab optimization toolbox are conducted. Also, 
failure rates, repair rates, and errors are optimized for 
reliability. The ANFIS model was executed using different 
failure and repair rates of the subcomponents and general 
illations. The design of other components is predicted with 
precise failure rate values, and repair rates are expected in the 
ANN model with minimum error.  

As a future enhancement, more examples of the dataset 
can be used to precisely predict the component’s best possible 
failure rate and repair rate with different configurations and 
the addition of communication devices like wifi, Zigbee, etc.  
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Accurate load forecasting (LF) plays an important role in the operation and decision-making process of the power grid. Although
the stochastic and nonlinear behavior of loads is highly dependent on consumer energy requirements, that demands a high level of
accuracy in LF. In spite of several research studies being performed in this feld, accurate load forecasting remains an important
consideration. In this article, the design of a hybrid short-term load forecasting model (STLF) is proposed.Tis work combines the
features of an artifcial neural network (ANN), ensemble forecasting, and a deep learning network. RBFNNs and CNNs are trained
in two phases using the functional link artifcial neural network (FLANN) optimization method with a deep learning structure.
Te predictions made from RBFNNs have been computed and produced as the forecast of each activated cluster. Tis framework
is known as fuzzy-RBFNN. Tis proposed framework is outlined to anticipate one-week ahead load demand on an hourly basis,
and its accuracy is determined using two case studies, i.e., Hellenic and Cretan power systems. Its results are validated while
comparing with four benchmark models like multiple linear regression (MLR), support vector machine (SVM), ML-SVM, and
fuzzy-RBFNN in terms of accuracy. To demonstrate the performance of RBF-CNN, SVMs replace the RBF-CNN regressor, and
this model is identifed as an ML-SVM having 3 layers.

1. Introduction

Load forecasting [1] is a technique to predict the future load
demands to attain equilibrium between the energy supply
and consumption while considering diferent variables such
as historical loads and weather conditions (temperature,
pressure, humidity, etc.). With time series variations of
nonlinear loads and diferent seasonal conditions, it is
difcult to achieve short-term load forecasts with accuracy as
the main consideration in diferent economical factors [2].

Accurate load forecasting will reduce the cost of elec-
tricity generation and improve trading advantages [3], es-
pecially during peak hours. Load forecasting shows the
signifcance of a continuous demand rise, which leads to two
prediction terms: overestimated and underestimated de-
mands. Tis overestimated prediction incurs extra charges
on the production cost of generation to maintain the large

storage reserves as a backup supply. On the other hand, the
underestimation afects the demand response. Accurate load
forecasting plays a vital role in an industrial sector,
a deregulated economy, and the coordination of the func-
tioning of the entire power network, especially in smart grids
[4–11]. Diferent energy companies try to calculate the
forecast demand [12] more precisely and efciently using an
artifcial neural network (ANN). As per theMckinsey Global
Institute, artifcial intelligence (AI) should be considered for
the prediction of power demand and supply [13]. As an
example, the UK-based National Grid and the Google-
owned team “DeepMind” [14, 15] enable the future de-
mand forecast using smart meters and AI techniques.
Furthermore, retailers also calculate the energy prices based
on the forecast. With the new exposure to smart metering,
many researchers have been exploring STLF in the resi-
dential sector [16–19].
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Previously, the studies were based on manual methods
that rely on particular datasets, which is not sustainable
for utilities as the complexity of the network increases. For
STLF, the researchers have used diferent regression
methods [20] and presented exponential stabilities in
mixed mode-dependent time delays [21], neural networks
[22], clustering approaches [23], and support vector
machine-based methods [24]. In the last years, researchers
also used the Kalman fltering approach in forecasting
applications and discussed the reduced order fltering
approaches [25, 26]. All these methods are simple, but
they are unable to reach to higher accuracy level when
compared with artifcial intelligence techniques. Te
authors [27] have presented the switched delay PSO
technique for STLF.

Better performance has been achieved with the in-
tegration of diferent computational methods. Some refer-
ences are briefy explained here. A multitask regression
approach is used to predict the load recorded from resi-
dential and industrial smart meters [28]. Feature selection is
done using additive models [29]. Recursive support vector
regression (R-SVR) is integrated with empirical mode de-
composition (EMD), where EMD is categorized as principal
and behavioral, and then R-SVR is employed to provide
prediction [30]. RBFNN and neural-based fuzzy models are
utilized to tune their parameters using a penalty function
[31]. To overcome the load forecasting problem, a fuzzy
neural network is developed using a bilevel optimization
algorithm [32].

It seems [33–35] that RBFNN presents an incredible
response for the evaluation of demand forecasting. Al-
though its prediction is based on the width of the radial
basis function in the hidden layer, in the case of highly
complicated problems like load forecasting, it deals with the
“curse of dimensionality,” as usual for every kernel ap-
proach. To ease this drawback, a composite RBF is ac-
companied by a deep learning (DL) approach. DL includes
an automation process with a decision-making feature [36].
DL has a more complex architecture than other neural
network architectures, including more layers and mathe-
matical formulation. CNN used in this paper is one of the
techniques of DL. DL serves as a great application in load
forecasting [37]. Long-short-term memory recurrent
neural network (LSTM-RNN) [38] and 3-flter CNN [39]
are showing promising results in this feld. CNN selects the
input feature when the input is transformed into a graphical
representation [40]. Te input is accumulated into clusters
by applying the k-means technique [41], subsequently,
CNN is used for prediction purposes in each cluster [42].
Te authors [43] have trained the neural network with
a deep learning process, including convolution and pooling
techniques, to extract the feature maps and forecast the load
demand data for days ahead.

Te main contribution of this study is to generate en-
semble predictions from multiple local regressors, and this
regression variable activates the forecast process using the
data clustering method to assign the input to diferent
clusters. Te presented work defnes its novelty that comes
with an introduction of:

(1) New technique based on the fuzzy clustering ap-
proach, which clusters the input vector to generate
ensemble predictions.

(2) Creative neural network architecture consists of
RBF, convolution, and pooling in a fully connected
two-layer network. Tis is termed as fuzzy-RBF-
CNN. Tis proposed approach divides the input
dataset into input subsets, which are used to de-
velop the ensemble of RBF-CNN regressors. Each of
these regressors is trained in two phases using the
functional link artifcial neural network (FLANN)
optimization method with a deep learning
framework.

(3) Using the RBFNN training procedure, RBF-CNN
regressor widths and RBF centers are optimized. Te
above-mentioned hidden layer outputs fromRBFNN
are received by the corresponding CNN, which then
executes the load prediction. In this way, the fnal
prediction is determined as an average of ensemble
load predictions. CNN is used to extract the input
feature when input is transformed into a graphical
representation. CNN used in this paper is one of the
techniques of DL. DL serves as a great application in
load forecasting.

(4) In the case of highly complicated problems like load
forecasting, RBFNN deals with the “curse of di-
mensionality,” which is usual for every kernel ap-
proach. To ease this drawback, a composite RBF is
accompanied by a deep learning approach. RBFNN
presents an incredible response for the evaluation of
demand forecasting. Although its prediction is based
on the width of the radial basis function in the
hidden layer.

In this paper, a fuzzy-based prediction framework in-
tegrated with a deep learning network has been presented for
STLF. Tis hybrid approach can capture hidden charac-
teristics of load pattern and gain accuracy in results of load
forecasting. On the basis of the obtained results and com-
plete analysis, the following conclusions are being drawn:
frstly, in comparison to the LSTM method (generally for
RBFNN second layer) activations performed by CNN on
RBF give around 9% improvement in forecasting accuracy. It
indicates that higher forecast accuracy is attained by
RBF-CNN regressors. Secondly, the application of CNN on
the RBFNN hidden layer gives high robustness. Tird, the
proposed model (Fuzzy-RBF-CNN) performs better than
ML-SVM and results in a 14% improvement on average.
Fourth, in comparison of MAPEs of 24 h-SVM and fuzzy-
RBFNN, the fuzzy clustering approach is more successful, as
it provides 39% and 34% better performance with reference
to 24 h-SVM. Tus, it shows the efectiveness of the fuzzy
clustering method and the improvement in RBFNN re-
sponse by CNN.

Te rest part of this paper is explained in given Sections:
Section 2 presents the relevant and recent literature for
study. Section 3 explains the proposed hybrid model. Section
4 discusses the complete training procedure of the proposed
model structure. Section 5 illustrates the case study in both
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interconnected and isolated power systems. Section 6 shows
the outcome of training the system with diferent methods,
and Section 7 concludes the proposed work.

2. Related Work

STLF defnes the load prediction horizon from an hour to
one week, which is signifcant for large-scale decision-
making operations of power grids where group of coun-
tries have a single power system, such as the European
Union. To clearly understand the new approach for the STLF
model, the whole literature involves both the statistical
model and machine learning models. Both of these models
are subdivided into individual models and hybrid models.
Hybrid models involve feature extraction, forecasting, and
diferent optimization approaches, unlike individual models
that involve only forecasters.

2.1. Individual Forecasting Models. In this STLF, the fore-
caster predicts the load consumption. Distributed methods
are proposed [44] to forecast load using weather in-
formation. Auto regression integrated moving average
(ARIMA) and Grey [45] are individual forecasting models
used for subnetworks (which are formed by dividing power
systems as per weather conditions). To determine the per-
formance of adapted methods with respect to traditional
models, two performance metrics, i.e., the root mean square
error (RMSE) and the mean square error (MSE), are used.
Here, the MSE checks whether the value of the forecast is
close to the actual value, and its lower value indicates a better
ft. RMSE will exaggerate the large errors, which is helpful
when compared with other methods. A deep recurrent
neural network (DRNN) is used to predict energy con-
sumption [46]. Tis method outperforms other methods in
terms of RMSE like convolution RNN, ARIMA, and SVR by
5.9%, 18.5%, and 12.1%, respectively. In [47], the author has
proposed LSTM-RNN that mainly concentrates on accuracy
while ignoring the convergence rate and calculation com-
plexity. In [48], the author has tested the recency efect
experienced in LF to improve prediction accuracy at the level
of high model complexity. Te author has presented a long-
term forecasting model by conducting an analysis on
western US energy utility. It is done for both peak and
normal load usage. Tese aforementioned techniques are
more robust with fast convergence but lag in the accuracy
level of the forecast.

2.2. Hybrid Forecasting Model. In these models, techniques
of feature extraction and optimization are used along with
forecasters to improve forecasting accuracy. Te author in
[49] analyzes the complete power system structure on the
basis of hourly load and weather conditions by applying
a polynomial regression model. It has presented a model to
predict the load on the distributed generation side using
SVM and the fruit fy immune (FFI) algorithm. In [50], the
author has proposed an IoT-based deep neural network for
high precision. In addition, factors like temperature, hu-
midity, and weather conditions [12] are taken into

consideration. Te author in [51] has presented a hybrid
learning model to forecast the intensity of solar radiation
[52]. Te dynamic behavior of data is analyzed using a ge-
netic algorithm (GA), back propagation (BP), and neural
network. Tis model outperforms both in STLF and long-
term load forecasting. To harvest the solar energy, it is
necessary to optimally forecast its generation. For this
purpose, the author in [53] has proposed a regression
technique called least absolute shrinkage and selection op-
erator (LASSO), which enhances forecast accuracy. ARIMA,
wavelet neural network (WNN), and improved empirical
mode decomposition (EMD) used to forecast load and FFI
optimization is done. Its simulation results outperform those
of existing methods when compared. Te ANN model
forecasts hourly energy consumption, and its model is
trained using Levenberg–Marquardt (LM) and BP tech-
niques [54]. Diferent parameters, like temperature, hourly/
weekly energy usage, and dry bulb data, are taken as input.
Te accuracy of the model is tested on the basis of RMSE. An
AI-based hybrid model [55] is proposed to predict the 24 hr
load of polish grid and it is validated on ofine data of
Poland. EMD-based ensemble model using deep learning
approach is used to forecast load, and it is tested on the
Australian energy grid. In this paper, the data is broken up
into intrinsic mode functions (IMFs), and each IMF is used
to improve accuracy. Te author in [56] presented the fully
automated machine learning structure for forecasting the
load. In [57], a hybrid incremental learning technique is used
that combines discrete WT, EMD, and a random vector
functional link network (RVFLN). Te simulation result is
evaluated on Australian energy data, and this model out-
performs eight benchmark models. In [58], load forecasting
is done using an extreme learning machine model (ELM),
and the proposed study is validated by half hour resolution
data of Australia. Its result outperforms existing methods
such as RBF-ELM and mixed ELM. In [59], the author has
applied hybrid of particle swarm optimization approach
(PSO) and ELM where tanh function is used as activation
function and avoids unwanted hidden nodes and over-
training. Tis proposed approach is better than RBFNN,
according to the obtained results. In [60], to forecast the
hotel building demand, i.e., highly irregular, the online
modifer forecaster is proposed.Tis paper uses a clustering-
based hybrid model, i.e., a combination of SVR and wavelet
decomposition techniques. It results in higher accuracy than
traditional methods. In [61], STLF is done using deep
learning approach and tested on energy consumption of year
2014 of China cities. Te simulation results show a signif-
cant impact of parameters like temperature and other
weather conditions on energy usage. It also highlights the
better prediction accuracy of the deep learning model in
comparison to the random forecast and gradient boosting
models. To improve efciency and relative prediction ac-
curacy, this study [62] will feed the output of the forecaster
module to the optimization module. It improves the pre-
diction accuracy at the cost of calculation complexity. To
improve forecasting accuracy using dynamic mode de-
composition and an extreme value constraint approach, the
author [63] has presented the STLF model. Te authors [64]
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presented STLF for distribution feeders. To improve both the
stability and prediction accuracy of the model, the author
has developed an integrated model of VMD, LSTM, and
Bayesian techniques. Te author [65] developed a hybrid
approach to forecast the energy generation from solar panel-
microgrid. Tis model used GA, PSO, and neuro-fuzzy
approaches is tested on real-time power generation data.
Tis prediction module forms the historical load profle by
analyzing the stochastic load pattern of consumer demand
and then forecasting the future load demand.

Due to ease in the implementation of electric load
forecasting, ANN is mostly used as a machine learning
approach. Number of layers, number of neurons, and
learning rate are the most promising parameters to defne
the performance of ANN. Mainly, learning algorithms such
as gradient descent, BP algorithm, etc. sufer from premature
convergence and overftting. In order to overcome this
disadvantage, hybrid forecasting approaches have been
discussed. Overftting is reduced by data augmentation,
feature selection, and creating ensemble load predictions.
Hybrid techniques have enhanced model capabilities, but
the problems of slow convergence and large computational
time still persist compared to nonhybrid techniques.

All the aforementioned techniques produce satisfactory
results for small data size only and their performance is
highly dependent on knowledge and experience. Using
a clustering approach on smaller data size leads to the
problem of overftting and creates a high generalization
error. In a practical scenario, the data size is invariable, and
there is no technique that can handle large data. Tis
proposed study outperforms in comparison to present ANN
methods and linear regression models. Table 1 presents
a summary of related work.

Conclusions are fgure out from above relevant literature
survey: (1) no forecasting method is perfect in all respects;
however, it depends on the application; (2) sufers from
overftting problem where model performs better in training
but not in forecasting; and (3) compromise between fore-
casting accuracy and convergence rate. In this respect,
a novel hybrid approach is proposed, which is integrated
with three processes: (i) hybrid architecture composed of
RBF, convolution, and pooling in a fully connected two-
layer network; (ii) fuzzy clustering algorithm after data
preprocessing; and (iii) FLANN algorithm-based optimi-
zation technique.

3. Detailed Hybrid Framework

Te proposed model comprises 3 layers: fuzzy clustering,
RBF-CNN regressor, and composite layer. Initially, the novel
method aggregates the input data into multiple clusters
using the fuzzy clustering method. Each cluster shares its
position with other clusters in the neighborhood for en-
semble prediction at the second layer. Tese clusters are
generated as per the fuzzy rule, and this given clustering
method needs very variable sets represented as membership
function sets. Tese function sets depends on variables re-
quired for the problem [44], also on required cluster which
split up input dataset. As per the proposed clustering

method, the inputs are assigned to a second layer, where for
each cluster the RBF-CNN regressor is applied. At the frst
layer, a corresponding cluster (fuzzy rule) creates the dataset,
which is received by the RBF-CNN regressor.Te training of
these regressors requires kernel numbers, centres, and
widths. Tese are assumed by the RBFNN training pro-
cedure. RBF kernels with optimized values convert the input
data into higher-dimensional space, and CNN is trained
with the implementation of this converted input data at the
second stage.Tis process performs a detailed analysis of the
relation between a kernel element and its neighbor, com-
pared to RBFNN. With this above-mentioned 2 stage
training procedure, RBF-CNN works as one neural network
that comprises an RBF, a convolutional layer, an averaging
pooling layer, and two fully connected layers. At the third
layer, the average of ensemble predictions of the RBF-CNN
regressor is done; this is the fnal prediction stage of the
proposed model and corresponds to activated clusters in the
clustering layer. A proposed model structure with three
clusters that corresponds to the fnal load forecast is pre-
sented in Figure 1. Here, input x (i) actuate fuzzy rules 1, 2, 3,
. . ., k and RBFCNNs to provide an independent prediction.
Figure 2 shows the basic fowchart diagram of the hybrid
forecasting fuzzy-RBFNN model.

4. Training of Model Structure

4.1. Fuzzy Clustering Approach. To model the fuzzy-RBF-
CNN, the input dataset is grouped according to variables
that carry signifcant information. Hence, the highly cor-
related one defnes the shape and quantity of clusters in the
frst layer. Most important input variables to model the load
forecast are temperature, hours/months/weekend, and
current load status. Te training process of the frst layer
hybrid model contains variables with fuzzy membership
functions. For continuous input variables, the Gaussian
membership function is preferred, whereas for defnite
variables, the trapezoidal membership functions. Each
variable is classifed into fuzzy sets having the same behavior
and semantic description, which are denoted by the
membership function. Te “hour” variable is represented
with multifuzzy sets for daytime hours, and for nighttime
hours, it is represented with a single-fuzzy set. Variables not
involved in clustering are initialized with a membership
value equal to 1.

During training cycle, xi input vector is chosen through
dataset and forms fuzzy rules. Te membership output M
(xi) is determined per variable i using the xi input vector.
Furthermore, the activation functions for each variable are
calculated, which are denoted as S (i, k)

S(i, k) �

��������

ΠYM xi( 􏼁
n

􏽱

, (1)

where YM (xi): output of variableM contained in fuzzy rule
k. n: most important input variable in numbers on which
dataset is grouped.

For activation of variables less the existing rules, next
fuzzy rule is

is � argmin i fi, argmax S{ )(i, k)􏼈 􏼉. (2)
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Until the minimum activation fi, argmax S{ ) (i, k){ } stops
increasing, the training of the frst layer of fuzzy-RBF-CNN
continues till it reaches to the threshold value denoted by
STH. Te signifcance behind defning this threshold value is
to reduce complexity of design framework by limiting
number of clusters. Te value of STH is 0.73, which is de-
termined using the trial and error method.

Te algorithm behind this approach is defned in steps,
as shown below in Table 2.

4.2. Steps for RBFNN Training. In the case of RBF-CNN,
kernels are associated with CNNwhile the training process is
executed in dual phases: Initially, autonomous RBFNN is
trained and diferent sets of RBFs are created through the
cross-validation method. Secondly, input data is trans-
formed into 3-dimensional arrays to train a CNN. By ap-
plying the permutation approach [45], the input variables
that are least signifcant are removed from the set at the
initial stage of the RBF-CNN process. In this process, the

…………….

……………….

Temperature
time series Load Series 

Input
(xi) 

Fuzzy Rule 1 Fuzzy Rule 2 Fuzzy Rule 3 Fuzzy Rule 4 Fuzzy Rule 5 Fuzzy Rule k

fi,1 > fac fi,2 > fac
fi,3 > fac fi,4 > fac fi,5 > fac fi,k > fac

Cluster 1 Cluster 2 Cluster 3 Cluster 4 Cluster kCluster 5

Aggregation 

Load Prediction 

Figure 1: Fuzzy architecture for the proposed model.
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baseline is defned, and then a randomly selected variable is
permuted using the random forest algorithm [46].

Basically, RBFNN comprises a 2 layer neural network
with a hidden layer consisting of nonlinear RBFs and linear
output. Its hidden layer parameters are controlled by RBF
numbers (control the model whether over or under ftting),
RBF centers (plan the model characteristics), and radii of
RBFs (compute activation function for RBF). Te type of
RBF is given by the following equation:

S
2,k
j �

1

e

�������������������

􏽐 x(i) − c2,k
i,j

�����

����� / r2,k
i,j􏼐 􏼑

2
􏼒 􏼓

􏽲 ,
(3)

where k: cluster. i: input variable. j: indices for RBF, j ∈ 1, Jm

S2, k
j , c

2, k

i,j
, (r2, k

i,j )2: activation, centers, and radii of RBFs
corresponding the cluster k.

Applying k cluster with permutation approach and
forming dataset, equation (3) presents the RBFNN hidden
layer output, which is trained with the k-means algorithm to
locate RBF centers and latter to evaluate RBF radii, FLANN
algorithm is used. Te FLANN approach is a higher order
derivative optimization technique algorithm [47], which
uses a single-layer feed forward network and is extensively

used on account of its low computational complexity.
Moreover, it overcomes nonlinearity in outputs due to the
functional expansion feature.

In the RBFNN training process, the objective function is
the sum of squared error, which is determined using vali-
dation and testing sets. Te RBF weights and biases are
upgraded and compared with the forecasted value per it-
eration. Ten, the mean of squared error on validation and
testing are computed and continues till error value is
minimized. At that optimal point, the radii value is de-
termined. With the hyperparameter optimization approach,
namely “coarse-to-fne” [48], the above procedure is carried
out for diferent RBFs.

Furthermore, a three-foldcross-validation is performed
for each tested RBF that comprises validation and testing of
sets. Tis testing deals with a continuous portion of the set,
whereas the validation set is selected randomly. While av-
eraging the cross-validation results, the optimal value of
RBF’s hidden layer is obtained. Tis is the process of
obtaining the corresponding RBFNNs.

4.3. Steps of CNN Training. RBFNN deals with the “curse of
dimensionality” issue because of the summation of activa-
tion for each element, and to mitigate this issue, activations
are computed individually for each RBF element using the
following equations:

S
2,k
j �

1

e

�������������������

􏽐 x(i) − c2,k
i,j

�����

����� / r2,k
i,j􏼐 􏼑

2
􏼒 􏼓

􏽲 , j ∈ 1, Jk.
(4)

After performing the RBFNN training procedure, each
input vector is converted to 3-dimensional arrays. Ten,
training, validation, and testing are employed in equation
(4), and three arrays of four-dimensional sets are obtained as
3× E× Jk ×Dtrain,k, 3× E× Jk ×Dval,k and 3× E× Jk ×

Dtest,k, where E: input variables. Jk: most appropriate value of
RBF number. Dtrain,k, Dval,k, and Dtest,k: sizes of training,
validation, and testing sets, respectively.

In image processing applications, these datasets are used
to establish CNN for deep neural network. CNN comprises
input layer, output layer, and a number of hidden layers.
Tis hidden layer involves convolution layers accompanied
by a pooling layer with two coupled layers. Te convolution
layer takes out the features from images utilizing kernels and
creates flters [19]. In the convolution layer, diferent images
are obtained by applying weights to each flter. It is a deep
neural network with feed forward propagation techniques.
As compared with multilayer perceptrons, it provides the
best accuracy in all nonlinear problems, such as load
forecasting.

In CNN training, the FLANN optimization algorithm is
implemented, CNN parameters are updated, and mean
square errors are computed to evaluate the performance.
Convolution layer consists of 32 flters with a kernel of size
2× 4 pixels. It is followed by a pooling layer that sums up the
flters with a stride of 2 pixels, while the coupled layers have
2048 and 512 neurons, respectively.

Collect historical load data

Analysis and selection of
load data

Pre-treatment of load data

Create load forecasting
model 

Model distinguish and
parameter estimation

Output value of load 

Improve forecasting
model 

Error
Analysis

Yes

No

Figure 2: Basic fowchart diagram of the hybrid forecasting fuzzy-
RBFNN model.

Table 2: Fuzzy clustering algorithm.

(1) Load the membership function for each variable M
(2) Load input data set
(3) Select input variable xi randomly
(4) Determine output variable M (xi)
(5) Chose membership function of maximum output
(6) Develop frst layer rule
(7) Calculate S (i, k) for each variable using equation (1)
(8) Determine Smax (i) for each x (i)
(9) Determine x (i′) for minima of Smax (i)
(10) Determine output variable M (xi)
(11) Chose membership function for each variable having
maximum output
(12) Develop next rule
(13) From equation (1), calculate S (i, k) for each variable
(14) Min Smax (i)< STH
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5. Case Studies

Tis proposed model is evaluated as per the customer
consumption rate provided by the energy market. Itera-
tively, it runs on a daily basis as per recorded data, predicts
the hourly loads for the current day, and then predicts the
load for the next seven days ahead. While following data
selection approach explained in [49], the input variables are
historical load [50], data of temperature forecast [51], and
calendar data (month/hour/year) along with special days
indication. For the fuzzy clustering method, most signif-
cant variables are average value of previous day load,
maximum temperature, and special days index with hour/
month.

To compute the performance of the proposed hybrid
model, two case studies are examined. Te frst study is for
the Hellenic interconnected power system, where time series
load data [53] covers the period from 1 January 2015 to 30
June 2019, and temperature prediction data is acquired from
the SKIRON meteorological model [54]. Tis presented
model was trained with recorded data for the frst four years
and tested with recorded data during 2018. Secondly, it is
applied to the Cretan power system, which is an isolated
system and highly loaded during summer. Te Hellenic
power system considers period from 1 Jan 2017 to 31 Dec
2019. During the summer of 2019, the peak load was
660MWand theminimum load was 135MW.Ten, in 2017,
the yearly peak load was 665MW, while in 2018, it was
610MW. Also, the fuzzy membership functions of the frst
layer are applied to these two case studies. In the case of the
fuzzy clustering approach, the signifcant input variables in
the frst layer are the average value of day-ahead loads, the
maximum temperature on a daily basis, the maximum
temperature of the forecasted day, and the “hour,” “month,”
and special day index of forecasting time. For “hour/month,”
three trapezoidal membership functions are applied,
whereas for special days index, two trapezoidal membership
functions are employed. Te average value of day-ahead
loads is modeled by employing 3 Gaussian membership
functions, and the maximum temperature predicted on
a daily basis is divided into 5 fuzzy sets presented by
Gaussian membership functions. Te performance of the
proposed model is evaluated using the mean absolute error
(MAE), mean absolute percentage error (MAPE), and the
root mean squared error (RMSE).

In the Hellenic power system, the clusters formed are
76 for frst layer while in the Cretan power system it is 68.
Te historical loads are modeled by applying 3 Gaussian
membership functions. Variables “such as hour/month/
special day index” are modeled using a fuzzy membership
function. Maximum temperature is split into fve fuzzy
sets and is designed with a defnite membership function
of 1.

Clusters form subsets, which contain input samples that
activate the fuzzy rule. Ten, the training procedure of RBF-
CNNs for each fuzzy rule is repeated. Further, ensemble
predictions are produced for RBF-CNNs that indicate fuzzy
initialized by the activation value more than the threshold
Sactivation � 0.

6. Outcome of Proposed Framework

6.1. Standards. To certify the work of the presented hybrid
model, two advances and a traditional forecasting model
are developed. Te shape of the frst two models consists of
24 regressors with similar structures. Each regressor is
trained to obtain prediction data for one hour a day. For the
frst standard model, regressors are developed using the
MLR approach [55], while for the secondmodel, SVMs [66]
are employed. Tis standard model is marked as 24 hr MLR
and 24 h-SVM. For validating the performance of the
proposed fuzzy-RBF-CNN, the RBF-CNN regressors are
being replaced by SVMs. Tis method is marked as ML-
SVM, having 3 layers. SVM is a supervised learning al-
gorithm that does very well in the classifcation of data into
diferent datasets. MLR ofers generic and extendable
confgurations for clustering, classifcation, regression, etc.
Fuzzy-RBFNN is eminent from other techniques in terms
of universal approximation and higher learning speed.
Tese three techniques are widely used to address other
research problems. Te membership functions corre-
sponding to all variables of the fuzzy-RBF-CNN frst layer
are designed once and applied to all presented case studies
without fne tuning. Fuzzifcation of the input variables
leads to the creation of fuzzy rules using the linguistic
representations of the corresponding membership func-
tions. Each fuzzy rule defnes a data cluster of the fuzzy-
RBF-CNN frst layer to which an RBF-CNN regressor will
be connected. Te fuzzy rules are constructed using an
iterative training procedure.

Using the same technique as discussed in this proposed
work, the input data is clustered in the frst layer. Diferent
SVMs are trained for each cluster to develop diferent
forecasts, and the mean of the developed ensemble pre-
dictions gives rise to the fnal prediction value. Te forecast
values applied to the proposedmodel obtained from RBFNN
are determined.

For every activated cluster, these values frst produce the
mean of three RBFNN outputs and then all activated cluster
predictions. Tis model is marked as fuzzy-RBFNN. Fur-
thermore, the execution of the persistence method is eval-
uated and then compared with the proposed model and the
two aforesaid models [56].

6.2. Hellenic Interconnected Network. During forecasting,
the MAPEs of fuzzy-RBF-CNN and fuzzy-RBFNN have
identical values in comparison to other benchmarks, which
indicate less robustness. In Tables 3 and 4, the MAPE and
RMSE of the proposed model are shown. Initially, load time
series data of a nonlinear and complex nature are demon-
strated and compared for the accuracy obtained from 24 h-
MLR and 24 h-SVM. Te performance of 24 h-SVM and
ML-SVM indicates less improvement by the proposed
model. Te proposed method achieves improvements in the
range of 5% to 20% [56]. However, in comparison to the least
square method (generally used for RBFNN second layer)
activations performed by CNN on RBF gives around a 9%
improvement in outcome.
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In this case study, comparing the execution of ML-SVM
with that of 24 h-SVM, the structure developed from the
fuzzy clustering approach shows remarkable improvement
for the short horizon, whereas for the longer horizon (more
than 4 days ahead), both ML-SVM and 24 h-SVM show
similar performance. For this study, higher forecast accuracy
is attained by RBF-CNN regressors.

Table 5 shows the calculated MAPEs for fuzzy-
RBF-CNN and ML-SVM structures obtained while calcu-
lating forecast values for working and nonworking days. For
a complete prediction scope including both working and
nonworking days, this proposed model shows better per-
formance than the standard model. On nonworking days,
the MAPE of Fuzzy-RBF-CNN is 2.11% in the case of three
and four days-ahead horizon.

Figure 3 illustrates the accuracy of the aforementioned
models for successive days in March 2018. Finally, shows the
fnest performances procured from the fuzzy-RBFNN and
fuzzy-RBF-CNNmodels, whereas the standard model shows
analogous performance.

6.3. Cretan Power Network. Tables 6 and 7 show the MAPE
and RMSE for the week ahead horizon of the fuzzy-
RBF-CNN and standard models. Te working of the
proposed model is closer to ML-SVM. In this case, when
predicting one day ahead, the MAPE and RMSE of
ML-SVM have lesser diference in comparison to the
proposed model. In case of more than 2 days ahead horizon,
this proposed model outperforms all the standard models.
On comparison of the MAPEs of 24 h-SVM with the
MAPEs of fuzzy-RBFNN andML-SVM, the proposed fuzzy
clustering approach is more successful for longer horizons,
as it provides 39% and 34% mean improvements in

ML-SVM and fuzzy-RBF-CNN, respectively, when com-
pared with 24 h-SVM. Te application of CNN to the
output of the RBFNN hidden layer gives remarkable ro-
bustness to RBFNNs and performs better than SVM. It is
shown that the unsatisfactory performance of 24 h-MLR
proves more complexity in the previous case study. Fur-
thermore, “persistence method” is better than 24 h-MLR
and 24 h-SVM in the case of a longer horizon. Table 8 shows
the MAPE values for the ML-SVM and proposed model
that are obtained with a similar evaluation approach. Ta-
ble 9 shows the performance results from training, testing,
and validation of the fuzzy-RBFNN model in terms of
RMSE, MSE, and MAE.

For nonworking days, the proposed model (Fuzzy-
RBF-CNN) performs better than ML-SVM and results in
a 14% improvement on average. While on working days,
ML-SVM performs better than the proposed model in the
case of current-day prediction while having similar per-
formance for day-ahead forecasting. Figure 4 illustrates
prediction of both presented models for a nonworking day
(15/08/2019) and a working day (16/12/2019). It shows
a performance improvement of fuzzy-RBF-CNN when
compared with the standard model for both days. Spe-
cifcally, during morning hours, the standard model error
outreach 9%, whereas using the proposed fuzzy-
RBF-CNN model for the same morning hours, this error
comes out to be lower than 1%. Figure 5 shows the
convergence characteristics for four models (i.e., ML-
SVM, LSTM, Fuzzy-RBFNN, and Fuzzy-RBF-CNN) and
represents MSE values for each model. Tis graph shows
that our proposed model shows harmony in both accuracy
and convergence rate when compared with other models.
Results for training, testing, and validation are presented
in Figure 6.

Table 3: MAPEs for the proposed model and standard models.

Day ahead Persistence method MLR SVM ML-SVM LSTM Fuzzy-RBFNN Fuzzy-RBF-CNN
1 5.90 3.45 3.00 1.93 1.80 1.85 1.57
2 7.72 3.78 3.25 2.19 1.90 1.95 1.63
3 6.33 3.81 3.30 2.29 1.85 1.95 1.65
4 6.70 3.94 3.50 2.45 2.20 1.97 1.63
5 6.70 4.08 3.61 2.50 2.19 2.00 1.68
6 6.01 4.11 3.68 2.54 2.17 2.01 1.69
7 7.85 4.14 3.70 2.60 2.20 2.05 1.72

Table 4: RMSEs for the proposed model and standard models.

Day ahead Persistence method MLR SVM ML-SVM Fuzzy-RBFNN Fuzzy-RBF-CNN
1 1308 710 593 583 490 460
2 1771 780 662 627 511 470
3 1902 801 689 660 512 471
4 1978 852 750 731 515 475
5 1908 885 782 782 520 479
6 1839 901 798 788 525 480
7 1770 888 802 800 534 487

Journal of Electrical and Computer Engineering 9



Table 5: Performance evaluation of the presented model and ML-SVM in the case of both normal and special days using MAPE values.

Day ahead
ML-SVM Fuzzy-RBF-CNN

Working days Nonworking days Working days Nonworking days
1 2.82 2.20 2.48 2.10
2 3.15 3.40 2.70 1.05
3 3.25 3.51 2.71 1.11
4 3.48 3.58 2.69 1.11
5 3.58 3.60 2.74 1.15
6 3.60 3.62 2.75 1.13
7 3.65 3.70 2.78 1.15

7000

6500
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5500

5000

M
W

4500

4000

3500

22 March 2018 23 March 2018 24 March 2018

Observation

24 Hr SVM
ML-SVM

24 Hr MLR
Fuzzy-RBFNN
Fuzzy–RBF-CNN

Figure 3: Comparison of the proposed model with standard models in a two-day period of March 2018.

Table 6: MAPEs for the proposed model and standard models.

Days ahead Persistence 24 h-MLR 24 h-SVM ML-SVM LSTM Fuzzy-RBFNN Fuzzy-RBF-CNN
1 6.15 3.95 3.58 2.85 2.20 3.28 1.90
2 5.51 4.25 3.89 2.38 2.25 3.68 3.35
3 6.87 6.95 5.85 4.66 3.75 3.89 3.52
4 6.51 6.05 5.01 4.82 4.05 3.08 2.70
5 7.08 6.45 5.25 4.95 4.37 4.18 3.89
6 8.68 6.28 7.17 6.03 5.47 4.28 2.90
7 8.78 7.45 7.69 6.18 5.98 4.38 4.01

Table 7: RMSEs for the proposed model and standard models.

Days ahead Persistence 24 h-MLR 24 h-SVM ML-SVM Fuzzy-RBFNN Fuzzy-RBF-CNN
1 102.69 84.55 60.34 44.35 64.12 56.40
2 125.11 99.48 65.52 50.48 67.93 60.35
3 126.30 101.88 78.72 74.11 70.93 64.01
4 134.28 100.72 99.55 76.85 73.02 66.45
5 140.56 115.51 132.49 58.38 74.32 67.65
6 144.20 120.17 178.45 59.11 75.01 68.08
7 119.02 139.20 222.56 69.31 75.94 69.12

Table 8: Performance evaluation of the presented model and ML-SVM in both working and nonworking days using MAPE values.

Days ahead
ML-SVM Fuzzy-RBF-CNN

Working days Nonworking days Working days Nonworking days
1 2.82 2.15 3.92 1.63
2 2.39 2.75 2.40 2.12
3 2.65 2.91 2.63 2.42
4 2.80 2.95 2.81 2.40
5 2.94 3.23 2.92 2.62
6 5.01 4.38 4.95 2.68
7 5.15 4.52 5.02 4.87
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 . Conclusion and Future Scope

Accurate LF is important for applications in diferent op-
erations of the power grid and in decision-making. More
accurate load forecasting mitigates the energy cost, enhances
power system security, develops the optimal power plan, and
therefore provides socioeconomic benefts for power grid

management. Te individual forecasting models fail to
achieve desirable performance due to some limitations: (1)
being unable to conduct forecasting with highly varying data
like electric loads; (2) needing a large amount of historical
data for forecasting; (3) having low accuracy due to the
absence of a data preprocessing feature; and (4) overftting
and a low convergence rate. A hybrid model or combined
model reduces the negative infuences that are inherent in
each individual model. It also takes the most advantages of
individual models and is less sensitive to the certain factors
that make individual model to give unsatisfactory perfor-
mance. It is clear that for load forecasting, the hybrid model
is highly fruitful than the individual model. So, this study
develops the hybrid forecasting model and completely uti-
lizes the benefts of individual models with enhanced per-
formance. In this paper, a fuzzy-based prediction framework
integrated with a deep learning network has been presented
for STLF. Tis hybrid approach can capture hidden char-
acteristics of load pattern and gain the accuracy in results of
load forecasting.Tis complete framework is integrated with
three processes: (i) hybrid architecture composed by RBF,
convolution, and pooling in a fully connected two-layer
network; (ii) fuzzy clustering algorithm that splits the in-
put variables into orthogonal expansions after data pre-
processing; and (iii) FLANN algorithm-based optimization
technique. Te main idea behind this study is to generate

Table 9: Results from training, testing, and validation of the fuzzy-RBFNN model.

Fuzzy-RBFNN model
Performance

R2 MSE (%) MAE (%)
All data 0.89 2.20 10.28
Training 0.93 1.39 8.20
Testing 0.87 3.38 14.0
Validation 0.86 1.22 8.30
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Fuzzy-RBFNN
Fuzzy-RBF-CNN

Observation

24 Hr SVM
ML-SVM
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Figure 4: Comparison of the proposed model with standard
models in a two-day period of August 2019.
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ensemble predictions frommultiple local regressors, and this
regression variable activates the forecast process using the
data clustering method to assign the input to diferent
clusters. Tis proposed model is designed to predict the one-
week ahead load demand, and its performance is tested on
two power networks, i.e., the Hellenic interconnected and
Cretan power networks. Tis method is verifed by com-
paring it with four benchmark models like 24 hr-MLR,
24 hr-SVM, ML-SVM, and Fuzzy-RBFNN, in terms of
forecasting accuracy. On the basis of the obtained results and
complete analysis, the following conclusions are being
drawn: frstly, in comparison to the LSTMmethod (generally
for RBFNN second layer), activations performed by CNN on
RBF give around a 9% improvement in forecasting accuracy.
It indicates that higher forecast accuracy is attained by
RBF-CNN regressors. Secondly, the application of CNN on
the RBFNN hidden layer gives high robustness. Tird, the
proposed model (Fuzzy-RBF-CNN) performs better than
ML-SVM and results in a 14% improvement on average.
Fourth, in comparison of the MAPEs of 24 h-SVM and
fuzzy-RBFNN, the fuzzy clustering approach is more suc-
cessful, as it provides 39% and 34% better performance with
reference to 24 h-SVM.Tus, it shows the efectiveness of the
fuzzy clustering method and the improvement in RBFNN
response by CNN. Tis deep learning hybrid technique
ofers the limitation that it will not perform properly for
complex hierarchical data structures. For future work,
weather conditions can also be fed as an input to the hybrid
model to improve the research fndings. Also, researchers
can forecast the power loads for weather insensitive cus-
tomers by searching the choice of input frames to mitigate
negative impact of weather characteristics.
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Abstract. Machine Learning can be successfully utilized in geotechnical design- 

ing applications, where vulnerability is a portion of nature, to create a vigorous 

predictive models foundation for designing parameters/behaviours. Formerly, 

geotechnical plan parameters are not continuously straightforwardly measured 

from a research facility and in-situ tests, or maybe frequently assessed from ob- 

servational or numerical relationships that are created from regression fitting to 

a dataset. ML models were created to train a nearby dataset. The developing vol- 

ume of data databases presents openings for progressed information examination 

methods from machine learning inquire about. Applied applications of ML are 

exceptionally distinctive from hypothetical or observational studies. In arrange 

to cure this circumstance, examined feasible applications of ML and created a 

proposition for a seven-step preparation that can direct viable applications of ML 

in design. In this paper, an ML model is created for predicting pile behaviours 

based on the results of cone penetration test (CPT) data. Roughly 500 data sets, 

gotten from the published literature, are utilized to create the ML model. The 

paper compares the predictions obtained by the ML with those given by a number 

of conventional methods and it is watched that the ML model essentially outper- 

forms the conventional strategies. 

 

Keywords: Pile Behaviour, Load Settlement. Machine Learning applications, 

seven-step model; modelling. 

 

1 Introduction 
 

Over the final few decades, we have seen a blast in the data era related to all perspec- 

tives of life counting all designing disciplines. There has been an increment in dynamic 

data collection to be utilized for fathoming basic building issues such as framework 

administration [8]. One striking case of information collection is the National Bridge 

Stock within the US. In most data collection cases, data has been accumulated without 

knowing how it'll be analyzed or utilized, and to date, no major commonsense bene t  

has been picked up from these information collection endeavors. As of late, an unused 

set of strategies for information extraction from information has emerged from machine 

learning (ML), which may be a department of counterfeit insights (AI). The initial ob- 

jective of ML methods was the mechanized era of information for its joining in master 

mailto:mansiaggarwal258@gmail.com
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frameworks. This era was anticipated to lighten the information procurement bottleneck 

frequently related to the construction of expert systems. 

Whereas there have been demonstrations of information obtained by single ML 

methods (e.g., [4]), there has not been a critical commonsense advance in utilizing sin- 

gle ML strategies as standard devices by engineers due basically for two reasons. To 

begin with, practical issues are frequently as well complex to be taken care of by a 

single strategy and moment, the errand of applying ML strategies in building hone is 

much more complex than portrayed in those early considers; it isn't essentially a matter 

of taking a program and applying it to information. To overcome the impediments of 

existing learning strategies with respect to the primary reason, ML analysts hypothe- 

sized that the arrangement of differences and complexity in learning circumstances re- 

quires the utilization of numerous ML methods. Such multi strategy learning [1] would 

empower the assortment of information available for learning to be taken into consid- 

eration. 

In this paper, artificial neural systems (ANNs) are utilized to anticipate the behavior 

of piles based on 56 individual pile load tests. These tests were carried out on locales 

joining different soil sorts, a few commonly received pile types, and a extend of ge- 

otechnical conditions counting layered soil profiles. The planned ANN demonstrate is 

in a position to anticipate the whole load-settlement behavior of concrete, steel, and 

composite heaps, either bored or driven, and to account more precisely for the change- 

ability of soil properties along the shaft of the pile, the implanted length of the pile is 

sub-divided into 5 fragments of break even with thickness, with each related with a 

normal of qc and CPT sleeve friction, fs, over that portion. The points of the paper are 

to (i) create an ANN show for precisely predicting the load-settlement behavior of sin- 

gle, axially-loaded piles over a wide run of connected loads, pile characteristics and 

establishment strategies, and soil and ground conditions (ii) to investigate the relative 

significance of the components influencing pile behavior by carrying out affectability 

examinations; (iii) compare the execution of the ideal ANN show against a few of the 

foremost commonly utilized conventional strategies; and (iv) propose an arrangement 

of ANN-based load-settlement charts for anticipating pile behavior, to encourage the 

demonstrate being embraced in practice. 

 

2 Application of ML in Civil Engineering 
 

ML programs in the civil building included testing distinctive existing instruments on 

basic issues, continuously, more troublesome issues were tended to [6], and recently, 

the arrangement of few complex practical issues have been investigated [3], and archi- 

tectural design [9]. In numerous early considers, as well as numerous modern, a single 

ML method has been employed. By and expansive, the determination of these strategies 

was based on accessibility and not essentially applicability of the ML method to the 

target tissue. Frequently, the issue representation utilized was a rearrangement driven 

by the restriction of the accessible ML procedure. There have been special cases to this 

practice. In a few cases, modern procedures or alterations of existing procedures were 

created to extend the appropriateness of ML procedures for architectural design in 

FABEL [9], or for observing water treatment plants. In other cases, a few strategies and 

imaginative information representations were utilized to address diverse varieties of 
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learning issues (e.g., modeling material stress-strain relations [6]. Whereas tending to 

progressively complex issues, the need to integrate a few ML methods for understand- 

ing them was recognized and an introductory hypothetical foundation for such integra- 

tion was created. A few ensuing frameworks that managed huge issues utilized numer- 

ous strategies. These frameworks too consolidated unused or altogether adjusted ML 

instruments. The part allocated to ML strategies in respectful building applications 

changed significantly. There has been considering on information extraction considers 

understanding total issues in which learning played a major part and thinks about that 

utilized learning as a portion of their operation (e.g., steel bridge plan [1], thruway truck 

stack checking [2], transmission line towers plan, and building plan [9]). In expansion, 

there have been thinking about coordinated data modeling for making estimation mod- 

els and considers modeling pointed at moving forward the understanding of a wonder. 

The last-mentioned considers utilized different ML techniques. There are two issues 

that put work on ML in respectful building into point of view. To begin with considers 

to date ML applications in civil design have investigated a little number of ML proce- 

dures, most strikingly administered concept learning with few exemptions utilizing un- 

supervised learning (e.g., Bridger) or other procedures. Usually, it differentiates from 

the potential that numerous other ML methods [7]. In this way, the utilization of ML in 

civil engineering is as it were in its earliest stages. Second, numerous past thinks con- 

tained small or no precise testing and have had small or no follow-up work. This rec- 

ommends that numerous of these considers were preparatory and did not develop. It 

moreover cautions us to fundamentally survey the conclusions of these things. 

 

3 Development of Neural Network Model 
 

Arrangements to numerous issues take a few steps driving from issue investigation to 

solution deployment. A few of these steps may be executed in parallel or indeed in turn 

around arrange and the method may repeat some time recently an effective and worthy 

arrangement is obtained. The taking after subsections details seven steps that methodi- 

cally address the basic issues involved in building ML applications. These steps to- 

gether could be a proposed method anticipated to lead to the improvement of effective 

ML applications. 

Practical involvement in understanding issues utilizing ML methods and information 

around the properties of these procedures can reveal characteristics of issues and their 

mapping to appropriate ML strategies. Such mapping can be utilized to choose and 

apply ML procedures in a schedule design. We as of now specified a few considers 

coordinated at making such a mapping but in most cases, a clear determination and 

application will not suffice. Issues will be disentangled to coordinate the capabilities of 

ML methods (e.g., in Bridger as well as in most other thinks about), and arrangement 

strategies will be adjusted (e.g., in Bridger) or recently created and their utilize may 

hence be named as innovative or creative. 
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Fig. 1. A model of engineering problem solving 

 

3.1 Problem analysis 

Piles are a vital shape of deep foundation, utilized to transfer axial building loads 

through low-strength soil layers or bodies of water into more appropriate bearing strata. 

Pile foundations moreover are more beneficial than shallow foundations, indeed in the 

case of generally shallow load-bearing soil strata, for both financial and construction- 

related reasons. The assessment of the load-settlement execution of one pile is one of 

the foremost perspectives of the plan of piled foundations moreover; the behavior of a 

pile is impacted by a few components such as the mechanical non-linear behavior of 

the soil, the characteristics of the pile itself, still as its strategy of installation. To ap- 

praise the load-bearing capacity and settlement of piles, one or more of a few Pile Load- 

ing Tests (PLT) and Pile Dynamic Analysis (PDA) tests might indeed be performed, 

depending on the significance of a venture, since the high cost and time required for 

conducting such tests, it’s a normal hone for engineers to estimate the load-bearing 

capacity of piles utilizing in-situ tests, just like the Cone Penetration Test (CPT), Stand- 

ard Penetration Test (SPT), dilatometer test, and weight meter test, so to utilize reason- 

able proportion esteem during the arranging handle to accomplish a steady 
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establishment. In any case, such a strategy is time-consuming, conjointly the costs are 

frequently troublesome to justify for standard or little ventures, while other strategies 

have lower accuracy. As a result, a few approaches are created to foresee the axial 

bearing capacity of piles or to boost the expected precision. The character of those strat- 

egies included a few simplifications, presumptions, or observational approaches with 

relevance to the soil stratigraphy, soil–pile structure interactions, and thus the dissemi- 

nation of soil resistance alongside the pile. 

In such considers, the test comes about was utilized as a complementary component 

to improve the forecast exactness. In later a long time, a far-reaching improvement in 

the utilization of data innovation in the civil building has cleared the way for a few 

promising applications, particularly the utilization of machine learning (ML) ap- 

proaches to resolve viable designing issues. Additionally, distinctive ML methods are 

utilized, for case, the intelligent developmental approach, artificial neural network 

(ANN) and support vector machine (SVM) in tackling numerous real-world issues. 

 
3.2 Collecting data and knowledge 

The database was created from published literature sources that contain an add-up to 

499 cases from 56 individual pile load tests. This consideration appears cross-valida- 

tion, as clarified by is carried out to partition the information into three sets training, 

testing, and validation. Where the training set is utilized to acclimate the association 

weights, though the testing set is connected to check the translation of the show at dif- 

ferent stages of preparing and to choose when to anticipate preparing to dodge over- 

fitting [11]. The validation set is worked to assess the interpretation of the trained net- 

work within the arranged medium. On the complete, 90% of the data (450 cases) is 

worked for training and 10% (49 cases) are worked for validation. The preparing infor- 

mation is further broken up into 88% (395 cases) for the preparing set and 12% (55 

cases) for the testing set. Since it's required that the information worked for training,  

testing and validation depict the same populace, Moreover, since the test set is worked 

to decide when to stop training, it has to be an agent of the training set and should in 

this way so also contain all of the designs. 

 
3.3 Creating representations for the problem, data, and 

knowledge 

To get precise forecasts of pile behavior (counting settlement and capacity), an under- 

standing of the variables influencing pile behavior is required. Since pile behavior de- 

pends on soil quality and compressibility, and so the CPT is one among the first com- 

monly utilized tests in hone for evaluating such soil characteristics, the CPT comes 

about (qc, fs) along the inserted length of the pile are utilized in this ponder. To depict 

more precisely the inconstancy of soil properties along the shaft of the pile, the im- 

planted length of the heap is part into five portions of break even with thickness, with 

each related with a normal of qc and fs over that portion. The average of qc and fs (q¯c ; 

f s ) for each subdivision, j, is calculated as below: 
 

q̄̄c̄j  = 
∑ qci  Zi

 

∑ Zi 

(1) 
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f̄sj  = 
∑ fsi Zi 

∑ Zi 
(2) 

 

Where qci and f si are the CPT estimations inside each portion and Zi is the soil layer 

thickness of layer i of fragment j. Subsequently, the different components which are 

displayed to the ANN within the frame of demonstrating input factors are (1) sort of 

test (kept up a stack or consistent rate entrance), (2) sort of pile (steel, concrete, and 

composite), (3) sort of installation (driven or bored), (4) conclusion of the pile (open or 

closed), (5) pivotal inflexibility of the pile (EA), (6) cross-sectional region of the con- 

clusion of the pile (Atip), (7) border of the pile in contact with the soil (O), (8) length 

of the pile (L), (9) implanted length of the pile (Lembed), (10–19) the found the middle 

value of CPT comes about along the implanted length of the pile (qc1 , f s1 , qc2 , f s2 

, qc3 , f s3 , qc4 , f s4 , qc5 , f s5 ), (20) cone tip resistance at the conclusion of the pile 

(qc tip), and (21) the connected stack (P). Pile settlement (sm) is the single yield varia- 

ble. 

 
3.4 Selecting  solution  methods  and/or  ML  programs 

An artificial neural network (ANN) or neuron arrangement may be a computing calcu- 

lation. It ought to reenact the behavior of natural frameworks from "neurons". ANNs 

are a computational show propelled by the creature's central apprehensive framework. 

It is able of learning as well as design acknowledgment. These are displayed as inter- 

connected "neuron" frameworks, which can calculate the value of the input. A neural 

network may be a coordinated chart. In organic similarity, it comprises nodes that speak 

to neurons associated with curves. Compares to dendrites and neural connections. Each 

circular segment has relegated a weight on each node. It applies the esteem gotten from 

the node as input and characterizes an activation function along the input circular seg- 

ment, tuned by the bend weights. A Neuron network may be a machine learning algo- 

rithm formed on a demonstration of a human neuron. The human brain contains mil- 

lions of neurons. It sends and forms signals within the outline of electrical and chemical 

signals. These neurons are associated with extraordinary structures known as synapses. 

Synapses empower neurons. From a huge number of recreated neuron neural network 

shapes. Artificial neural systems are data-preparing procedures. The human brain works 

as a way to handle data. ANN incorporates a number of related handling units that work 

together to handle data. They moreover create significant comes about. We cannot ap- 

ply neuron systems to classify. It may moreover be connected to the relapse of nonstop 

target traits. A Neuron network could be a major application for information mining 

utilized in segments. For case, design acknowledgment, such as economic and scien- 

tific. After carefully preparing it, you'll be able to utilize it for information classification 

of an expansive sum of information. The neural network can contain three layers: 

1. Input Layer - The action of the input unit speaks to the crude data that can 

be provided to the organization. 

2. Hidden Layers - Decide the movement of each covered-up unit. The move- 

ment of the input unit and the weight of the association between the input 

unit and the covered-up unit. There may too be one or more covered-up 

layers. 
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3. Output Layer - The behavior of the output unit depends on the action of the 

covered-up unit and the weight between the covered-up unit and the yield 

unit. 

 
 

Fig. 2. The ANN structures 

 

 

 

3.5 Selecting program  operational parameters  or  options 

Deciding the network surrounding is one of the foremost critical and sensitive errands 

in ANN demonstrate elaboration. It requires the choice of the ideal number of hidden 

layers and the number of nodes in each of these. There's no bound-together supposition 

for the choice of an ideal ANN surrounding. The number of nodes within the input and 

output layers is limited by the number of demonstrated inputs and outputs. An entirety 

of 21 input factors is carried in this consideration, and the output layer includes a single 

node characterizing the measured value of the settlement. In this consideration, model 

coordination of different hidden layers is inspected. In course of action to choose the 

optimum network figure, ANNs with one, two, and three hidden layers with different 

numbers of nodes within the hidden layers, for the multi-hidden layer models Rectified 

Linear Unit (ReLU) work is connected for the hidden layers. 

 

Training. Training, or learning, is the operation of optimizing the association weights. 

Its objective is to recognize a universal arrangement to what's, by and large, a broadly 

non-linear optimization case. The technique most customarily utilized for finding the 

ideal weight combination of feed-forward neural systems is the back-propagation cal- 

culation, which is grounded on first-order angle plummet 

 
Stopping criteria. Stopping criteria choose whether the demonstration has been ide- 

ally or sub-optimally prepared (Maier and Dandy, 2000). Various approaches can be 

worked to decide when to stop preparing. As said, to begin with, the cross-validation 

approach is worked in this work, as it's accounted that adequate information is reacha- 

ble to deliver preparing, testing, and validation sets and it's the foremost valuable 
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instrument to guarantee over-fitting does not happen [12]. The preparing set is con- 

nected to alter the association weights, though the testing set catalysts the capability of 

the show to generalize and, applying this set, the execution of the show is checked at  

various stages amid the preparing handle, and preparing is stopped when the testing set 

mistake starts to extend. 

 
Model validation. Once demonstrate preparation has been effectively satisfied, the 

translation of the prepared show ought to be approved against information that has not 

been utilized within the learning preparation. The deliberate of the demonstration ap- 

proval stage is to guarantee that the demonstration has the capability to generalize in- 

side the limits set by the preparing information in a well-conditioned mold, instead of 

fair having memorized the input- output associations that are held within the preparing 

information 

 
3.6 Evaluating,  and  interpreting  results 

As expressed already, in this consideration ANN models have been created with three 

hidden layers. In arrange to decide the ideal arrange geometry, ANNs are prepared with 

three hidden layers with diverse numbers of nodes within the hidden layers, it can be 

seen that the finest result is gotten by the three hidden layers show consolidating all  

input parameters, and 150-100-50 hubs within the three covered up layers separately. 

It is watched that demonstrate performs well. To ensure that the ANN demonstration is 

suitable, it is essential to look at its vigor over the total extent of the input and output  

information [11] characterized a strong ANN demonstration as one which shows 

smooth capacities with regard to the input and output factors and does not show behav- 

ior which cannot be clarified by a physical understanding of the framework being mod- 

eled. 
 

 
Fig. 2. Measured versus predicted settlements for ANN models with 3 hidden layers. 
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The plots of the measured versus anticipated settlement for the training set appear in 

Fig. 2. The comes about demonstrate that the demonstrate performs well, with r = 0.9,  

and MAE = 2.00 RMSE = 3.5 mm for the approval set. r = 0.93, and MAE = 1.2 RMSE 

= 4.01 mm for the preparing set and r = 0.86, and MAE = 1.8 RMSE = 3.87 mm for the 

testing set. Fig. 3 compares the anticipated load-settlement bends with the estimations 

gotten from the two pile stack tests. The comes about demonstrates that the show per- 

forms well for both the concrete pile, with r = 0.956 and RMSE = 4.39 mm, and the 

steel heap, with r = 0.98 and RMSE = 3.5 mm. 
 

Fig. 3. Comparison of predicted load-settlement curves from two additional pile load 

tests: (a) A&M1-Concrete pile; (b) TWNTP4-Steel pile 

 

 
3.7 Solution deployment 

Linear regression examination is utilized to anticipate the value of one variable based 

on the value of another variable. The variable to foresee is named the subordinate var- 

iable. Factors utilized to anticipate the values of other factors are called independent 
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factors. This frame of examination gauges the coefficients of a straight condition that 

contains one or more autonomous factors that best anticipate the esteem of the subor- 

dinate variable. Direct relapse fits a straight line or locale that minimizes the error be- 

tween the predicted and real output values. There's a simple linear regression calculator 

that employments the least-squares method to find the most excellent line for a set of 

combined information. At that point assess the esteem of X (subordinate variable) from 

Y (free variable). 

 
3.8 Conclusion 

A back-propagation neural network has been utilized to consider the possibility of 

ANNs to foresee the load-settlement characteristics of piles. A database bearing 499 

case records of field measures of heap settlements was worked to create and confirm 

the show. The comes about indicate that back-propagation neural systems have the ca- 

pability to foresee the behavior of heaps with a respectable degree of exactness for 

settlements. The ANN approach incorporates an advanced advantage over customary 

approaches in that, once the demonstration is conditioned, it can be utilized as a correct 

and speedy instrument for assessing the behavior of piles. From the ideal demonstra- 

tion, a few, stack- settlement charts for concrete bored piles of different lengths and 

distances across, presented in soil with an extended CPT value have been advertised 

back with a pile plan. In arrange to ease the spread and progressing headway of the 

ANN demonstrated. 

It is frequently seen that the ANN strategy performs significantly superior to the 

conventional strategies by utilizing linear regression analysis in common, with ordinary 

strategies, the ANNs calculation, like numerous machine learning calculations, in- 

cludes an auxiliary advantage that once the show is set up; it may be utilized as a cor- 

rect, quick numerical instrument for assessing the bearing capacity of piles. Thus, the 

execution of comparative numerical apparatuses is basic in establishment designing. In 

like manner, overhauling the forecast precision is one viewpoint of the current work, 

for occurrence, utilizing Machine Learning calculations to anticipate the bearing capac- 

ity of piles. 
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Abstract— Argument mining automatically identifies and 

extracts the structure of inference and reasoning conveyed in 

natural language arguments. To the best of our knowledge, most 

of the state-of-the-art works in this field have focused on using 

tree-like structures and linguistic modeling. But, these approaches 

are not able to model more complex structures which are often 

found in online forums and real world argumentation structures. 

In this paper, a novel methodology for argument mining is 

proposed which employs attention-based embeddings for link 

prediction to model the causational hierarchies in typical 

argument structures prevalent in online discourse. 

Keywords—Argument Mining, Transformer, Self-Attention, 

BERT 

 INTRODUCTION  
Human communication is fundamentally composed of debate 
and argument. With online forums increasingly serving as the 
primary medium for discourse and discussion, the importance 
of automated data processing is increasing rapidly. There are 
various data science techniques which proved to be successful 
in these natural language processing tasks. But, still there is a 
lot of scope of research in identifying the more complex 
structural relationships between concepts. 

The theory of argumentation and the use of logical 
reasoning to justify claims and conclusions is an extensively 
studied field, but using data science techniques to automate the 
process is relatively new. A prevalent practice in the initial 
work in argument mining is to represent the argument structure 
using one or more trees or tree-like structures. This provided 
ease of computation as various techniques existed for tress and 
tree-related parsing, but arguments in the real world rarely 
follow the ideal system that these methods imposed. 

In recent times, there have been many methods to explore 
argument mining in the wild using argument structures that are 
not required to be tree-based. Architectures like Recurrent 
Neural Networks, Convoluted Neural Networks, Long Short-
Term Memory, and Attention-based mechanisms have allowed 
us to leverage contextual information in making informed 
machine decisions. Most recently, transformer-based 
architectures have given state-of-the-art performance in various 
Natural Language Processing (NLP) related tasks. It uses 
attention to boost the speed of tasks. We attempt to use the same 
in argument mining. 

The recent trend in NLP is leveraging Transfer Learning on 
huge pre-trained models for better performance. Transfer 
Learning is a technique that was instrumental in the 
advancements in the domain of computer vision. It was 
popularized in NLP in 2018 when Google released the 
transformer model. Since then, transfer learning in natural 
language processing has aided in solving several tasks with 
state-of-the-art performance.  

We use the Cornell eRulemaking Corpus: Consumer Debt 
Collection Practices (CDCP) [16], a collection of argument 
annotations on comments from an eRule-making discussion 
forum, where the argumentative structures do not necessarily 
form trees. We use a language representation model called 
Bidirectional Encoder Representations from Transformers 
(BERT). We also use the transformer encoder layer and 
generate embeddings from the encodings that capture the 
hierarchical relations between argument components. 

RELATED WORK 

A. Argument Mining 

Argument mining has been a problem that has attracted a lot 
of research interest. Moens et al. [1] attempted to identify 
features like n-grams, keywords, parts of speech, etc., to 
classify argumentative text in a collection of legal texts. Levy 
et al. [2] proposed a three-step approach for context-dependent 
claim detection. In [3], the authors presented an end-to-end 
approach to model the arguments and their relations in corpora. 
In this work, the authors proposed a pipeline of three steps: 
Argument detection, Argument proposition classification, and 
Detection of the argumentation structure. They utilized manual 
Context Free Grammar rules to predict a tree like relation 
structure between the arguments. 

Stab and Gurevych [4] defined three major subroutines for 
effective argument mining: 

1. Component Identification: Separation of argumentative 
spans of text from non-argumentative text for a given 
corpus. 

2. Component Classification: Identification of the various 
types of argument components. 

3. Argument Relation Prediction: Linking of the different parts 
of arguments and identification of logical dependencies. 

mailto:pranjaloct22@gmail.com
mailto:pranjaloct22@gmail.com
mailto:anurag@dtu.ac.in
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The preliminary work in Argument Mining revolved around 
modeling the argument structures as trees [4, 5, 6]. These works 
allowed using maximum spanning tree-like parsing methods for 
dependency mining, enhancing the computation speed and ease. 
But, this failed to consider the more complex and divergent 
graph structures that could be found in the discourse, available 
on resources like online forums and discussion threads. Niculae 
et al. [7] proposed the first non-tree argument mining approach 
with a factor graph model utilizing structured Support Vector 
Machines (SVMs) and Bidirectional Long Short Term Memory 
(LSTM). Galassi et al. [8] explored the LSTMs and residual 
network connections to focus on link prediction between 
argument components. Morio et al. [9] proposed another 
approach that utilized Task-Specific Parameterization (TSP) to 
encode the sequences of propositions and a Proposition-Level 
Biaffine Attention (PLBA) to predict non-tree arguments with 
boosted edge prediction performance. 

B. BERT 

Vaswani et al. [10] first proposed the transformer 
architecture, with its self-attention mechanism, to counter the 
memory and processing cost of Recurrent Neural Networks 
(RNNs). Both of these architectures deal with sequential data to 
model global dependencies. Transformers can be trained in a 
highly parallelizable mode compared to the innate sequential 
nature of RNNs. 

Devlin et al. [11] introduced Bidirectional Encoder 
Representations from Transformers (BERT) in a breakthrough 
paper. This model uses pre-train deep bidirectional 
representations from the unlabeled text. The pre-trained model 
is fine-tuned with one additional layer to create cutting-edge 
models for a diverse range of problems.  

Reimers et al. [12] utilized BERT and  ELMo (Peters et al. 
[13]) in an open-domain argument search to classify and cluster 
topic-dependent arguments, with excellent results on the UKP 
Sentential Argument Mining Corpus and the IBM Debater - 
Evidence Sentences dataset. Chakrabarty et al. [14] developed 
a novel approach of two fine-tuning steps on BERT, the first on 
a distant-labeled dataset and then on the labeled persuasive 
forum dataset. Their approach obtained significant 
improvements in comparison to other state-of-the-art 
techniques. Ting Chen [15] proposed an approach based on 
BERT and Proposition-Level Biaffine Attention (PLBA) that 
achieved good results. 

PREREQUISITES 
A. Problem Formulation 

Our inputs will be the annotated text of a user remark, with each 
annotation indicating an argument. Each component of the 
argument corresponds to a specific span specified in the 
annotated text. Thus, the outputs of our model will include the 
argument proposition type associated with each span and the 
outgoing edges connecting the span to other components of the 
argument. Fig. 1 depicts this modeling of the problem. 

B. Embeddings 

The high-dimensional vectors can be translated into the 
relatively low-dimensional space known as Embeddings. Thus, 
it becomes easier to apply the models on the embeddings. In 

embeddings, the semantically similar inputs are placed together 
to capture the semantics of the input. Embeddings can be 
learned and reused across the models. The major inspiration 
comes from word embeddings used extensively in NLP tasks. 
These embeddings have been shown to capture semantic 
information about words and model relationships easily. We 
have an embedding vector and Context vector that we use to 
depict the elements and learn the underlying feature 
representations in our space. 

Fig. 1. Problem Formulation 

Fig. 2. Embeddings 

 

C. Transformer 

The transformer architecture and its self-attention 
mechanism were originally proposed in response to the growing 
computational and memory requirements of state-of-the-art 
Recurrent Neural Networks (RNN). By using just multi-head 
self-attention, transformers allow for significantly more parallel 
training, as opposed to the inherent sequential nature of RNN. 

In our approach, we use BERT to get a sentence level 
embeddings for our argument components. We use these to 
create a sentence level representation that helps with 
classification as argument component type as well as 
downstream task of edge detection. Then, we use these 
encodings to create further encodings that capture context of the 
sentence in the argument. We use a Transformer Encoder Layer 
in the architecture to do so. The transformer has the following 
architecture as depicted in Fig. 4. The left layer is the encoding 
layer and the right layer is the decoding layer. We use the 
encoding layer in our approach. 



2022 4th International Conference on Advances in Computing, Communication Control and Networking (ICAC3N) 

ISBN: 978-X-XXXX-XXXX-X/22/$31.00 ©2022 IEEE             3 

 

Fig. 3. Attention to context 

Fig. 4. Transformer 

D. BERT 

In our approach to argument mining, we look rely on power of 

the contextual word embeddings derived from BERT. In our 

case we tested the ‘bert-base-uncased’ model from the 

Huggingface transformers library. BERT is essentially made up 

of 12 transformer encoder layers stacked on top of each other. 

The primary advantage of using a Transformer-based model 

with attention over a traditional RNN is that the attention 

mechanism enables the model to simultaneously see all of the 

words and choose which ones are most important for the given 

task, whereas RNN typically see words sequentially. This 

allows us to take advantage of computation parallelism, 

allowing for a model that is more efficient. BERT is pre-trained 

on a English corpus containing 3.3 billion words and utilising 

Masked Language Modelling (MLM) and Next Sentence 

Prediction (NSP) tasks. 

 

1. Masked Language Modelling (MLM) – This model 

predicts a masked word in the sentence. About 15% of the 

words in a given input sentence are randomly masked for this 

task. 

2. Next Sentence Prediction (NSP) - This model predicts 

whether two randomly chosen masked sentences naturally 

follow each other. These tasks have the unique ability to look 

at all the words in the sentence at once. 

 

Fig. 5. BERT Architecture 

 

PROPOSED APPROACH 

 
The proposed approach is divided into two phases: 

Phase I: Classification of argument components 

Phase II: Edge detection on encodings 

 

I. Classification of Argument Components 

In this phase, the argument spans are classified into types of 
argument components using BERT. The pre-trained BERT 
model is fine-tuned on the CDCP corpus using a supervised 
learning goal. Then, transfer learning is applied to the resultant 
pre-trained BERT model. 

Since BERT produces a collection of embeddings, the 
classifier uses the first element of these embeddings, the special 
token [CLS] used to pool sentence-level semantic features. 
When applying BERT to a classification task, we always use 
the final embedding for the [CLS] token as the input to our 
classifier and ignore the individual token embeddings. We use 
the [CLS] token not just for classification but also for producing 
sentence-level embeddings by pooling the [CLS] output of the 
hidden layers for the next task of edge detection. 
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Fig. 6. Classification 

II. Edge Detection on Encodings 

We take a weighted average of the last n layers of the hidden 

layer outputs to make the embeddings. This is given as: 

 

𝑒𝑖 = ∑𝑤𝑗

𝑛

𝑗=1

∗ 𝐸𝑗 

 

where ei is the sentence encoding for ith sentence, wj the weight 

for the jth layer and Ej = [Emb1 ... Embn] is the embedding of 

layer j of hidden outputs. 

       We pass these embeddings through a transformer encoder 

layer that allows a context based embedding for sentences based 

on the surrounding argument components. These embeddings zi 

are then projected to a lower dimensional space through two 

different projection matrices, C and P for projection into 

Conclusion and Projection spaces. 

 

𝐶𝑜𝑛𝑐𝑙𝑢𝑠𝑖𝑜𝑛_𝑒𝑚𝑏𝑖 = 𝐶 ⋅ 𝑒_𝑡𝑟𝑎𝑛𝑠𝑓𝑜𝑟𝑚𝑒𝑟𝑖 
𝑃𝑟𝑒𝑚𝑖𝑠𝑒_𝑒𝑚𝑏𝑖 = 𝑃 ⋅ 𝑒_𝑡𝑟𝑎𝑛𝑠𝑓𝑜𝑟𝑚𝑒𝑟𝑖  

 
We model the following relation in the model after normalizing 
the projections. 

𝐶𝑜𝑛𝑐𝑙𝑢𝑠𝑖𝑜𝑛_𝑒𝑚𝑏𝑖 ⋅ 𝑃𝑟𝑒𝑚𝑖𝑠𝑒_𝑒𝑚𝑏𝑗 = {
1, 𝑖𝑓𝑗 ⇒ 𝑖
0, 𝑖𝑓𝑗 ⇏ 𝑖

 

where j ⇒ i signifies that sentence i is the conclusion and   
sentence j is the premise. 

Fig. 7. Edge Detection 

EXPERIMENTATION AND RESULTS 

I. Dataset Used 

For this work, we use the Cornell eRulemaking Corpus (CDCP) 

proposed by Park and Cardie [16], which models argument 

relations as links in a directed graph. It comprises about 731 

user comments from an online eRulemaking forum. It has over 

4500 propositions, with about 88,000 words. The propositions 

in the corpus are of five types: 

 

i) Value (45%): Values are propositions that contain 

value judgments without specific claims or 

suggestions. 

ii) Policy (17%): Policy is a proposition that directs a 

specific direction of action. 

iii) Reference (1%): Reference is citing some source to 

support a position.  

iv) Fact (16%): Fact is an assertion that can be verified 

with objective evidence. 

v) Testimony (21%): Testimony is an objective 

proposition stemming from the author’s experiential 

knowledge. 

 

Predicting the argument structure reduces to imbalanced link 

prediction on the dataset, with about 3% of pairs being linked. 

TABLE I.  CDCP CLASSIFICATION STATISTICS 

Type # in Training Set #  in Test Set 

Propositions 3698 1233 

VALUE 1633 544 

POLICY 611 204 

REFERENCE 24 8 
FACT 592 197 

TESTIMONY 838 280 

 

II. Experimental Setup 

The dataset is divided into 75% and 25% as training and testing 

sets, respectively. Table 1 depicts the relevant split for our 
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application. We trained the BERT model for type classification 

on spans of argumentative propositions. As is the norm with 

transfer learning, the pre-trained model has trained for task-

specific optimization over three epochs using the Adam 

optimizer with weight decay [17] with an initial learning rate of 

5 × 10−3. 

For edge detection, the last 𝑛 = 4 layers from the BERT 

classification model are considered for weighted accumulation. 

The weights were sampled from an arithmetic progression for 

best results. It passes through a transformer encoder layer of 

dimension 768 × 768 which corresponds to the output 

dimensions of BERT, followed by projection into a 100-feature 

embedding space for Premise and Conclusion embeddings, 

respectively. We train the link prediction model for 100 epochs 

with AdamW optimizer with 0.4 dropout probability and early 

stopping for regularization. 

 

III. Results Analysis 

We evaluate the F1 score for classification and link prediction 

for convenient comparative analysis. F1 score is the harmonic 

mean of Precision and Recall and is a suitable metric 

considering the imbalanced nature of precisely the link-

prediction task. The results are shown in Table II. The results 

depict that the proposed approach outperforms all the 

benchmarks except the approach that utilized Task-Specific 

Parameterization and Proposition-Level Bi-Affine Attention 

(TSP+PLBA) [9]. The proposed approach gives a comparable 

performance with [9]. 

TABLE II.  RESULTS 

Model Edge 

Prediction 
Type 

Prediction Average 

Deep Basic: PG [8] 0.22  0.63  0.43 

Deep Residual : LG [8] 0.29 0.65 0.47 

RNN : Basic [7] 0.14 0.73 0.44 

SVM : Strict [7] 0.27 0.73 0.50 

TSP+PLBA [9] 0.34 0.79 0.56 

BERT+MLP/PLBA [15] 0.15 0.86 0.51 

Ours Approach 0.25 0.81 0.52 

CONCLUSION 

This paper presented an attention-based approach to model 

causational hierarchies in typical argument structures in online 

discourse. The proposed approach uses BERT to get a 

collection of embeddings, which are then passed through a 

transformer encoder layer to discover edges between them. The 

experimental results show that the proposed approach 

outperforms most of the baselines and most contemporary 

approaches.  
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Abstract
The fusion of the internet of things (IoT) in the healthcare discipline has appreciably improved the medical
treatment and operations activities of patients. Using the Internet of Medical Things (IoMT) technology, a
doctor may treat more patients and save lives by employing real-time patient monitoring (RPM) and outlying
diagnostics. Despite the many advantages, cyber-attacks on linked healthcare equipment can jeopardize
privacy and even endanger the patient's health. However, it is a significant problem to offer high-safety
attributes that ensure the secrecy and accuracy of patient health data. Any modification to the data might
impact how the patients are treated, resulting in human fatalities under emergency circumstances. To
assure patients' data safety and privacy in the network, and to meet the enormous requirement for IoMT
devices with efficient healthcare services for the huge population, a secured robust model is necessary.
Artificial Intelligence (AI) based approaches like Machine Learning (ML), and Deep Learning (DL) have the
potential to be useful methodology for intrusion detection because of the high dynamicity and enormous
dimensionality of the data used in such systems. In this paper, three DL models have been proposed to build
an intrusion detection system (IDS) for IoMT network. With a 100% accuracy rate, our proposed AI models
exceed the current existing methodology in detecting network intrusions by utilizing the patient’s biometric
data features with network traffic flow. Furthermore, a thorough examination of employing several ML and
DL approaches has been discussed for detecting intrusion in the IoMT network.

1. Introduction
The latest advancement and innovations in developing IoT systems have revolutionized the industry as
internet-connected devices are increasing rapidly. According to Gartner, by 2025, there will be 27 billion IoT
devices, which will be twice as many as the number of internet-connected intelligent devices today [1]. It
revolutionized the healthcare industry by integrating intelligence accomplishment into medical devices.
Nowadays, Healthcare monitoring systems have been designed using IoT as they have low-cost sensors
and consume low power. In recent years, these sensors have been used to expedite the patient’s remote
monitoring. It also lessens the requirement for doctors being physically presented every time. The fusion of
IoT into medical devices is known as the Internet of Medical Things (IoMT). Nearly 30% of the IoT devices
market has been covered by IoMT [2]. The modern development and trends in the field of wireless
communication and IoT have widely supported an immense range of healthcare applications like patients’
health monitoring, early detection and diagnosis of various diseases, remote healthcare services, and
healthcare emergencies. Adapting practical and secure techniques for life-threatening (critical) emergency
cases can lessen the dependency and need on caregivers and cheapen medical service costs. The
development of intelligent decisiveness systems can facilitate early cures and possibly saves people’s life.
Wearable devices are employed to examine the patient health of the community continuously. So, the
caregivers can impart communication regarding monitoring and diagnosis services to the people belonging
to smart societies. It may create a severe problem if these systems are affected by any security threats
because this gives rise to a contravention of patients’ health data, and medical and privacy issues, which
may also result in the death of those patients in extreme cases [3]. According to the Cynerio report, most of
the IoT-connected healthcare equipment may clasp critical susceptibility [4]. The unexpected disclosure of
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these gadgets in public may give rise to uncertainty risks and aid the attackers in accessing the patient’s
records. The adversaries may also use the known susceptibility and Advanced Persistent Threats (APT) to
deal with the victim device. This might endanger people's lives. Therefore, security must contemplate as a
top concern in an IoMT-based healthcare monitoring system. Using different methodologies and techniques,
the detection and prevention of attacks can be implemented. Other attacks, namely Denial of Services
(DoS), malicious network traffic injection, and the Man in the Middle (MITM), are accomplished to
compromise and attack the IoMT networks. Various techniques like Intrusion Detection Systems (IDS),
vulnerability management, log monitoring, end device monitoring, prevention systems, and threat
intelligence are used for detection and mitigation purposes. Among these systems, IDS is a modern
technology used to recognize various network attacks and security issues in IoMT.

In IDS, signature-based rules, security policies, or network traffic anomalies are executed to recognize
security attacks in IoT-based networks. As the attackers uses modern hacking methods and updated
attacking strategies, these traditional policies were inadequate to secure the system. For example, the
attacker can easily evade security policies by performing network reconnaissance, and configuring firewalls
and routers by reverse engineering the network devices. Researchers are investigating ML, and DL
approaches as they gained a vital place in offering solutions for developing efficacious attack detection
systems. Exposure to processing and computing capabilities permits researchers to use ML and DL
approaches as they give better results in precisely forecasting attack events.

1.1 Motivation
Mainly, the research was carried out on traditional network-based datasets containing network flow traffic
samples only. In [5], an intelligent IDS framework has been developed using ML, and DL techniques for
identifying cyber-attacks in traditional networks. However, these approaches are inappropriate in the IoMT
as, in today’s scenario, different IoT-enabled health sensors are linked to the internet. Even for evaluating
attack detection, the traditional network datasets are unsatisfactory in IoMT. To recognize IoMT attacks in
intelligent healthcare applications, most research emphasizes evaluating the network traffic [6–7]. In
healthcare applications, patient biometric data is essential to understand their health conditions better.
There is a connection between unexpected falls in the attack impacting the network and patients sensing
information which affects the availability, confidentiality, and integrity of healthcare records. Therefore, in
this paper, dataset [8] containing both patient biometrics and network traffic samples has been considered
to forecast the attack incident and evaluate the two diverse data types when the attack incident takes place.
The security violation in the network or IoMT devices may cause intervention in obstructed communication,
loss of information related to patient’s health, and disease diagnosis. As the attackers are so expert and
skilled, the security risks to IoMT devices are increasing daily. As far as our knowledge, we contemplate this
research as the first effort to use DL-based embedding approach to recognize intrusion in the IoMT
environment that has bypassed the current state of the art performance. The major contribution of this work
is explained as follows:

Demonstrated various preprocessing and feature engineering techniques that includes dropping
irrelevant columns with the help of a covariance matrix as these features may not have a significant
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effect on the detecting process; To provide enough data availability for both the normal and attack
samples, the input dataset is balanced using data augmentation approach; Categorized the dataset
features into categorical and continuous columns, and then applied StandardScalar along with Power
transformer for continuous columns, and ordinal encoders for categorical columns.

Proposed three deep learning models such as LinSVM (Linear_Support Vector Machine), ConvSVM
(Convolutional_ Support Vector Machine), and CatEmbedding (Categorical Embedding) models to
identify IoMT attacks using a dataset that includes network traffic flow data and biometric features of
patients.

Analyzed the intrusion detection performance of divers ML and DL methods exhaustively to enhance
the IoMT IDS's ability to identify attacks in the network.

The proposed models have been contrasted with the existing techniques explored on the same dataset
with an accuracy of 100%.

The rest of the paper is systematically categorized as follows: Section 2 highlights the literature review,
which covers the capability of ML and DL models on different network flow dataset; Section 3 elucidates
about the dataset background; Section 4 explains the architecture and workflow of the proposed
methodology for intrusions detection in the IoMT ecosystem; Section 5 illustrates about the experimental
work and in-depth performance evaluation of proposed models with the existing work followed by the
conclusion in Section 6.

2. Literature Review
Many researchers have proposed several methods for designing smart health monitoring systems. Fotouhi
et al. [3] developed a healthcare monitoring framework comprising three integrants, i.e., a gateway, an
Access Points (APS), and a coordinator. The coordinator is defined as the node that is attached to the body
of the patients for gathering information related to patient’s health using sensors. In the room’s walls, static
nodes, also called access points, are located by the sensors that use communication protocols (like
6LoWPAN, BLE, or ZigBee). The information gathered by the APs gets forwarded to the gateway. Then using
the internet, this information gets transferred to the cloud server. Without proper testing and explanation,
some techniques have been proposed in this system for securing the data. Clifton et al. [9] explained the ML
technique’s role in health monitoring systems. These techniques have been used for controlling and
managing false alerts while revealing serious health issues. The data used in their experiment is a
combination of the patient’s clinical observations to provide quick alerts in an envisaged emergency. This
work has been conducted at Oxford University Hospital.

Rani et al. [10] introduced a cloud-based healthcare platform that uses an SVM (Support Vector Machine)
approach to forecast patients’ situations and envisioned diseases. No unauthorized users are permitted in
the system. Blockchain-based healthcare system framework has been designed by Chakraborty et al. [11],
which is helpful in overcoming the problems associated with the traditional healthcare system related to the
security issues of the records created during the treatment of the patient. The framework has been set up for
supervising the treatment process all over the time from beginning to end.



Page 5/43

Alabdulatif et al. [12] developed a cloud-based smart prediction framework. This system was based on Fully
Homomorphic Encryption (FHE) approach. This system comprises three blocks, i.e., the smart community
resident, cloud storage, and smart prediction model. In the first block, the data is gathered and dispatched to
the cloud storage repository system. The encrypted data gets amassed in the second block. The third block
has been used to detect anomalous changes like attacks without decrypting data. A secured anticipating
approach based on Holt’s linear trend method has been developed that is used to predict anomalous
changes in the vital sign of patients, which helps to detect different chronic diseases. The author also
introduced a novel parallel technique of Holt’s method for improving the effectiveness of the FHE model.
Tao et al. [13] introduced a SecureData scheme that delivers both privacy and security to the patient’s
private records. FPGA (Field Programmable Gate Array) platform is used for the optimization of the KATAN
secret algorithm, which is implemented for secure communication.

A security system has been suggested by Zhang et al. [14] that applied RF (Random Forest) technique to
detect anomaly traffic on KDD 1999 dataset. With a 1% false positive rate, this technique achieves 95%
accuracy as an anomaly detector. This dataset is employed to test anomaly detection algorithms. It is a
generic Knowledge discovery and data mining dataset. Since 1999, this dataset has been used in many
competitions. Rao et al. [15] employed the Indexed Partial Distance Search k-Nearest Neighbor (IPDS-KNN)
technique that is employed to assess a diverse variety of attacks. It achieved 99.6% of accuracy
performance. Shapoorifard et al. [16] use the k-Nearest Neighbor (KNN) technique, which achieves 85.2% of
accuracy. The author mainly emphasizes on decreasing the False Alarm Rate (FAR). To forecast various
attack simulations in Deep Brain Stimulators (DBSs), Rathore et al. [17] developed a DL algorithm that
efficiently identifies the pattern of attacks and alerts a patient regarding that.

To overcome the attack detection problem in IoMT, Yaacoub et al. [18] discussed different types of ML-
based privacy and security solutions. But, according to the author, there is still a need to introduce an
effective IDS system to detect attacks. To analyze attacks in the smart hospital, an ensemble classifier IDS
has been developed by T. Saba [19]. The Decision Tree (DT) technique attained 93.2% of accuracy
performance in categorizing the cyber-attacks in the KDDcup-99 dataset. This dataset was created in the
traditional network without adding IoT device traffic. Kumar et al. [20] performed the experiment in three
stages. In the first stage, the author introduced an ensemble of the RF, naïve Bayes (NB), and DT. In the
second stage, to categorize both regular and attack network records, XGBoost was applied. In the third
stage, to categorize the attacks in the IoMT environment, the developed model was then applied to the ToN-
IoT dataset, which attained 96.35% of the accuracy. The industrial IoT network setup has been used to
create this dataset using Modbus weather sensors. In the IoMT environment, these sensors are not
commonly employed. Therefore, the data presented above could not be appropriate for identifying network
attacks.

Radoglou et al. [21] developed an Intrusion detection and prevention system (IDPS) for the identification and
prevention of various cyberattacks against communication protocols like Modbus/TCP and HTTP, which are
broadly used by e-healthcare services. EHR uses HTTP, whereas IoMT uses Modbus/TCP protocol. The
proposed IDPS can retrain ML techniques and test itself using an active learning approach. The CIC-
IDS2017 dataset was employed in this experiment to analyze the functioning of ML techniques on the
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HTTP network dataset. DT classifier achieved an accuracy of 96.44% in categorizing network attacks. In
comparison, RF attained 94.45% of the accuracy on the Modbus dataset.

Zachos et al. [22] introduced a systematic and potent Anomaly-based IDS (AIDS) for the IoMT environment.
To devise a unique feature set, the three features, i.e., gateways, IoT device features, and network traffic
features, were combined together. To enhance the functionality of attack detection, various ML techniques
have been applied to identify deviations in the gathered malicious and data events in the network. For
evaluation in IoT devices, memory consumption level attributes, and CPU were taken into consideration. The
TON_IoT Telemetry dataset has been used in this experiment. According to the result reported by the author,
KNN, RF, and DT are the most appropriate ML technique that is employed for the central detection integrant
of the introduced system.

A mobile agent-based IDS has been introduced by Thamilarasu et al. [23] to identify both network and
device-based attacks in the IoMT environment. The simulation-generated datasets were tested using ML
and regression techniques. Using the DT technique in the evaluation process, the device and network-level
intrusion detection achieve an accuracy of 97.93% and 99.8%, respectively.

Binbusayyis et al. [24] inspected and showed a detailed comparison of different techniques like KNN, SVM,
ANN (Artificial Neural Network), NB, and DT. The Bot-IoT dataset was used in the experiment to compare the
working performance of ML methods. This dataset comprises various attack categories like Denial of
service (DoS), theft attacks, and Distributed Denial of Service (DDoS) attacks. Spoofing attacks and MITM
attacks are IoMT attacks that are not covered in this dataset. On the tested dataset, DT attained an
accuracy of 100%, and other ML techniques like SVM, NB, and KNN achieved an accuracy of 99%.

As per the study, ML techniques are used to identify attacks in IoMT. But most of the datasets were created
without considering the IoMT environment and attacks. The result presented by the authors in their research
were outstanding, as in many contributions, the ML techniques achieved an accuracy of 95%. For the IoMT
study, many input features like IoT device memory, network traffic, CPU features, or metric features were
considered. But features like patient biometric data were not used or mentioned by any researchers in their
work to identify cyber-attacks in the IoMT. To classify or identify the attack in the IoMT ecosystem, many
researchers explored DL techniques.

For feature selection, Saheed et al. [25] used Particle swarm optimization (PSO) and applied ML/DL-based
techniques to identify cyber-attacks in the network. Researchers used the NSL-KDD dataset to analyze the
functionality of the suggest technique. The introduced model attained 99.76% of the accuracy performance.
This dataset was not created by keeping the IoT environment in mind and should not be used to assess
attack identification in IoMT.

Awotunde et al. [26] developed a swarm neural network (SNN)-based method that detects intruders while
transmitting the data and permits accurate and efficient assessment of medical data at the network edge.
For the experiment, the author used NF-ToN-IoT dataset, which is the amalgamation of network data,
operating systems, and telemetry. The author used a deep autoencoder (DAE) to decrease the dimensions of
features. To recognize the network attacks, the author used a deep feed-forward neural network (DFFNN) in
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the IoT environment. The DAE-DFFNN model achieved an accuracy of 89%, which is superior to ML
techniques such as DT and SVM claimed by the researcher.

For identifying malware in the IoMT ecosystem, Khan et al. [27] introduced SDN (Software Defined Network)
enabled CNN (Convolutional Neural Network) and LSTM (Long short-term memory) hybrid DL model, which
attained an accuracy of 99%. Howbeit, this framework was not used as IDS to determine network attacks in
IoMT ecosystem. Nandy et al. [28] developed intelligent agent-based SNN for detecting intruders in IoMT.
The experiment was conducted using the proposed approach on the ToN-IoT dataset, which attained 99.5%
of the accuracy. To identify the network attack in the IoT environment, Manimurugan et al. [29] introduced a
DL-based deep belief network (DBN) algorithm that achieved an accuracy of 96%. The experiment was
conducted using the proposed model on the CICIDS dataset. This dataset generation did not concentrate on
IoMT network attacks.

The above study of DL approaches indicates that these techniques were not highly introduced to identify
IoMT network attacks. Most of the authors only explored the network traffic dataset in their experimental
work to identify the attacks in the network, as discussed in Table 1. None of the aforementioned works
contemplate the combined features of patients biometric with the network flow data.
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Table 1
ML and DL Methods to identify an attack in the network.

Year Authors Methodology Dataset Description Accuracy Limitations

2008 Zhang et al.
[14]

RF technique KDD 1999
dataset

In this paper,
the proposed
security
framework was
used to detect
anomaly traffic
on KDD 1999
dataset.

95% This dataset
was
developed on
a
conventional
network
without
adding IoT
device traffic.
The dataset
is not taken
into account
when looking
for IoMT
network
attacks.

2017 Rao et al. [15] IPDS-KNN NSL-KDD
Dataset

The proposed
technique was
used to test
diverse types of
attacks in the
network.

99.6% The dataset
is relevant for
Network
traffic data
only, and not
applicable for
IoMT.

2017 Shapoorifard
et al. [16]

KNN NSL-KDD
Dataset

The introduced
approach
enhanced the
working
performance of
the IDS and
mainly
emphasized on
decreasing the
FAR.

85.2% The
suggested
approach
achieves low
accuracy.
The dataset
is relevant for
Network
traffic data
only, and not
applicable for
IoMT.

2018 Su et al. [30] Lightweight
CNN

IoTPOT The proposed
methodology
was employed
to recognize
DDoS cyber-
attacks in IoT
networks.

94% This dataset
is a
combination
of IoT
threats. This
dataset does
not use to
identify
attacks in the
IoMT
environment.
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Year Authors Methodology Dataset Description Accuracy Limitations

2018 Nguyen et al.
[31]

CNN
classifier

IoT Botnet The author
introduced the
model that
combines the
CNN classifier
and PSI graph
for Linux IoT
botnet
identifications
in this paper.

92% This dataset
contained
flow-based
features and
was only
used for
malware
identification
in IoT
networks.

2019 Rathore et al.
[17]

Recurrent
Neural
Network
(RNN)

Dataset
obtained
from

Physionet

To forecast
various attack
simulations in
Deep brain
stimulators
(DBSs), the
author
introduced a
DL model that
efficiently
identifies the
pattern of
attacks and
alerts a patient
regarding that.

Different
low Loss
Value

There was no
discussion of
accuracy in
the paper,
and the
simulated
attacks were
not actual.

2020 T. Saba [19] Ensemble
classifier

KDDcup-99 In this paper, an
ensemble
classifier IDS
was introduced

to analyze
attacks in the
smart hospital.

93.2% This dataset
was created
in the
traditional
network
without
adding IoT
device traffic;
The dataset
is not
considered
for
identifying
attacks in the
IoMT
network.

2020 Manimurugan
et al. [29]

DL-based
DBN
algorithm

CICIDS
dataset

The author
introduced a
DL-based DBN
approach to
recognize the
network attack
in the IoT
environment.

96% The dataset
is relevant for
Network
traffic data
only and not
applicable to
IoMT.
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Year Authors Methodology Dataset Description Accuracy Limitations

2020 Hussain et al.
[32]

LR (Logistic
Regression),
KNN, NB, RF

CICIDS2017,
IoT-23, CTU-
13

Presented the
idea of a
Universal
feature set.
Different ML
models were
considered for
classifying the
attacks.

89% Low
accuracy; No
Hyper-
parameter
tuning was
carried out
during the
experimental
process;
Techniques
took high
prediction
time; For
Universal
Classification
Process, the
dataset
needed to be
combined.

2020 Farhan et al.
[33]

DNN (Deep
Neural
Network)

CSE-CIC-IDS
2018

To classify the
attack in the
network, the
author
proposed the
DNN model.

90% The proposed
method
achieved low
precision and
recall values,
i.e., 0.65 &
0.59,
respectively;
No other
techniques
were
considered
for
classifying
the attack;
The dataset
is not
considered
for
identifying
attacks in the
IoMT
network.
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Year Authors Methodology Dataset Description Accuracy Limitations

2020 Sarhan et al.
[34]

Extra Tree
Classifier

UNSW-BN
15, ToN-IoT,
CSE-CIC-
IDS2018,
BoT-IoT,

In this paper,
four datasets
were
considered to
show NetFlow
features. Using
the n Probe
Tool, the
datasets were
generalized
into universal
feature
datasets. The
proposed
approach
achieved a
weighted
average of
70.81%, a
Prediction Time
of 14.67 µs,
and an F1-
Score of 0.79.

70.81% Prediction
time is high;
For
classification,
no other
techniques
have been
used; High
FAR rate.

2021 Kumar et al.
[20]

Ensemble
Classifier like
RF, NB, and
DT

ToN-IoT
dataset

The suggested
models were
applied to
categorize the
attacks in the
IoMT
environment.

96.35% Modbus
weather
sensors are
employed to
create a
dataset that
is generally
not used for
the IoMT
environment.
It contains
only network
traffic data.
Therefore, the
dataset could
not be
appropriate
for
identifying
network
attacks in
IoMT; The
false
Acceptance
Rate (FAR) is
high.
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Year Authors Methodology Dataset Description Accuracy Limitations

2021 Radoglou et
al. [21]

Intrusion
Detection
and
Prevention
System
(IDPS), DT,
RF

CIC-
IDS2017
dataset

The IDPS has
been proposed
to identify and
prevent various
cyberattacks
against
communication
protocols like
Modbus/TCP
and HTTP,
which are
broadly used
by e-healthcare
services.

96.44% CIC-IDS2017
is the HTTP
network
dataset that
bothered with
network
traffic
aspects. This
dataset is not
appropriate
for
identifying
attacks in the
IoMT
network.

2021 Saheed et al.
[25]

PSO-RF NSL-KDD
dataset

The author
used PSO and
ML/DL-based
techniques to
identify
malicious
attacks in the
network.

99.76% The dataset
is relevant for
Network
traffic data
only and not
applicable to
IoMT.

2021 Awotunde et
al. [26]

DAE-DFFNN NF-ToN-IoT
dataset

The author
presented an
SNN-based
method that
detects
intruders while
transmitting
the data and
permits
accurate and
efficient
assessment of
medical data at
the network
edge.

89% The proposed
model
achieves low
accuracy.

2021 Khan et al.
[27]

SDN enabled
LSTM and
CNN hybrid
DL model

----- The author
proposed SDN
enabled hybrid
DL model to
detect
malicious
attacks in the
network.

99% This work
only explored
the
identification
of Malware
attacks.

2021 Nandy et al.
[28]

Intelligent
agent-based
SNN

ToN-IoT
dataset

The author
proposed an
intelligent
agent-based
SNN for
detecting
intruders in
IoMT.

99.5% The dataset
is relevant for
Network
traffic data
only and not
applicable to
IoMT.
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Year Authors Methodology Dataset Description Accuracy Limitations

2022 Binbusayyis
et al. [24]

KNN, SVM,
ANN, NB,
and DT

Bot-IoT
dataset

This paper
showed a
detailed
comparison of
different
techniques like
KNN, SVM,
ANN, NB, and
DT for
identifying
attacks in the
network.

100% The dataset
is relevant for
Network
traffic data
only.

3. Dataset Description
In [8], the author developed a testbed using a health monitoring sensor board. It gathered the information
using various healthcare sensor devices affixed to the patient body. With the help of a USB port, the panels
get connected to the window-based system, which uses C++-based software for collecting the sensed data.
The testbed is the combination of components such as a sensor device that help in gathering information
related to patient health, SDN controller, and the network gateway for envisaging the network flow traffic.
The information generated using sensor and network traffic in the testbed gets utilized to identify the
attacks and anomalies in the data.

While generating the dataset, three attacks, i.e., spoofing attacks, MITM attacks, and data injection, were
considered. In the MITM attack, the intruder positioned himself as a router and received the message first.
After altering or spoofing the message, reroute that file to the server. This results in a contravention of data
integrity and confidentiality of the personal information in the network. In a spoofing attack, a program or a
person pretends to be someone else to gain the victim’s confidence so that the intruder can successfully
ingress the system, purloin information or money, and spread the virus. It results in a contravention of
patient data protection and confidentiality. In a data alteration attack, the intruder manipulates or alters the
information received at the intruder system from the gateway. The alteration could be made at random or in
accordance with a rule. Then the data is forwarded to the server. The modification made by the intruder in
the data causes a severe problem for the patient’s health as, depending on the alteration message, false
diagnostics will be given to the individual.

The ARGUS Tool [35] creates this combined dataset of network traffic flow, and bio-metric data features of
patients. To attain the network traffic flow data, their traffic flow metrics and associated records were
collected, along with the biometrics features contain diastolic blood pressure, temperature, respiration rate,
systolic blood pressure, pulse rate, ECG ST segment information, heart rate, and peripheral oxygen
saturation data. Table 2 shows different features of the dataset. All-inclusive, the dataset includes 44
features, out of which 35 features belong to the network traffic flow category. The output of the dataset is
categorized as regular traffic or attack traffic data. “0” represents the normal traffic, whilst “1” illustrates
attack traffic data.
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Table 2
Description of ML Features in the dataset

Metric Type Features Description Metric
Datatypes

Flgs Flow
Metric

Flags in the network Int

SIntPkt Flow
Metric

Source inter-packet count Float

DIntPkt Flow
Metric

Destination inter-packet count Float

SrcBytes Flow
Metric

Source bytes Float

DstBytes Flow
Metric

Destination bytes Float

SrcLoad Flow
Metric

Source load Float

DstLoad Flow
Metric

Destination load Float

SreGap Flow
Metric

Source missing bytes Float

DstGap Flow
Metric

Destination missing bytes Float

sMinPktSz Flow
Metric

Minimum packet size of traffic sent from the source Float

dMinPktSz Flow
Metric

Minimum packet size of traffic sent from the Destination Float

sMaxPktSz Flow
Metric

Maximum packet size of traffic sent from the source Float

dMaxPktSz Flow
Metric

Maximum packet size of traffic sent from the Destination Float

SIntPktAct Flow
Metric

Source active inter-packet arrival time Float

DIntPktAct Flow
Metric

Destination active inter-packet arrival time Float

SrcMac Flow
Metric

Source Mac Address Int

DtMac Flow
Metric

Destination Mac Address Int

Loss Flow
Metric

Dropped packets or Retransmitted Float
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Metric Type Features Description Metric
Datatypes

pLoss Flow
Metric

Percentage of dropped packets or retransmitted Float

SrcJitter Flow
Metric

Source jitter Float

DstJitter Flow
Metric

Destination jitter Float

Trans Flow
Metric

Cumulative packets count Float

Dur Flow
Metric

Total Duration Float

TotPkts Flow
Metric

Total number of packets count Float

TotBytes Flow
Metric

Total number of packets bytes Float

pSrcLoss Flow
Metric

Percentage of source dropped packets count or
retransmitted packets

Float

pDstLoss Flow
Metric

Percentage of destination dropped packets count or
retransmitted packets

Float

Rate Flow
Metric

Number of packets count per second Float

Load Flow
Metric

Load Float

Heart_Rate Biometric Heart rate Float

SpO2 Biometric Peripheral oxygen saturation Float

Temp Biometric Temperature Float

DIA Biometric Diastolic blood pressure Float

Resp_Rate Biometric Respiration rate Float

SYS Biometric Systolic blood pressure Float

Pulse_Rate Biometric Pulse rate Float

ST Biometric ECG ST segment Float

4. Proposed Methodology
The performance of attack identification utilizing patient biometrics and network flow dataset has been
improved in this paper by employing various methodologies to find attacks in the IoMT environment. Before
explaining our proposed procedure, we first outline the architecture of IoMT IDS, as shown in Fig. 1. This
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architecture maintains security performance and predicts attacks using ML and DL methods. The IoMT IDS
architecture combines IoT gateway, security operators, network traffic collector, IDS, patient sensor devices,
and ML or DL data processing techniques, which are used to monitor different types of attacks. The
patient’s device sensor comprises ECG devices, a pulse rate detector, a respiration rate tracking machine,
temperature sensors, a heart rate tracking machine, and many more. The information gathered using these
sensor devices gets transferred to the remote servers using IoT network protocols like Message Queuing
Telemetry Transport (MQTT) and Advanced Message Queuing Protocol (AMQP). Using wired or wireless
communication, the IoT gateways gathered the sensor’s information and transferred that information to
remote areas. To identify intrusion in the IoMT ecosystem, the proposed techniques comprise analytical
accomplishments and data processing. To reduce false positives and alerts the user regarding the attacker,
continuous analysis and monitoring are needed at the IDS level. The physical premises monitoring, and
remote monitoring of patients are the primary application of the IoMT environment, which helps to cure and
save patients’ health in the hospitals.

Figure 2 depicts the operational structure of the IDS framework to identify attacks using ML and DL
techniques in the IoMT ecosystem. Rather than analyzing network flow traffic and identifying intrusion in
the system, we used IoT sensing data that belongs to the patient’s specific IoMT ecosystem. This IoT-based
sensing data helps to detect patient biometrics anomalies and enhances the performance of attack
identification whenever the intruder tries to attack the IoMT environment. With the help of both events’
timestamps, i.e., patient biometric data events and network traffic events, the patient’s biometric and
network traffic data get combined. The final dataset presents a minority of features belonging to patient
biometric data and the majority of the network traffic features.

4.1 Data Preprocessing
Data processing is a preliminary step so that the ML or DL models would provide better results. In this paper,
popular techniques like standard scalar and simple imputer were used to preprocess the data. Standard
scalar is a well-known method used for data standardization and primarily a preprocessing procedure
performed before many ML or DL models to normalize the functional range of the input datasets. It is
employed to scale the value distribution in such a matter that the observed value’s mean is 0, and its
standard deviation is 1. Eq. (1) shows the feature scaling with StandardScaler [36]. A power transformer
[37], along with a StandardScaler, is utilized to scale the data in the numeric columns. Power transformers
are a family of monotonic and parametric transformations which convert skewed features into normal
distributions using logarithmic transform to create data that is more gaussian-like. It handles the modeling
problem related to non-constant variance or any other type of condition where normality is required.

1

XFeatureScaled =
XFeatureCurrentV alue − mean (XFeature)

StandardDeviation (XFeature)



Page 17/43

In Eq. (1), XFeatureScaled shows the scaled feature value after the successful execution of the scaling process;
Without any alterations, XFeatureCurrentValue displays the current feature value; XFeature represents all of the
dataset's feature columns; and the mean for each feature depicted by mean ().

4.2 Feature Engineering
It is an ML approach that uses data to develop new variables that aren’t considered in the training set. It
helps to modify datasets, including mutation, combination, addition, and deletion operations, in order to
upgrade the training of the ML models, and attain ameliorate accuracy and performance. Here, the Feature
selection approach has been applied to minimize the input variable by employing the pertinent features and
eliminating the noise from the data [38]. In this paper, we used a co-variation matrix heatmap. Some
columns were correlated with each other throughout the dataset, so there is no need to consider those
columns. Therefore, we are dropping four columns, namely Dir, SrcAddr, DstAddr, and DtMac, by taking
advice from the domain experts. After that, Ordinal Encoder [39] is used to encode the categorical columns,
i.e., Flgs and SrcMac. Each label is converted into an integer value through ordinal encoding, and the
encoded data shows the order of labels.

The dataset was portioned using distributions of 80% for the training dataset and 20% for the testing
dataset, respectively, to compute the working performance of the ML and DL models accurately. The K-Fold
cross-validation with ten folds has been used on the training dataset sample to demonstrate the range of
working performance between the folds. It may be challenging to identify the attacks using this model as
the dataset needed to be more balanced, with standard samples making up roughly 88% of the data. Hence,
to balance the dataset in the training phase, we employed oversampling method, i.e., SMOTE (Synthetic
Minority Oversampling Technique) [40]. The role of this technique is to balance the dataset by producing
new synthetic samples for the minority class. In the SMOTE class, the fit_resample method is used from the
imblearn library [41] that fits the SMOTE algorithm to the input data X and y, and returns the resampled
data. Here, X is a 2D array-like object representing the features of the input data, and y is a 1D array-like
object, representing the target or label of the input data.

The amount of resampled data depends on the parameters passed to the SMOTE object. By default, SMOTE
creates synthetic samples for the minority state class until the class distribution is balanced. Therefore,
there will be an equivalent number of data samples from the minority and majority classes. However, we
can specify the desired amount of oversampling by setting the sampling_strategy parameter. For example, if
sampling_strategy is set with a value of 0.5, then SMOTE will oversample the minority class by a factor of
0.5. Hence, there will be 50% more samples in the minority class than in the majority class. Table 3
represents the dataset before and after resampling.
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Table 3
Dataset before and after Resampling

IoMT Dataset Dataset before SMOTE Resampling Dataset after SMOTE Resampling

Normal
Sample

Value

Attack Sample
Value

Normal
Sample

Value

Attack Sample
Value

WUSTL-EHMS-
2020

14272 2046 14272 14277

4.3 ML Models & Hyperparameters Tuning
In this section, seven ML models have been explored to identify the attack in the IoMT environment.

4.3.1 SVM
SVM is a linear model used for addressing both classification and regression, which work well for the real-
world problem and has the capability to supervise linear and non-linear related issues. This technique made
a line or hyperplane that distinguished the data into classes [42]. The initial training and testing of the SVM
classifier using the dataset sample is explained in Algorithm 1. In order to ensure that  is
always met, the objective function must be reduced. The Eq. (2) represents the hyperplane function where w
represents Weights, b refers to bias.

2

yi(w.x + b) ≥ 1

H (x) = {
+1, ifw.x + b ≥ 1

−1, ifw.x + b ≤ 1
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Algorithm 1: SVM Classifier

1: Input: Training Features and Classes

2: Output: Hyper-tuned SVM Classifier

3: Begin

4. Preprocessing:

4.1 Performed feature engineering

i. Performed co-variance matrix to identify irrelevant attributes

ii. dropped irrelevant attributes from dataset

iii. applied SMOTE for resampling

iv. applied StandardScalar for continuous attributes

v. applied power transformer to scale the data in the numeric columns

vi. applied ordinal encoder for categorical attributes

5. Training:

i. Initialized SVM Classifier

ii. Set hyperparameter as gamma='auto'

iii. Fit the classifier with labeled classes, and scaled training features, and procure the classifier.

6. Testing:

i. Once all the features have been processed, predict the class of each testing feature.

ii. Use Performance Evaluation Metrics, namely Accuracy, Precision, Recall, and F1-Score, to compute the
classifier.

7: End

4.3.2 DT
DT is a supervised ML technique that constantly divides the data based on a given parameter. The two
entities may be used to explain the DT viz decision leaves and nodes. It is employed for addressing
regression and classification issues [43]. The main objective of this algorithm is to develop a model that
predicts the intent variable value by learning simple decision rules derived from the data attributes. The
initial training and testing of the DT classifier using the dataset sample is explained in Algorithm 2. In our
analysis, we set the maximum depth value to 8.
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Algorithm 2: DT Classifier

1: Input: Training Features and Classes

2: Output: Hyper-tuned DT Classifier

3: Begin

4. Preprocessing:

4.1 Performed feature engineering

i. Performed co-variance matrix to identify irrelevant attributes

ii. dropped irrelevant attributes from dataset

iii. applied SMOTE for resampling

iv. applied StandardScalar for continuous attributes

v. applied power transformer to scale the data in the numeric columns

vi. applied ordinal encoder for categorical attributes

5. Training:

i. Initialized DT Classifier

ii. Set hyperparameter as max_depth = 8

iii. Fit the classifier with labeled classes, and scaled training features, and procure the classifier.

6. Testing:

i. Once all the features have been processed, predict the class of each testing feature.

ii. Use Performance Evaluation Metrics, namely Accuracy, Precision, Recall, and F1-Score, to compute the
classifier.

7: End

4.3.3 LR
LR is a supervised ML approach that is utilized for addressing classification and prediction issues. It is
simple to elucidate and implement, and well organized to train the data. It takes less time to unknown
records classification [44]. It is used to forecast or compute the probability that the event occurs should be
binary target variables and provides the probabilistic values that range between 0 and 1. The initial training
and testing of the LR classifier using the dataset sample is explained in Algorithm 3. Eq. (3) represents the
LR model. In our analysis, we set the value of the random state and maximum iterations to 0 and 100,
respectively.

3

q =
e(b0 + b1*p)

(1 + e(b0 + b1*p)
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Where p is input values that are merged linearly using coefficient or weight values, b0 is the intercept or bias
value, b1 represents a single input term (p), and q is the predicted output.

Algorithm 3: LR Classifier

1: Input: Training Features and Classes

2: Output: Hyper-tuned LR Classifier

3: Begin

4. Preprocessing:

4.1 Performed feature engineering

i. Performed co-variance matrix to identify irrelevant attributes

ii. dropped irrelevant attributes from dataset

iii. applied SMOTE for resampling

iv. applied StandardScalar for continuous attributes

v. applied power transformer to scale the data in the numeric columns

vi. applied ordinal encoder for categorical attributes

5. Training:

i. Initialized LR Classifier

ii. Set hyperparameter as random_state = 0, max_iter = 100

iii. Fit the classifier with labeled classes, and scaled training features and procured the classifier.

6. Testing:

i. Once all the features have been processed, predict the class of each testing feature.

ii. Use Performance Evaluation Metrics, namely Accuracy, Precision, Recall, and F1-Score, to compute the
classifier.

7: End

4.3.4 KNN
It is a supervised ML approach that is utilized for addressing classification and regression issues. It aims to
forecast the proper class samples by measuring the distance amid all test data and training points. After
that, it picks the K-Points, i.e., nearest to the test data. This technique computes the probability of the test
data sample belonging to K training data classes and selects the class with the excessive probability [45]. In
our analysis, we choose two neighbours, set the leaf size to 100, and assign the average values from nearby
neighbours as the final projected values. The initial training and testing of the KNN classifier using the
dataset sample is explained in Algorithm 4. The closest neighbours are computed using the Euclidean
distance (E), as shown below in Eq. (4), where number of neighbours denoted by k and the data points in the
ith dimension are ai and bi.
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4

Algorithm 4: KNN Classifier

1: Input: Training Features and Classes

2: Output: Hyper-tuned KNN Classifier

3: Begin

4. Preprocessing:

4.1 Performed feature engineering

i. Performed co-variance matrix to identify irrelevant attributes

ii. dropped irrelevant attributes from dataset

iii. applied SMOTE for resampling

iv. applied StandardScalar for continuous attributes

v. applied power transformer to scale the data in the numeric columns

vi. applied ordinal encoder for categorical attributes

5. Training:

i. Initialized KNN Classifier

ii. Set hyperparameter as n_neighbors = 2, leaf_size = 100

iii. Fit the classifier with labeled classes, and scaled training features and procured the classifier.

6. Testing:

i. Once all the features have been processed, predict the class of each testing feature.

ii. Use Performance Evaluation Metrics, namely Accuracy, Precision, Recall, and F1-Score, to compute the
classifier.

7: End

4.3.5 Gradient Boosting Classifier (Grad_Boost)
It is a collection of ML models that fuse multiple weak learning techniques, usually DT, to build a dedicated
predictive model. It may be applied to address both regression and classification issues. Regularization
techniques are employed to minimize the consequences of overfitting and to prevent deterioration by
confirming that the fitting operation is limited [46]. It is a good technique that deals with unbalanced
datasets. The initial training and testing of the Grad_Boost classifier using the dataset sample is explained

E =





⎷

k

∑
i=1

(ai − bi)
2
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in Algorithm 5. In our analysis, we set the value of the subsample, estimators, maximum depth, and
maximum leaf nodes to 0.5, 1000, 8, and 1000 respectively. The result of H(x) for input x defined in Eq. (5).

5

Where, n shows number of leaves, and the value predicted for the region hi is represented by ai.

Algorithm 5: Grad_Boost Classifier

1: Input: Training Features and Classes

2: Output: Hyper-tuned Grad_Boost Classifier

3: Begin

4. Preprocessing:

4.1 Performed feature engineering

i. Performed co-variance matrix to identify irrelevant attributes

ii. dropped irrelevant attributes from dataset

iii. applied SMOTE for resampling

iv. applied StandardScalar for continuous attributes

v. applied power transformer to scale the data in the numeric columns

vi. applied ordinal encoder for categorical attributes

5. Training:

i. Initialized Grad_Boost Classifier

ii. Set hyperparameter as subsample = 0.5, estimators = 1000, max_depth = 8, max_leaf_nodes = 1000

iii. Fit the classifier with labeled classes, and scaled training features and procured the classifier.

6. Testing:

i. Once all the features have been processed, predict the class of each testing feature.

ii. Use Performance Evaluation Metrics, namely Accuracy, Precision, Recall, and F1-Score, to compute the
classifier.

7: End

4.3.6 RF
It is a supervised ML approach that is applied to address regression and classification analysis. It is based
on the concept of ensemble learning, which integrates many classifiers to address challenging issues,

H (x) =
n

∑
i=1

αihi (x)
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upgrade model performance, and eliminate the problem of overfitting. With high dimensionality, this
technique can manage big datasets [47]. Rather than depending on the DT, RF uses prediction from all of
the trees and forecasts the final outcome result based on which predictions received the votes. The initial
training and testing of the RF classifier using the dataset sample is explained in Algorithm 6. In our analysis,
we set the value of estimators, random state, and maximum leaf nodes to 1000, 1, and 1000, respectively.

Algorithm 6: RF Classifier

1: Input: Training Features and Classes

2: Output: Hyper-tuned RF Classifier

3: Begin

4. Preprocessing:

4.1 Performed feature engineering

i. Performed co-variance matrix to identify irrelevant attributes

ii. dropped irrelevant attributes from dataset

iii. applied SMOTE for resampling

iv. applied StandardScalar for continuous attributes

v. applied power transformer to scale the data in the numeric columns

vi. applied ordinal encoder for categorical attributes

5. Training:

i. Initialized RF Classifier

ii. Set hyperparameter as n_estimators = 1000, random_state = 1, max_leaf_nodes = 1000

iii. Fit the classifier with labeled classes, and scaled training features and procured the classifier.

6. Testing:

i. Once all the features have been processed, predict the class of each testing feature.

ii. Use Performance Evaluation Metrics, namely Accuracy, Precision, Recall, and F1-Score, to compute the
classifier.

7: End

4.3.7 XGBoost
It is a well-known supervised ML approach that is enforced to address classification and regression issues.
It makes an effort to precisely forecast a target variable by fusing multiple weak learning techniques. It is
fundamentally similar to the Grad_Boost classifier, but the residual trees are constructed differently in
XGBoost. The variables that are utilized as the roots and nodes of the residual trees are chosen by
computing similarity scores between the previous nodes and the leaves [44]. The initial training and testing
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of the XGBoost classifier using the dataset sample is explained in Algorithm 7. In our analysis, we set the
value of the estimators and maximum depth to 1000 and 8, respectively.

Algorithm 7: XGBoost Classifier

1: Input: Training Features and Classes

2: Output: Hyper-tuned XGBoost Classifier

3: Begin

4. Preprocessing:

4.1 Performed feature engineering

i. Performed co-variance matrix to identify irrelevant attributes

ii. dropped irrelevant attributes from dataset

iii. applied SMOTE for resampling

iv. applied StandardScalar for continuous attributes

v. applied power transformer to scale the data in the numeric columns

vi. applied ordinal encoder for categorical attributes

5. Training:

i. Initialized XGBoost Classifier

ii. Set hyperparameter as n_estimators = 1000, max_depth = 8

iii. Fit the classifier with labeled classes, scaled training features, and procured the classifier.

6. Testing:

i. Once all the features have been processed, predict the class of each testing feature.

ii. Use Performance Evaluation Metrics, namely Accuracy, Precision, Recall, and F1-Score, to compute the
classifier.

7: End

4.4 DL Models
In this section, three deep learning models were discussed to recognize attack in the IoMT network. In all DL
models, an Adam Optimizer [48] has been used to train the dataset.

4.4.1 LinSVM (Linear Support Vector Machine)
In this model, we initialize the weight using Xavier Uniform [49], which helps to prevent layer activation
outputs from vanishing or exploding during the forward process through a DNN. Both categorical and
numerical features were passed to block 1, containing fully connected layers (FC), in which the input gets
augmented by a weight matrix in a FC, and a bias vector gets added to it. The output of block 1 is fed to
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block 2, containing the FC and Tanh activation functions. The classification between two classes is mostly
accomplished using the tanh activation function. It has a range of between − 1 to 1. It makes learning easier
for the next layer by centering the data and generating mean near to 0. The output of block 2 transferred to
block 3, containing the same components. Then, the output from Block 3 is fed to SVM Block containing the
FC layer & sigmoid activation function in the end for the binary classification. Figure 3 depicts the working
flow of LinearSVM for detecting IoMT attack.

4.4.2 ConvSVM (Convolutional Support Vector Machine)
ConvSVM is combination of a convolutional layer and SVM. In this model, Categorical and numerical
features were passed to block 1, containing a 1D convolutional layer followed by Batch normalization (BN)
and a Tanh activation function. In this block, sliding convolutional filters are applied to 1-D input via a 1-D
convolutional layer. Every value in the input vector gets multiplied by the kernel value in this operation. The
purpose of using BN with a 1-D convolutional layer is to ameliorate the model functionality by expediting
the training process, employing greater learning rates, and eliminating internal covariate shifts. It also
consumes less memory. Tanh activation function makes learning easier for the next layer by centering the
data and generating a mean near to 0. The output from Block 1 fed into block 2, containing the same
components as the earlier block. After that, the output of Block 2 was sent to block 3, containing a 1D
convolutional layer and BN. Then, we used the dropout layer to drop noise or data value that is purposefully
removed from a neural network in order to accelerate the processing of the model, and prohibit a model
from overfitting. To save from vanishing gradient, we added a residual branch and concatenated it with an
output of block 3, which was then passed to an SVM block containing a FC and the sigmoid activation
function in the end for the binary classification. Figure 4 depicts the working flow of ConvSVM for detecting
IoMT attack

4.4.3 CatEmbedding (Categorical Embedding)
Categorical entity embedding extracts the embedding layers of categorical variables from a neural network
model and apply numeric vectors to represent the properties of the categorical values. It is usually used on
categorical variables with high cardinalities. In this model, categorical features are separately handled by
column embeddings, whereas numerical features are separately handled by the BN, then these features are
concatenated together and fed to decider Block 1 containing FC layer, BN, ReLU (Rectified Linear Unit)
activation function, and drop-out layer. In FC layers, the input gets multiplied by a weight matrix in a FC
layer, and a bias vector gets added to it; BN helps to ameliorate the model functionality by expediting the
training process, employing greater learning rates, and eliminating internal covariate shifts; ReLU activation
function fixes the vanishing gradients problem and does not allow activation of all the neurons at same
interval of time. Then we used the dropout layer to drop noise or data value that is purposefully removed
from a neural network in order to accelerate the processing of the model and restrain the model from
overfitting. The output of block 1 further sent to block 2, containing the same components. Then, the output
of block 2 passed to the SVM block containing the FC layer and sigmoid activation function in the end for
the binary classification. Figure 5 depicts the working flow of Categorical Embedding for detecting IoMT
attack
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5. Experiment And Result Discussion
In this paper, seven ML models, like SVM, DT, LR, KNN, Grad_Boost, RF, and XGBoost, and three DL models,
namely LinSVM, ConvSVM, and Cat_Embeddings, have been assessed using performance metrics, including
accuracy, precision, recall, and f1-score. Further, this section highlights the working performance of the
proposed model compared to the Existing Work.

5.1 Hardware and Software Requirements
The experiment work has been implemented on Windows 10 (64-bit Operating System) with the
configuration of 16 GB RAM, Intel(R) Core (TM) i5-7200U CPU @ 2.50GHz. For training and testing the ML
and DL models, the python libraries like PyTorch (Commonly utilized for developing Deep neural networks)
[50] and Scikit-learn [51] were used.

5.2 Performance Evaluation Metrics
The statistical parameters are applied to determine the working performance of the proposed models. To
assess the performance of IoMT attack classification, we used four well-known metrics, which are explained
as follows: -

1. True Positive (TP): In this case, both the forecasted outcome and the true outcome of the data point are
valid. It is appropriately categorized as an attack sample.

2. True Negative (TN): In this case, both the forecasted outcome and the true outcome of the data point
are false. Therefore, it is appropriately categorized as a standard sample.

3. False Positive (FP): In this case, the forecasted outcome of the data point is precise, and the true
outcome of the data point is false. It designated a standard data set as an attack sample.

4. False Negative (FN): In this case, the forecasted outcome of the data point is false, whereas the true
outcome of the data point is valid. Therefore, despite being an attack sample, it was restricted as a
normal sample.

Using the above metrics, the working performance of the ML and DL models gets assessed in terms of
Accuracy, Precision, Recall, and F-1 Score, which is explained as follows:

Accuracy is elucidated as the ratio of the correct traffic categorization to the overall prediction of the test
data for network traffic. Accuracy is measured using Eq. (6).

6

Precision is elucidated as the ratio of the correct categorization of attack traffic to the total of the correct
and incorrect categorization of attack traffic samples in the dataset. The model functions well if the
accuracy is high. Precision is measured using Eq. (7).

Accuracy =
TP + TN

TP + TN + FP + FN
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7

The recall is elucidated as the ratio of the correctly classified attack network traffic to the total of precisely
classified attack network traffic and incorrectly classified attack network traffic in the dataset. Recall is
measured using Eq. (8).

8

F-Score amalgamates the precision and recall of a classifier into a single statistic by calculating their
harmonic mean. F1-Score is measured using Eq. (9).

9

The ML models, including SVM, DT, LR, KNN, Grad Boost, RF, and XGBoost, are used in our experimental
work to identify the IoMT attacks. Figure 6 depicts the performance of the ML model. Out of seven models,
five models, namely LR, DT, RF, Grad Boost, and XGBoost, achieved an accuracy of 100%, whereas the other
two models, SVM and KNN, accomplished an accuracy of 99.9% and 99.8%, respectively.

Table 4 represents the working performance metrics of ML Models to identify the IoMT attacks. Out of
seven models, five ML models namely LR, DT, RF, Grad_Boost, and XGBoost obtained the best precision,
recall, and F-1 Score with a value of 1.0. Whereas the other two model i.e., KNN and SVM also achieved
good score value as depicted in the table below.

Table 4
The working performance metrics of ML Models

ML Techniques Accuracy Precision Recall F-1 Score

Grad Boost 1.0 1.0 1.0 1.0

RF 1.0 1.0 1.0 1.0

XGB 1.0 1.0 1.0 1.0

LR 1.0 1.0 1.0 1.0

KNN 0.9981 0.9974 0.9989 0.9982

DT 1.0 1.0 1.0 1.0

SVM 0.9998 0.9997 1.0 0.9998

Precision =
TP

TP + FP

Recall =
TP

TP + FP

F1 − Score =
2 × Recall × Precision

Recall + Precision
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In Fig. 7, the loss is measured on the vertical axis (Y), while the number of epochs is displayed on the
horizontal axis (X). The training loss is calculated for the number of epoch counts ranging from 1 to 200 for
all three proposed DL models namely LinSVM, ConvSVM, and CatEmbedding. It is observed from the above
result that, LinSVM and ConvSVM converge to 0 after 50 epochs.

In Fig. 8, the validation loss is measured on the vertical axis (Y), while the number of epochs is displayed on
the horizontal axis (X). The validation loss is calculated for the number of epoch counts ranging from 1 to
200 for all three DL models. It is observed from the above result that after 50 epochs, ConvSVM converges
to 0 rapidly as compared to other two models.

The DL models, including LinSVM, ConvSVM, and Cat_Embeddings are used in our experimental work to
identify the IoMT attacks. Figure 9 depicts the performance of the DL model. Out of three models, two DL
models namely ConvSVM, and Cat_Embeddings achieved an accuracy of 100%, whereas the other models,
LinSVM achieved an accuracy of 99.94%.

Table 5 depicts the working performance metrics of DL Models to identify the IoMT attacks. Out of three DL
models, two DL models, namely ConvSVM and Cat_Embeddings, obtained the precision, recall, and F-1
Score with a value of 1.0. Whereas the precision, recall, and F-1 score value of LinSVM is 1.0, 0.9989, and
0.9994, respectively.

Table 5
Performance Metrics of DL Models

DL Techniques Accuracy Precision Recall F-1 Score

LinSVM 0.9994 1.0 0.9994 0.9989

ConvSVM 1.0 1.0 1.0 1.0

CatEmb 1.0 1.0 1.0 1.0

5.3 Performance evaluation of Proposed Approach with
Existing Work
In this paper, seven ML Models, including SVM, DT, LR, KNN, Grad_Boost, RF, and XGBoost, along with three
deep learning models, namely LinSVM, ConvSVM, and Cat_Embedding model, have been implemented,
which further compared with the existing work on the same dataset as shown in Table 6. Our proposed
models achieved the highest accuracy as compared to the other existing work.

In [8], Hady et al. designed an upgraded healthcare testbed for monitoring the patients and also used to
gather biometrics data of the patient along with network flow metrics. In this work, author built the dataset
that combines the feature of both biometric data of the patients and network flow metrics. Then applied,
different ML approaches, including ANN, SVM, RF, and KNN and attained an accuracy of 88.75%, 92.44%,
92.06%, and 92.27%, respectively. ANN achieved the lowest accuracy as compared to other models. In [52],
Dina et al. proposed Feed Forward neural network model (FFNN) with the Focal Loss method to detect
intrusion in the network and achieved 93.26% of accuracy. The author applied the focal loss function to
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remove the data imbalance challenge. In [53], Gupta et al. proposed a tree classifier to recognize intrusion in
the network and attained an accuracy of 93%. In [54], Chaganti et al. developed PSO-DNN (Particle Swarm
Optimization Deep Neural Network) model to recognize intrusion in the network and achieved 96% of
accuracy. In [55], Kilincer et al. proposed XGBoost and LR model with 10-fold cross validation on four
different datasets namely ICU dataset, ECU-IoHT, WUSTL-EHMS, and TON-IoT. For WUSTL-EHMS dataset,
the proposed model attained 96.2% of accuracy. Our proposed models achieved 100% of the accuracy
which is better than the existing work performance.
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Table 6
Performance evaluation of Proposed Models with Existing Work

Dataset Year Author ML/DL
Techniques

Accuracy Pros Cons

WUSTL-
EHMS-
2020

2020 Hady et
al. [8]

KNN 90% Merged the features
of network flow traffic
and patients’
biometric features
data.

Performance
might be
enhanced.

2022 Dina et
al. [52]

FFNN-Focal
Loss

93.26% In this paper, the
author used focal loss
technique to remove
the data imbalance
challenge.

The working
performance
of the model
can be
upgraded by
applying
proper feature
engineering.
Because in
this work, the
author only
used Focal
Loss method
to mitigate the
data
imbalance
issue, which is
a traditional
approach.

2022 Gupta et
al. [53]

Tree Classifier 94.23% Enhanced the
performance as
compared to [8, 50].

Unrealistic
datasets were
produced via
data
augmentation.
The
percentage of
attack traffic
in the network
is relatively
low.

2022 Chaganti
et al. [54]

PSO-DNN 96% Enhanced the working
performance of the
models to identify
attack in the network
as compared to [8, 50,
51].

Performance
can be further
enhanced
using feature
engineering.
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Dataset Year Author ML/DL
Techniques

Accuracy Pros Cons

2022 Kilincer
et al. [55]

XGBoost 96.2% In this paper, the
author used two ML
technique including
XGBoost and LR
based on recursive
feature elimination,
and then applied that
on four different
datasets. RFE is
utilized in this work so
that the working
functionality of
chosen features can
be easily managed,
and can achieved
high accuracy as
compared to filter
methods.

In this work,
the author
only
considered
limited data
features from
the dataset.
The
performance
can be
improved
using deep
learning
models.

Proposed
Approach

ML Models-
Grad_Boost,
RF, XGBoost,
LR, DT.

DL Models-
ConvSVM,
CatEmbedding.

100% Proposed ML/DL
models which
attained the highest
accuracy as
compared to the
existing work.

 

6. Conclusion
IoMT services are in more demand than ever before as the number of users has been increasing rapidly.
This calls for a robust security model to thwart any unwanted activities. A detection method is also required
in the security architecture for such distributive networks to determine whether an intrusion has affected the
network's data. Therefore, to overcome the impact causes by the attacker, we proposed three DL models,
namely LinSVM, ConvSVM, and CatEmbedding, to design and implement a secure IDS for IoMT network.
With a 100% accuracy rate, our developed models exceed the state-of-the-art in detecting network intrusions
by utilizing the combined features of both network traffic flow metric and the patient’s biometric data. At
last, an in-depth evaluation of several ML models has been explored for intrusion detection in IoMT
ecosystem. Out of seven proposed ML models, five models, including LR, DT, RF, GradBoost, and XGBoost,
also attained 100% of accuracy, and the other two models, SVM and KNN, accomplished an accuracy of
99.9% and 99.8%, respectively. For future work, we will consider more adversarial attacks with the network
flow and patients’ biometric features to detect intruders in the IoMT network.
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Figure 1

ML and DL-based IDS for IoMT Environment
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Figure 2

Proposed Flowchart to detect IoMT attack
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Figure 3

Working flow of LinearSVM for detecting IoMT attack

Figure 4

Working flow of ConvSVM for detecting IoMT attack

Figure 5

Working flow of Categorical Embedding for detecting IoMT attack
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Figure 6

10-Fold Performance Metrics comparison of ML Models

Figure 7
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Training Loss for DL Models

Figure 8

Validation Loss for DL Models

Figure 9
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ABSTRACT – Artificial intelligence (AI) research 

papers are essential for developing the subject and 

influencing the direction of technology. This paper 

provides the AI application areas, appraise existing 

approaches, and recommend new research 

directions.  In order to increase the effectiveness 

and quality of the manufacturing process, artificial 

intelligence (AI) is rapidly being employed in 

computer-aided manufacturing (CAM). Process 

optimization, quality control, and predictive 

maintenance are a few CAM applications for 

AI.The creation of algorithms and methodologies 

that enhance the functionality, precision, and 

effectiveness of AI models is one of the key 

contributions of AI research publications.   

This paper covers the fundamental ideas behind 

artificial intelligence and examines how it is now 

used in the manufacturing industry. The problems 

with artificial intelligence are also identified and 

some possible solutions are suggested. We hope 

that the information offered in this paper might 

serve as a valuable set of guidelines and references 

for future work on artificial intelligence in the 

manufacturing sector. 

KeyWords: Artificial intelligence, computer–aided 

manufacturing(CAM), Computer Numerical 

Control(CNC), Computer Aided Design(CAD), 

Aircraft manufacturing, surface roughness 

prediction. 

 

I. INTRODUCTION 
Over the past few years, the 

manufacturing industry has exploited the use of AI 

technology, and has taken advantage in particularly 

knowledge-based systems, throughout the 

manufacturing lifecycle. These technologies have 

been motivated by the competitive challenge of 

improving quality while at the same time 

decreasing costs and reducing design and 

production time. Artificial intelligence has several 

advantages that are desired in manufacturing 

practice, including learning and adapting ability, 

parallel distributed computation, robustness, 

etc[01]. 

Artificial Intelligence has received a major 

focus in both academia and the industry recently 

due to the competitive advantages that it can 

provide to manufacturing organizations in creating 

a more efficient and sustainable operation [02]. The 

manufacturing sector is going through a period of 

change with production and AI technology 

progress setting the pace of this transformation 

[03]. At the same time, more and more emerging 

AI technologies such as big data analytics, 

advanced robotics, expert systems for diagnosis, 

computer vision and pattern matching for outgoing 

product quality are creating an impact to the 

manufacturing industry in a major way [04]. 

AI algorithms may examine a variety of 

elements through process optimization, including 

raw material selection, tool path planning, and 

cutting parameters, to streamline the production 

process, decrease waste, and increase productivity. 

By examining the manufactured product's quality 

and identifying flaws, surface polish, and other 

quality characteristics, AI may also be utilized for 

quality control[05]. Machine vision and image 

processing techniques may be used to do this and 

guarantee that the result satisfies the necessary 

quality requirements. 

In general, the application of AI in CAM 

may result in increased productivity, decreased 

costs, and higher-quality products, making it a 

technology that is becoming more and more 

significant in the industrial sector. 

 

II. RESEARCH METHODOLOGY 
The methodology of AI in computer-aided 

manufacturing (CAM) typically entails identifying 

the issue or challenge of conventional CAM 

systems, gathering and preprocessing data from 

various sources, such as sensors and control 

systems, developing an AI model using a suitable 

algorithm and training it on the pre-processed data, 

https://www.inderscienceonline.com/keyword/Artificial+Intelligence
https://www.inderscienceonline.com/keyword/Computer%E2%80%93integrated+Manufacturing
https://www.inderscienceonline.com/keyword/Computer%E2%80%93integrated+Manufacturing
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integrating the AI model with the CAM software or 

control system, testing and evaluating the AI-based 

CAM system to determine its efficacy, and finally, 

implementing the system.  

 

III. OVERVIEW OF AI 

TECHNOLOGIES 
The manufacturing sector may undergoing 

a radical transformation thanks to artificial 

intelligence. The potential advantages include 

enhanced quality, decreased downtime, lower 

costs, and higher efficiency[06]. This technology is 

accessible to smaller firms also. 

Though they pertain to two different ideas, 

the terms artificial intelligence and machine 

learning are occasionally used interchangeably. By 

using historical data to show you the odds between 

several choices and which one obviously worked 

better in the past, it assists us  in solving a specific 

problem[07]. It explains the significance of 

everything, the chances that specific outcomes will 

occur, and their likelihood in the future[05]. 

 

3.1 Why adopt AI 

Making decisions that can be put into 

action more quickly and correctly than a human 

can is what artificial intelligence (AI) in 

manufacturing refers to. This makes a lot of sense 

for forecasting and for comprehending anomalies 

or outliers, to name just two applications[08]. 

Forecasting can add value in some stages of the 

production process. There is a good probability that 

you can make forecasts if you have access to 

enough historical data as well as information about 

the decisions and processes around the data.  

A human analyst may find the data from 

one machine to be overwhelming, which is where 

AI might be useful. Additionally, because 

manufacturing systems are integrated, one measure 

in one step of the process can affect another step in 

the same step. How can you know what's 

happening in another region if you're just focusing 

on one? AI may offer a remedy. The four 

categories listed below are where AI has a big 

financial influence[09]. 

● Predictive upkeep. By using historical 

information from maintenance logs, you may 

forecast how a machine will perform under a 

future payload and determine whether you'll 

need to fix it, when, why, and how based on 

what fixed that problem in the past[10].  

● Reliable prediction. Significant cost savings 

can be achieved by predicting and minimizing 

failures. 

● Increasing output or yield. You may prevent 

quality passes by anticipating when a machine 

or process won't meet requirements and taking 

proactive steps to bring it back into 

compliance. 

● Forecasting of demand and inventory. It is 

possible to estimate the demand and movement 

of essential parts with a complete 

understanding of plant operations and the 

production data, leading to significant 

inventory savings[11]. 
 

3.2 How might computer-aided design be 

improved by artificial intelligence? 

 The number of manual actions needed to 

create a design has decreased because of CAD. The 

drafting process has been significantly expedited 

by this time savings, which also allowed designers 

to refocus their efforts[12]. Designers create ever-

more complicated ideas as a result. Although the 

fundamentals have been covered, there are still a 

lot of other barriers that prevent designers, 

engineers, and architects from rationally enhancing 

their workflows. Significant bottlenecks include the 

following[09]: 

   

● In order to create the optimal design for a 

project's requirements, designers frequently 

have to manually adjust model parameters. 

● Validating designs after each modification 

might cause the project to be delayed by days 

or even weeks because changing just one 

parameter can significantly affect the attributes 

of a design. 

● A project's progress can be slowed down by 

feedback loops since gathering data to figure 

out what needs to be changed takes time. 

 

Since they are simply "glorified drawing 

boards," one could argue that existing CAD 

systems conduct computer-aided drafting rather 

than computer-aided design. Because current 

technology only helps designers with drafting, the 

opportunities and challenges of CAD have not yet 

been fully explored or addressed[12].  

 

AI can address these problems as it develops and 

becomes more thoroughly integrated into CAD 

by:  

● By producing ideas based on specific criteria, 

it is possible to expedite the drafting and 

selection of design solutions (such as weight, 

size, costs, or material). 

● Modifying and altering designs automatically 

if they don't satisfy performance or aesthetic 

standards. 

● Depending on the user's previous behaviors, 
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recommending more details to include in the 

design. 

● Adapting current designs to user input, 

evolving technology, or fresh legal needs. 

   

These processes might be combined into a 

single solution in future, more sophisticated AI 

models that would handle the entire design process. 

AI might free up designers and engineers to 

concentrate on other, possibly more crucial issues 

like enhancing the quality, effectiveness, and 

dependability of their works by handling the labor-

intensive tasks. 

   

3.3 What role has AI played in CAD thus far? 

AI has already made its way into computer-aided 

design in one form or an another[17]. 

―Three most important architectural 

potentials of the new machine mediation 

techniques are the expansion of the spatial 

imagination, and the radical break with a 

hierarchical design approach, and the introduction 

of different disciplines into the design process, 

relating to the design immediately to its final 

execution.‖ 

For instance, a number of software 

providers have included AI capabilities in their 

architectural, engineering, and construction 

solutions. Autodesk provides generative design 

tools to users in order to assist them optimize their 

drawing workflows, maybe most prominently. The 

company's technology accomplishes this by swiftly 

generating design proposals based on a variety of 

input factors, including pricing, production 

processes, materials, or spatial requirements. 

Notably, AI in CAD isn't just used for 

designing and refining designs. Siemens unveiled a 

new version of its NX CAD software in February 

2019 that features a user interface that alters 

depending on the user and situation. A CAD tool 

frequently provides the draftsperson or engineer 

with too many commands. Many people contend 

that just 10% or less of the available commands are 

applied in 90% of CAD system operations. When 

the AI system determines that the engineer would 

need more commands—commands that might be 

unknown or infrequently used—a dynamic UI 

displays them. 

The development of CAD datasets for AI 

training has involved a lot of work, with Sketch 

Graphs serving as a prime example. Sketch Graphs, 

which was released in 2020 by academics at 

Princeton University and Columbia University, has 

15 million parametric CAD sketches. The drawings 

are shown as a geometric constraint graph, where 

the edges denote the geometric relationships 

between the primitives (nodes). Sketch Graphs 

places more emphasis on the relationship structure 

of its sketch samples than other CAD datasets that 

stress 3D shape modeling. 

 

IV. DEVELOPMENT OF AI IN CAM 

 
Figure: 01 Revolution In Manufacturing Industry 

with AI 

 

Efficiency, accuracy, and reliability are 

important needs in the manufacturing sector. 

Artificial intelligence (AI) can enhance the 

technology that manufacturers have embraced, 

such as computer-aided design (CAD) and 

computer-aided manufacturing (CAM)[13]. The 

full potential of these technologies can be realized 

by incorporating AI into 3D modeling. In CAD, 

digital designs are created, analyzed, and modified 

using computers before a product is made. These 

models are then used by CAM to regulate 

production procedures and equipment in order to 

produce final goods that adhere to design criteria. 

The manufacturing sector has benefited greatly 

from both innovations, but AI has more 

potential[14]. 

To achieve some additional functional 

requirements specification for AI in CAM, one 

should imagine to a certain extent the performance 

of an intelligent distributed computer environment. 

number of users will exploit, update and extend 

systems’s knowledge[15].  

So, The first case is to be preferred, for the 

knowledge-quanta may be supposed to have 

primarily local significance[16]. Then , the 

knowledge should be first handled locally and after 

that consequently included in an existing 

knowledge base, or used as a foundation of a new 

one. then, a local knowledge server should be able 

to determine the significance of each knowledge-

quantum in the local pool local or global and in the 

latter case, to leave it to the common knowledge 

server[17]. However, that is enough to show the 

necessity of a higher level intelligence in the 

computer environment of CAM[18]. Hence, there 

is a need for tools for building multi level 

knowledge hybrid knowledge bases and handling 

systems and also a variety of knowledge handling 
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structures. Further, the needed knowledge handling 

tools should be able to work in a distributed 

computer environment with CAM, i.e. to be 

compatible with a properly designed system layer 

and as well as to be compatible on the support 

layer[19]. Both of the above mentioned 

requirements are directly connected to the 

openness, flexibility and transparency of the 

distributed computer environment, so they produce 

the questions to be asked when one purchases 

software expert systems building tools for the 

creation of AI in CAM[20]. 

 

4.1 How AI is improving CAD and CAM 

processes in modern manufacturing ? 

 
Figure: (02) 3D modeling [21]. 

 

● Increased Productivity: Higher Productivity 

AI first and foremost enhances 3D modeling 

by increasing the effectiveness of the 

procedure. As many as 15 million CAD 

designs are used as the basic dataset by certain 

AI design assistants, which influences their 

forecasts[08]. With that much knowledge, they 

can make forecasts that are remarkably 

accurate. By eliminating the need for users to 

manually sketch several elements, this 

increases efficiency during the design process. 

These AI assistants are also capable of 

automating design decisions[08]. For instance, 

AI can automatically apply geometry to new 

projects by aligning them based on how pieces 

were applied in previous designs[16]. To 

guarantee that everything lines up properly, 

this process would often need slow, careful 

tweaks, but AI can do it in a matter of seconds. 

Manufacturers can then accelerate the time to 

market for new products while they can also 

concentrate on other activities or produce 

more[19]. 

 

● AI Is the Future of 3D Modeling:  
The Future of 3D Modeling Is AI 3D 

modeling with AI is still a relatively new 

technique. The technology is already expanding 

across CAD and CAM software systems, despite its 

youth[22]. The reasons why CAD and CAM 

technologies are so widely used are their 

effectiveness, accuracy, and dependability. Each of 

these advantages can be enhanced by AI, resulting 

in higher-than-expected results[23].  

 

● Ongoing Improvements: Continuous 

Development AI in 3D modeling can facilitate 

continuing advancements, just like in other 

industrial processes[22]. Over time, they'll 

start to notice trends in their triumphs and 

failures and propose adjustments to maximize 

the former and decrease the latter. The design 

and manufacturing processes can be combined 

with the use of AI in CAD and CAM, opening 

the door for operational benefits[05]. Both 

sides' data will show how the production side 

can change to better support the designs 

engineers desire to create. As new elements 

surface, AI can identify these areas for 

development and adapt them[08].  

 

V. AN APPLICATION OF AI FOR 

CAM AND CAD TO INTEGRATE 

AIRCRAFT MANUFACTURING 
A single engineer lacks the expertise 

needed to incorporate the restrictions and 

manufacturing characteristics of aircraft into the 

structural design process. Concurrent Engineering 

(CE) makes it possible to integrate design and 

production to allow trades based not just on 

product performance but also on other difficult to 

evaluate factors, such production and support[08]. 

System designers would benefit greatly from a 

decision support system, or knowledge- based 

system, that helps guide manufacturing concerns 

throughout the preliminary design process. To 

illustrate the KBS's (knowledge Based System) 

functionality as a design tool, it will be used in an 

integrated design environment with other tools 

already available[19].  

 

5.1 KNOWLEDGE-BASED SYSTEM 

DEVELOPMENT 

5.1.1 Problem Domain 

The High Speed Civil Test (HSCT)  is the 

unique test case, and the area of study is the 

integration of design and manufacturing. The focus 

of this research will be on a significant airframe 

component, exactly the same one that caused 

designers the most difficulty in the 1970s.  

The KBS's task is to choose the 

production procedures for the structural parts of the 

wings. In this  area, it is not feasible to pre 
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enumerate all of the potential outcomes and then 

choose the best one based on the data. that is 

normally available as a first-level structural 

analysis. Instead of, a set of workable techniques 

that satisfy the external restrictions imposed by 

material specifications, fabrication and assembly 

issues, and cost considerations. 

Regarding product design, a few 

assumptions have been made.  

The first, prior to structural modeling and 

optimization, the materials from which the wing 

structural components will be made are preselected 

from a database of potential possibilities. This 

presumption is made because it is impossible to 

predict the weight of each structural component 

accurately without modeling its unique material 

qualities. Second, when utilizing weight-

complexity based parametric cost models, 

calculated weights and dimensions of the structural 

components will vary dramatically with different 

materials depending on performance requirements 

and load conditions. When using commercially 

available parametric cost models, this factor is 

often ignored. Third, some related to process 

selection will be abstracted to the functional level. 

Before precise models of the parts are constructed 

in CAD systems, the manufacturing procedures in 

the aerospace manufacturing sector are chosen. 

The information about the components 

that will be known before modeling, after structural 

analysis and optimization, and before the KBS 

chooses the processes is shown in Table 1[19]. 

 

Product & process 

parameters 

Skin 

panel 

 Rib Spar Spar cap 

before modeling and structural analysis/optimization: 

material & 

associated 

properties, 

constraints, & max. 

service temp. 

✔ ✔ ✔ ✔ 

grid coordinates ✔ ✔ ✔ ✔ 

modeled as 

membrane element 

 ✔ ✔  

modeled as rod 

element 

   ✔ 

after structural analysis and optimization: 

thickness ✔ ✔ ✔  

cross sectional area    ✔ 

part weight (mass) ✔ ✔ ✔ ✔ 

production considerations and decisions: 

manufacturing 

process 
✔ ✔ ✔ ✔ 

fasteners ✔  ✔ ✔ 

stiffener type ✔    
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stiffener material ✔    

solid or honeycomb 

construction 
✔    

Table 1: Wing Component Modeling [19] 

 

In order for the KBS to operate 

effectively, the knowledge regarding material 

selection, manufacturing procedures, stiffener types 

and materials, fasteners, and fundamental part 

configuration must be represented in a suitable 

manner. In a KBS, rules are the most typical form 

of domain knowledge representation. The frames 

used to define the items that appear within the rules 

are frequently combined with the rules themselves 

[24]. 

 

5.1.2  Knowledge Base Development 

The knowledge and rule bases raise a 

number of significant difficulties. Several of the 

data sets required for the knowledge base building 

are not collocated. 

The relevant information must be acquired 

through a lengthy process of knowledge 

acquisition. The most suitable format must be used 

for compiling and coding historical data on 

material usage and process selection factors as well 

as current design guidelines and norms. With the 

use of frames, it is possible to categorize the data 

that represents technical information[19]. 

 

5.2. SYSTEM INTEGRATION WITH 

EXISTING TOOLS 

Knowledge-Based Engineering (KBE) is a 

subset of KBS and AI technologies that focuses on 

automating the generation of support information, 

engineering analysis, and CAD geometry. The 

system must function inside an integrated design 

environment in order to be helpful and show its 

functioning. Without the proper interface 

automation techniques, the system's intended 

functionality won't be visible. As Figure 03 shows 

the proposed integrated design environment in 

which the Knowledge-Based Engineering (KBS) 

will function. 

The system executive scripts will be 

written in the Tk/tcl (toolkit/tool command 

language) interpretive shell system. To enable the 

creation of fully complete, fully functional 

graphical user interfaces, Tk/tcl combines an 

interpretative language core with windowing 

applications. The creation and application of 

parametric, intelligent CAD systems is a special 

objective of several aerospace industries. Even if 

the combination of a KBS and a CAD programme 

is not a next-generation system in and of itself, it is 

a step in the right direction [19].  

 

 

 
Figure: (03) Integrated Design Environment 

 

As shown in Figure 03, the system will be 

given direct links to CATIA for the purpose of 

retrieving or storing data regarding the structural 

elements of the wing. A single function that 

dynamically accesses all of the internal CATGEO 

functions will be utilized to access the CATIA 

resources using Tk/tcl. The Automated STRuctural 

Optimization System of the USAF and NASA 

Langley's FLight OPtimization System are two 

other technologies that are now employed for the 

product design analyses (ASTROS) [19]. 

 

5.3 COST MODELING 

The stages of the wing product design in 

this study are decomposed traditionally from the 

system level to the sub-system level to the part 

level. Take-off gross weight (TOGW), range, 

payload, cruise speed, and passenger count are 

typical examples at the system level. Any decisions 

made about funding a specific programme will be 

based on the Life Cycle Cost (LCC) of the intended 

system, which includes all manufacturing expenses 

(both recurring and nonrecurring) [19].  

 

VI. AI BASED SURFACE 

ROUGHNESS PREDICTION 
For recently machined objects, there are 

currently no commercial software tools that assist 

the accomplishment of preset surface roughness. 

Machine operators and Computer Aided 
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Manufacturing (CAM) programmers rely on 

experience to determine the ideal balance between 

time and quality optimization[25].  

Computer- aided manufacturing  

programs, which calculate the tool path from input 

parameters such tool geometry, feed rate, spindle 

speed, but also part and blank geometries, help 

manufacturing planning within the Computerized 

Numerical Control (CNC) milling domain[07]. 

Professional CNC programmers choose those 

parameters, but skilled machine operators still need 

to execute at least one test run to adjust the feed 

rate in the event of chatter vibrations.[09]. 

As mentioned, both online and offline 

chatter avoidance technologies have made 

significant strides towards optimizing the surface 

roughness of machined objects. A machine-

learning system will be trained using planning, 

process, and quality data pertaining to features[24]. 

 

6.1 Feature based Database Design and Sensor 

Integration  

The data will be compiled into a database 

in the form of parameter sets and time series, 

comprising measurements of the surface's 

roughness, vibration information, cutting depth, 

feed rate, and spindle speed.  

The proposal for integrating the data from the 

various PLM sources (CAD, CAM, Process, and 

In- spection) and supplying it to the AI, which is 

fed by a database categorized by features, is shown 

in Figure 04.  

 

 
Figure:04 

 

The manufacturing features, which serve 

as the database's central entities, are displayed at 

the top. As a core information source for the CAM 

optimization and the live visualization, which are 

depicted in the Output layer, the classification and 

regression model feeds off of the database[25]. 

6.2 Experimental Data Generation  

The defining of the experimental 

variables, such as feed rate, spindle speed, and 

cutting depth, is the first stage in the design of 

experiments. But it's also important to identify the 

static conditions, such as the component and tool 

material, geometry, kind of tooling, and tool 

wear[25]. Simply put, the spindle speed, feed rate, 

their combination, and the insert radius have a 

substantial impact while the tool diameter and 

depth of cut have little to no effect. 

 

 
Figure: 05 

The Part design demanded roughness values Ra 

(1) to Ra (6) of three different manufacturing 

features (face milling, contour milling, and 

drilling) for two specific geometries per feature.  

 

A part with three distinct production 

features—drilling, face milling, and contour 

milling—is shown in Figure 05. Each feature, 

there are two distinct operations included. While 

the drilling operations have different tool 

diameters, the milling features have different 

cutting depths. Before being post-processed into an 

NC programme, the CAM programme is developed 

and its cutting parameters automatically adjusted 

with predetermined offsets and within the required 

range[09].  

The physical parts are categorized for data 

traceability and readied for identification when the 

CAM and CNC is programmed, which including 

tool change, are generated[07]. Finally, the 

machine learning platform, database connectivity, 

and data flow must all be well documented and 

continuously monitored while the machining 

experiments are being conducted. In this project, a 

Fanuc 31i numerical control made by Fanuc 

Austria is combined with a 5-axis milling center 

manufactured by DMG Mori called the DMU 75 

Monoblock[25]. 

 

6.3 Data Preparation Analysis and Model 

Building 

A machine learning method with a 

classification and regression component, like a 

random forest, is constructed and trained by the 

collected data sets based on the final data input 
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structure. The experiment execution phase and the 

simultaneous model development phase will 

employ an existing data lake structure and machine 

learning platform. 

 

VII. CONCLUSIONS 
 Based on the research paper evaluation, 

"Artificial Intelligence in computer assisted 

manufacturing," it can be stated that AI has 

tremendous potential to enhance computer aided 

manufacturing (CAM) operations. The article gives 

an overview of the present level of AI in CAM and 

examines several uses of AI in CAM, such as 

improving manufacturing processes, quality 

control, and predictive maintenance. 

The report outlines the benefits of 

adopting AI in CAM, including enhanced 

productivity, decreased costs, and increased 

accuracy. The authors do point out that careful 

planning and implementation are necessary for the 

integration of AI into CAM as well as that there 

may be issues with data management and privacy 

that need to be resolved. 

The article contends that through allowing 

more effective and efficient CAM processes, AI 

has the potential to revolutionize the manufacturing 

sector. To fully exploit the advantages of AI in 

CAM and to address the issues and constraints 

related to its application, more research and 

development is necessary.  

In conclusion, AI research articles are 

essential for developing AI, enhancing the 

functionality of AI models, addressing ethical and 

societal concerns, and encouraging global 

partnerships. They are essential in determining how 

technology will develop and how it will affect 

society. 
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Abstract
Sentiment analysis is a natural language processing method used to assess data’s positivity,
negativity, and neutrality. Several techniques were suggested as ways to solve the sentiment
analysis task. This study presents a novel multi-criteria decision-making (MCDM) and game
theory-based mathematical framework for the sentiment orientation of reviews. We pro-
pose two frameworks: sentiment orientation tagger modal (SOTM) and aspect-based ranking
modal (ABRM). The SOTM consists of the simple additive weighting (SAW) technique and
the principle of Nash equilibrium from game theory to deduce the tag for the review dataset.
We identify a review’s sentiment as positive, negative, or neutral. In ABRM, we rank the
aspects of the review using the preference selection index (PSI). We propose an unsupervised
sentiment classificationmodel that combines context, rating, and emotion scores with amath-
ematical optimization model. The effectiveness of our proposed model is comparable to the
state-of-the-art models, as demonstrated by experimental results on three benchmark review
datasets. We also establish the significance of the results through statistical analysis. The
proposed model ensures rationality and consistency. The novel combination of the MCDM
and game theory model with the reviews’ context, rating, and emotion scores creates a new
paradigm in sentiment analysis. Also, the proposed model is generalizable and can analyze
sentiment in many fields.

Keywords Sentiment analysis · Game theory · Mathematical optimization · Multi-criteria
decision-making

1 Introduction

Over the past decade, the World Wide Web has become one of the most important resources
for consumers and vendors to compare and assess goods and services. Daily massive content
production on social networking sites needs automated systems to manage and identify
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opinions. As a result, numerous algorithms and methodologies for sentiment analysis have
been proposed in the literature. Sentiment analysis is a subtask of natural language processing
(NLP) that focuses on the automated analysis of human sentiments expressed in different
situations, such as consumer reviews [1]. Opinion-rich internet reviews are significant for
producers and customers as these reviews tend to be opinion-heavy. The most common
questions consumers ask are which products are popular, which features are of high quality,
and why people think these things are excellent or bad. However, due to the sheer volume of
this data, manual analysis is prohibitively time-consuming and hence not feasible; therefore,
online data processing is required [2, 3].

Customer satisfaction is a consumer’s view or sentiment about the gap between their
expectations and reality [4]. Customer reviews on online media become crucial since they
may improve the popularity of the seller’s goods and services. Many customers express
their happiness through online reviews on TripAdvisor, Yelp, etc. Restaurant reviews on
TripAdvisor andYelp are still written in text format, and textmining is used to identify themas
good or bad, depending on user response. Product, nutrition, and food preparation information
are typically used to gauge restaurant customer satisfaction [5].Customer satisfaction analysis
is used by only a few restaurants, even though it is an effective means of raising service
standards. Customer satisfaction surveys in restaurants, such as those conducted through
reviews on TripAdvisor, are still comparatively rare [6].

This study provides an optimum strategy based on game theory and MCDM for analyz-
ing the subjective text’s sentiment. The proposed model enhances the task’s precision and
rationality. The fundamental concepts of game theory andMCDM and their relationships are
discussed in Sect. 3.

1.1 Research problem

In recent years, there has been a significant increase in the number of articles published in
sentiment analysis and opinion mining, making this a highly researched area. Huge machine-
readable reviews are readily available online. These bulky data enhance the chance to develop
more effective algorithms for sentiment analysis [6, 7]. Determining how emotions should
be expressed in content and whether a sentence makes a favorable or unfavorable judgment
about the subject is the main task in judging emotions [8, 9]. Sentiment analysis, therefore,
requires verification of the sentiments expressed in the words and their relevance to the
subject matter. The algorithms use fundamental methods that necessitate a quick processor
and appropriate resources but fall short of what is necessary to deliver services focused on
results [7]. The current study focuses on the following objectives.

(1) To propose a system that has higher accuracy of sentiment classification.
(2) To reduce the amount of human labor required for content analysis.
(3) To attain efficiency in terms of both space and time complexity.
(4) To propose a model that is unsupervised and independent of language and training.
(5) To propose a system that makes it easier for customers to make a purchase decision

when you can anticipate their sentiments under critical situations.

This research aims to develop a novel decision-making system that assigns a polarity
sentiment label to a review. Customer feedback is used to generate recommendations for the
best alternative to a given feature set for a restaurant, with feedback frommore knowledgeable
diners providing the most weight. Text mining, sentiment analysis, and MCDM theory are
included in the proposed algorithm. First, we analyze online product reviews using aspect-
level sentiment analysis to determine the positive or negative trend based on the review
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comments. The unsupervised methodology comprises applying the MCDM method. Then,
we use the non-cooperative game theory model, play games between two reviews, and assign
a sentiment tag to each review. The proposed methodology’s applicability was tested in a
hotel selection scenario based on internet comments considering numerous hotel alternatives.
Rating scores, polarity scores of each review comment, and the emotional scores of comments
are used in this study.

1.2 Contributions

In our information, this is the first attempt to use an optimization strategy to explore sentiment
analysis of reviews. The following are some of the article’s significant contributions and
novelties:

(1) We developed an unsupervised mathematical framework for analyzing sentiments using
optimization techniques based on the MCDM and non-cooperative game models. We
performed tertiary class sentiment classification of reviews.

(2) We performed two tasks: first, we performed sentiment orientation tagging of reviews;
second, we performed the aspect-based ranking of the food delivery aspects, i.e., food,
delivery, and service.

(3) The proposed model employs optimization techniques of Game theory and MCDM to
enhance precision while reducing the time and space required to run the algorithm.
We used textual feedback and star ratings of reviews to classify sentiment into tertiary
classes.

(4) We implemented the proposed algorithm on three different review datasets, taking
context, rating, and emotional parameters into account. A domain-independent and
language-independent model is presented, which can be used on any domain and any
language with minor modifications.

The structure of the paper can be summarized as follows: In Sect. 1, we go over the basics
of sentiment analysis, MCDM, and game theory. Research in sentiment analysis and game
theory is summarized in Sect. 2. The preliminary theories connected to MCDM and Game
theory are covered in Sect. 3. The proposed sentiment analysis algorithm is presented in
Sect. 4. In Sect. 5, we evaluate the effectiveness of the proposed model against alternative
strategies using three datasets of restaurant reviews.We also validated results using statistical
significance. Finally, in Sects. 6 and 7, we summarize key findings, perform error analysis,
and make recommendations for future directions.

2 Related work

This section provides a chronological overview of the research conducted on sentiment
analysis.We begin by discussing lexicon-basedmethods. Then, some of themachine learning
methods were reviewed. To wrap up, we discuss the topic modeling-based approaches that
describe the identified research need and themethod offered to address the identified research
gap. In the end, we discuss some of the game theory and MCDM-based approaches, which
motivated us to explore both these techniques in the sentiment analysis task.

Lexicon-based approaches primarily make use of reference materials like dictionaries and
corpora. Many lexicon-based methods have been proposed in the literature by Mohammad
et al. [8], Giatsoglou et al. [9], Bravo-Marquez et al. [10], and Bollegala et al. [11]. The
approaches by these authors are explained below in detail.
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Mohammad et al. [8] compiled a 2012 US Presidential Election tweets dataset. Using
punctuation marks, emojis, hashtags, and dictionaries were studied with a total accuracy of
56.84%. Giatsoglou et al. [9] used various vector representations, including lexicon-based,
word embedding-based, and hybrid vectorizations. The techniques were compared using four
datasets of bilingual user reviews from the web. A hybrid approach combining word2vec and
lexicons yielded good results. Using word2vec, it achieved 74.49% accuracy on the Movie
Review Polarity dataset and 87.80% on the IMDb Large Movie Review Dataset. Bravo-
Marquez et al. [10] employed lexica to classify short microblogging messages. The authors
conducted experimentswithSanders andSemEval and employed commonly available lexical.
Bollegala et al. [11] created a thesaurus to increase feature vectors for sentiment categorization
and used Logistic Regression. Themethodwas tested on theMultidomain SentimentAmazon
Dataset with an overall performance of 80.91%.

The attention and machine learning methods in the literature have shown promising
prospects and innovation. Attention-based aspect-based sentiment analysis was proposed
by Liu et al. [12]. The authors suggested a co-attention mechanism to acquire missing data
information. The authors created a new loss function because features and settings weren’t
matched. The model was created using pre-trained GloVe and BERT models and evaluated
using the Twitter and Restaurant datasets, resulting in a successful aspect-based sentiment
analysis. The author [13] proposed the TRG-DAtt model for sentiment analysis. It utilized
the combination of a target relational graph (TRG) and a double attention network (DAtt) to
decipher and evaluate emotional data using decision-making. Second, to acquire the DAtt and
the sentiments behind the keywords and feedback, they created a dependency graph attention
network (DGAT) and an interactive attention network (IAT). By compiling the TRG’s seman-
tic data, DGAT simulated its interdependencies. Zunic et al. [14] employed a corpus of drug
reviews to assess the model’s performance in the health and wellbeing domain, where this
task was to elicit negative emotions. The study showed that the graph convolution method
was superior to the more common deep learning architectures when applied to aspect-based
sentiment analysis. For optimal use of syntactic information and emotional dependencies,
the author [15] proposed an aspect-gated graph convolutional network (AGGCN) built on
a phrase’s dependency tree and performed a unique aspect gate to guide the encoding of
aspect-specific information at the outset. Donadi [16] demonstrated how to develop a Ger-
man Sentiment Analysis system using TensorFlow and human-labeled data sets. This study
introduced machine learning and Tensor Flow and created a rudimentary RNN using the
tools. This research focuses on results from combining data sets.

Numerous studies on the topic modeling technique have been published, and we discussed
the most precise and up-to-date approaches. The author [17] introduced a new probabilistic
modeling approach based on the joint sentiment topic (JST) model, which can identify senti-
ment and topic from the text. Reverse JST, a reparametrized variant of the JST model derived
by switching the order of sentiment and topic generation in the modeling process, is investi-
gated. To extract a hierarchical structure of aspect-based sentiments from unlabeled internet
reviews, the author [18] proposed a hierarchical aspect sentiment model (HASM). Every part
of a HASM system is organized like a tree. Each node contains a two-tiered tree, with the
root representing a facet and the children representing the related emotional extremes.

Compared to other proposed aspect-sentiment joint models, the results show that the pre-
sented model improved the classification accuracy at the sentence level. The author [19]
investigated methods to better mine customer reviews for opinions on specific aspects of a
product or service offered on the web. Initially, the author employed the extracted aspect-
dependent sentiment lexicons in several aspect-level opinion mining tasks, including implicit
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aspect identification, aspect-based extractive opinion summarization, and aspect-level senti-
ment categorization. Experimental results demonstrated that the ASUM + model acquired
sentiment dictionaries that rely on several aspects. Pablos et al. [20] conducted an aspect-
based sentiment analysis utilizing topic modeling and continuous word embedding. The
author conducted evaluations for four languages and multiple domains. With a few seed
words changed, the suggested method is simple to adapt to various domains and linguistic
systems.

Recent years witnessed a proliferation of studies employing game theory and MCDM for
sentiment analysis. An efficient system for predicting the emotional future based on game
theorywas proposed byBu et al. [21]. Game theorywas applied toword sense disambiguation
by Tripodi et al. [22] and Jain and Lobiyal [23]. Game theory-integrated Wikipedia is the
basis for Ahmad et al. [24] multi-document summarization system. Several approaches for
rumor identification based on game theory were introduced in recent years, including work
by [25–28] demonstrated models for sentiment analysis based on game theory. Keyword
extraction was executed using Game Theory by the author [29]. The study [30] published by
the author employed the evolutionary Game Theory and made query expansion more precise
and time-efficient. To identify propaganda, Barfar employed Shapley value methods [31].
Researchers used the Bayesian gamemodel for binary class sentiment analysis of written text
[32]. Many studies used the MCDM approach for sentiment analysis to recommend the best
hotel [33–37]. Some studies used MCDM techniques for selecting electric vehicle batteries
[38].

The successful application of game theory and MCDM to various NLP problems inspired
us to investigate the applicability of game theory and MCDM for NLP tasks. A novel unsu-
pervised method for sentiment analysis is presented in this study. Using game theory and
multi-criteria decision-making, we investigate how to improve text sentiment analysis by
incorporating in background information, subjective evaluations, and expert opinion.

3 Research gap

Algorithms developed using machine learning (ML) provide a high degree of accuracy and
may be easily modified to fit new circumstances. The major downsides of these methods
are that they are laborious, limited in scope, and reliant on both human intervention and
information tagging. Poor results and failure occur when there is no probabilistic foundation
for the classification and the number of attributes greatly exceeds the number of samples.
In comparison with other algorithms, training an ANN requires a large amount of time
and frequently a sizeable dataset. Compared to other models, sentiment analysis can be
implemented more easily with the help of deep neural network techniques like (DNNs),
(CNNs), and (RNNs). Their complex architecture, high computational cost, and overfitting
issues make training them more time-consuming [19, 39–43].

Sentiment analysis based on topic modeling is feasible. The goal of topic modeling is to
extract themost salient themes, entities, or subjects from a text corpus by recognizing patterns
within that corpus. But it fails when the text is shorter, and topic modeling is infamously
harder to perform, such as when the corpus is made up of tweets rather than traditional news
items. Due to a lack of context, brief texts present a challenge for tasks like topic detection
and sentiment extraction due to a lack of data. The topic model’s quality depends on its
manipulation and refinement, which is often manual and necessitates time-consuming fine-
tuning of model parameters. The problem of configuration is one of the most significant
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obstacles in subject modeling. Though several high-quality research projects have tackled
the problems of topic modeling and sentiment analysis of brief texts, there is still room for
improvement in terms of accuracy and efficiency in the models’ output [44, 45].

Various studies have proposed supervised, semi-supervised, and unsupervised techniques
for sentiment analysis. So this is the first time MCDM techniques have been applied to
the review dataset. This study developed a sentiment orientation tagger for text, classified
reviews as positive, negative, or neutral, and the priority of various aspects of restaurants.
The proposed study is explained in depth in Sect. 3.

3.1 How the proposedmethodology differs from others?

Wedesigned amathematical framework usingMCDMand game theory in the proposedwork.
We performed two tasks: sentiment orientation tagging and aspect-based review ranking. We
used the Simple Additive Weighting (SAW) method for sentiment orientation tagging. This
method aggregates the context, rating, and emotion scores extracted from reviews and gives
the ranking scores. Then, we play the non-cooperative game between two reviews and deduce
their sentiment tags using the principle of Nash equilibrium. For aspect-based ranking, we
consider three aspects of reviews, i.e., food, service, and delivery experienced by the customer.
For this purpose, we used the Preference Selection Index (PSI) MCDM ranking method and
ranked different aspects. The proposed model was tested with various evaluation metric
measures. The validity of the proposed model was checked using statistical significance. The
proposed model presents state-of-the-art performance using integrated MCDM and game
theory.

4 Preliminaries

This section provides an overview of the methodologies utilized in this study. Section 3.1
introduces the game theory and non-cooperative games in sub-Sect. 3.2. Sections 3.3 and 3.4
provides the structure for multi-criteria decision-making and explain how they relate to game
theory. There is a quick overview of SAWand PSImethods in Sects. 3.5 and 3.6, respectively.

4.1 Game theory

The study of mathematical models of tactical interactions between rational agents is known
as game theory. It can be used in areas as diverse as computer science, logic, and systems
analysis. According to the definition given by [46], to put it simply, game theory is "a set of
situations in which each player needs to take into account the actions of other players to make
effective decisions. In this scenario, everyone is considered to act reasonably. What happens
next depends entirely on the choices made by the other participants [47]. Game theory’s
predictive power is beneficial in cooperative decision-making. A game has the following
components.

• Players: Competitors whose sole motivation is to achieve victory.
• Strategy profile: The term "strategy profile" (Ai) refers to a group of players’ decisions
and actions.

Ai = {s1, s2, ..., si }
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• Payoff: The reward a player receives for executing a specific strategy.
• Best Response: The best response function (br) of each player is the best strategy (si) one
can make on a strategy profile (Ai).

bri (s−i ) = {si ∈ Ai : ui (si , s−i ) ≥ ui (s
k
i , s−i ); ∀ski ∈ Ai }

• Nash Equilibrium: A decision-making principle known as the Nash equilibrium states
that players can attain the desired point, after which they cannot deviate from their initial
strategy. i.e., if s* is a Nash equilibrium, then si* ∈bri(s-i*). It is also known as the point
where the players’ best strategies intersect.

• Strongly Dominated Strategy: Irrespective of what other players are doing, a player
who continuously employs a dominant approach has the best results. Every significantly
dominant approach indicates Nash equilibrium and, therefore, the optimal response. In a
two-player game (A, B) ∈ R

m×n , a strategy strongly dominates s if Eq. 1 holds for all
strategies of the other player t.

u(s, t) < u(s∗, t) (1)

• WeaklyDominant Strategy: In a two-player game, (A, B)∈ R
m×n , A strategy s is weakly

dominated by s∗ if for all strategies of the other player t as depicted in Eq. 2.

u(s, t) ≤ u(s∗, t) (2)

4.2 Non-cooperative game

A non-cooperative game is a method for modeling and evaluating scenarios in which each
player’s best choices rely on their beliefs or expectations about their opponents’ behavior.
Non-cooperative games are generally analyzed through the game theory model, which tries
to predict players’ strategies and payoffs and find Nash equilibria. Non-cooperative models
assume that players do not have a cooperation mechanism (to make binding commitments)
outside the specified rule of the game.

4.3 MCDM

MCDM is a process that combines the performance of various alternatives based on a variety
of qualitative and quantitative criteria to arrive at a solution that can be agreed upon by all
alternatives involved [48]. There are two types of criteria in an MCDM problem. The benefit
criteria are those that should be maximized. Cost criteria, on the other hand, are those that
must be reduced to the minimum level. A typical MCDM problem with m alternatives (A1,
A2, …, Am) and n criteria (C1, C2, …, Cn) can be presented with the below expression.

M = [mi j ]m×n, W = [w j ]n
where M stands for the decision matrix, mij stands for the ith alternative’s performance
concerning the jth criterion, W stands for the weight vector, and wj denotes the weight of
the jth criterion. Typically, the original decision matrixM is incomparable because multiple
units of measure are used to convey various criteria. Since the 1960s, numerous MCDM
techniques and approaches have been effectively applied in various areas.MCDM’s objective
is to help decision-makers choose an alternative that satisfies their needs and is consistent
with their preferences, not just to recommend the best alternative. A thorough understanding

123



N. Punetha, G. Jain

Fig. 1 MCDM–game relationship (color figure online)

of MCDM approaches and the participants’ views is essential for efficient and successful
decision-making in the early phases of the process. Multiple python1 libraries are available
to execute MCDM techniques smoothly.

4.4 MCDM as a game of strategy

An MCDM problem with p alternatives and q criteria is typically defined in the cardinal
form. Equation 3 introduces the decision matrix of MCDM [49].

M =

⎡
⎢⎢⎣

m11 m12 ... m1q

m21 m22 ... m2q

... ... ... ...

mp1 mp2 ... mpq

⎤
⎥⎥⎦ (3)

where mi j is the performance of the ith alternative under the jth criterion for i = 1, 2, …, m
and j = 1,2, …, n.

The essential parts of anMCDMmodel are the criteria, the alternatives, and different ways
each alternative meets each criterion. These components relate to the essential components
of strategic games: participants, strategies, and payoff from expected outcomes. Figure 1
shows that the MCDM and game model have a direct correlation.

4.5 Preference selection index (PSI) method

Maniya and Bhatt [50] presented the PSI approach for material selectionMCDM challenges.
The PSI method determines criteria weights entirely on the information presented in the
decision matrix, i.e., it uses an objective method, such as standard deviation or entropy, to
determine criterion weights. The PSI technique, unlike the majority of MCDM methods,
does not need a determination of the relative weight of the criteria. As a result, the technique
is beneficial when determining the relative relevance of numerous criteria [51]. The PSI
approach for handlingMCDMproblems has several steps in its primary application procedure
and determines the purpose and the appropriate criteria for evaluating the alternatives.

1 https://pypi.org/project/pymc/.
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4.6 SAWmethod

SAW is commonly referred to as the method of adding weights. The underlying principle of
the SAW technique is to find the weighted sum of the performance ratings for each alternative
across all attributes [52]. The decision matrix (M)must be normalized for the SAW approach
so that all possible alternative ratings can be compared on a single scale. The weighted sum
of all attribute values calculates a candidate solution’s final SAW score. The SAW method
has three essential steps: normalizing the decision matrix (M), applying the weight vector
W , and figuring out the total score for each alternative [34].

5 Proposedmethodology

In thiswork,we propose a SentimentOrientationTaggerModel (SOTM) and anAspect Based
Ranking Model (ABRM). The objective of SOTM is to give a sentiment tag for each review.
Similarly, the ABRM is designed to rank the three aspects of reviews, i.e., food, delivery, and
service, and give an excellent, worst, and average tag based on the ranking. Figure 2 shows
the pipeline of the proposed methodology. We took three parameters of reviews, i.e., context,
rating, and emotion associated with the reviews. When these three parameters are given as
input to SOTM, we get the sentiment orientation of each review. Similarly, when given as
input to ABRM, we get a ranking of different aspects of the restaurant.

5.1 Sentiment orientation tagger model (SOTM)

SOTM aims to give a sentiment tag to a review. The pipeline of the SOTM model is shown
in Fig. 3. The first step is to create a decision matrix consisting of three alternatives and

Fig. 2 Pipeline of the proposed model (color figure online)
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Fig. 3 Pipeline of the SOTM model for sentiment tagging (color figure online)

three criteria. Three criteria are context, rating, and emotion, and the three alternatives are
positive, negative, and neutral. Evaluations of scores (CP, CN, CO, RP, RN, RO, EP, EN, EO)
corresponding to these criteria and alternatives are explained in detail in further steps. After
creating the 3 × 3 matrices, the SAW method is implemented to get the ranking scores of
each review. After the game, the model is applied to get the Nash equilibrium, and then, the
final tag is deduced.

Step 1: Construct a decision matrix
To construct a decision matrix for SOTM, we consider the context of reviews, the emotion

of reviews, and the rating given by the customer. The numeric scores are calculated by using
Eqs. 4–9.

(i) Evaluation of Rating Score

The rating given with the review ranges from 1 to 5 stars. We use these star ratings to
evaluate rating scores for positive, negative, and neutral sentiments of a review. We first
calculate the degree of positive rating (DRP), degree of negative rating (DRN), and degree
of neutral rating (DRO). In Eq. 4, DRP = p, where p is the actual rating of a review given by
the customer. In Eq. 5, we calculate DRN, where we subtract DRP from 5 because 5 is the
maximum rating of a review.We calculate DRO using Eq. 6. Then, we normalize DRP, DRN,
and DRO to nullify one score’s dominance over the other. After normalization, all scores are
between 0 and 1. Normalization of rating scores (RP, RN, and RO) is done using Eqs. 7, 8,
and 9.

DRP = p (4)

DRN = (5 − DRP) (5)

DRO = (5 − |DRP − DRN|) (6)

RP = DRP

DRP + DRN + DRO
(7)

RN = 5 − DRP

DRP + DRN + DRO
(8)

RO = 5 − |DRP − DRN|
DRP + DRN + DRO

(9)
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(ii) Evaluation of Emotion Scores

Emotions are classified as happy, angry, surprised, sad, or fear. In the current study, we
neglect the fear emotion. Equation 10 shows the set of four emotions, i.e., Happy (H), Angry
(A), Sad (S), and Surprise (Sp).We evaluate emotion scores using the text2emotion2 library in
python. Then,we categorize emotionsE into three categories: positive emotion (EP), negative
emotion (EN), and neutral emotion (EO). The values of EP, EN, and EO are evaluated using
Eqs. 11–13. The range of values of EP, EN, and EO is between 0 and 1.

E = {
H , A, S, Sp

}
(10)

EP = H + SP (11)

EN = A + S + SP (12)

EO = H + S + SP + A

2
(13)

(iii) Evaluation of Context Scores

Context score is a numerical score thatwe create from textual reviewer feedback.Weassign
weights to each of the three possible contexts, positive (CP), negative (CN), and neutral
(CO) context scores. To determine the context score for the textual comments, we used
SentiWordNet (SWN) [35]. Words that have positive or negative connotations are recorded
in the SWN database. We take the POS-tagged words in a review comment and add their
positive and negative polarity values. Values for the context score can range from 0 to 1. We
calculate the CP, CN, andCOvalues by followingAlgorithm 1.After calculating these scores,
we named CP, CN, and CO as γ 1, γ 2, and γ 3. The input in Algorithm 1 is the customer’s
written reviews, and as the output, Algorithm 1 returns the normalized context scores (CP,
CN, and CO).

Once all the scores are evaluated, we construct a decision matrix. Table 1 shows the
constructed decision matrix. It consists of positive, negative, and neutral as the alternatives,
and context, rating, and emotion as the criteria of the matrix.

Step 2: SAW Technique
In this step, we apply Algorithm 2 to tag the sentiment of reviews. There are two criteria

in Algorithm 2. A beneficial criterion (BC) is one for which the highest value is aimed.
The criteria are considered non-beneficial (NBC) when minimum values are sought. We

2 https://pypi.org/project/text2emotion/.
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Table 1 Alternatives and criteria
of the decision matrix Criteria →

Alternative ↓
Context Rating Emotion

Positive CP RP EP

Negative CN RN EN

Neutral CO RO EO

Table 2 Ranking scores of three
sentiment orientations Orientation Ranking scores

Positive λ1

Negative λ2

Neutral λ3

considered three criteria, viz., rating, context, and emotions, and all are BC. Since none of
the criteria are NBC, thus NBC is equal to zero. Next, we assign weights (W ). We chose W
= 0.33 because all criteria have equal weightage. Lastly, we evaluate the ranking scores, as
shown in Table 2.

Step 3: Sentiment orientation tagging using the game model
Now, a non-cooperative game is played between players. For a non-cooperative game, we

need two players (R1 and R2) with positive, negative, and neutral strategies. Ranking scores
in Table 2 are taken as the payoff for players. Ranking scores of R1 are λ1, λ2, λ3 and ranking
scores of R2 are ω1, ω2, ω3. The possible combinations of ranking scores of R1 and R2 are
shown in Table 3. To achieve the Nash equilibrium, we apply dominant strategies (DRi) as
given in Eq. 1 and Eq. 2. The strategies corresponding to the payoffs of Nash equilibrium are
the deduced tag of each review. We follow Algorithm 3, implemented using Nashpy3 library
of python, to reach the Nash equilibrium.

3 https://github.com/drvinceknight/Nashpy.
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Table 3 Normal form representation of game played between two reviews

Players
↓→

R2

Strategies ↓→ Positive Negative Neutral

R1 Positive (λ1, ω1) (λ1, ω2) (λ1, ω3)

Negative (λ2, ω1) (λ2, ω2) (λ2, ω3)

Neutral (λ3, ω1) (λ3, ω2) (λ3, ω3)

5.2 Aspect-based rankingmodel (ABRM)

ABRM is designed to rank aspects so that customers can conveniently get help making the
right decision. This model includes two steps. The first step includes evaluating food, service,
and delivery quality scores. The second step aggregates these three scores to calculate the
PSI score and rank each aspect in descending order. Figure 4 shows the steps required in the
ABRM model.Step 1: Evaluation of Aspect-based scores

We consider three aspects that improve restaurants’ performance: food quality, service
quality, and delivery quality of reviews. For implementing MCDM, we need the numeric
scores of these aspects. So the first step in ABRM is the evaluation of these scores.

(i) Evaluation of Food Quality Score

We get to know the food quality of the restaurant using written feedback, so we used SWN
lexicon-based approach to evaluate whether the sentiment behind the food quality is positive
(FP), negative (FN), or neutral (FO).

(ii) Evaluation of Service Quality Score

The service quality of restaurants is evaluated using emotions in the written feedback. We
use the python-based library to calculate the emotions. We evaluate whether the sentiment

Fig. 4 Pipeline of the ABRM model for aspects ranking (color figure online)

123



N. Punetha, G. Jain

of service quality is positive (SP), negative (SN), and neutral (SO) using Eqs. 14 - 16.

SP = H + SP (14)

SN = S + A + SP (15)

SO = S + A + SP + H

2
(16)

iii) Evaluation of delivery quality score

To evaluate the delivery quality score, we use the delivery rating given by customers to
the delivery services. The sentiment about the delivery service can be positive (DP), negative
(DN), or neutral (DO). The values are evaluated using Eqs. 17 - 19. In the given equations,
p is the rating given for the product. The range of DP, DN, and DO is between 0 and 1.

DP = p (17)

DN = 5 − DP (18)

DO = 5 − |DP − DN| (19)

The decision matrix containing the three alternatives (Food, Service, and Delivery) and
their criteria (Positive,Negative, andNeutral) is given inTable 4.Here alternatives are aspects,
and criteria are the sentiment tags of each review.Step 2:We apply the PSIMCDM technique
for ranking the aspects. These rankings help us get prioritywhile ordering food from an online
service. This step is implemented in Algorithm 4. Three criteria, i.e., positive, negative, and
neutral, were considered in this step. All three criteria are BC; thus, NBC equals zero. Then,
as a next step, we normalize these criteria. Depending upon the ranking, the alternative with
the highest rank gets the excellent tag, and the last-ranked alternative gets the worst.

Table 4 Decision matrix consists
of alternatives and criteria Criteria →

Alternative ↓
Positive Negative Neutral

Food FP FN FO

Service SP SN SO

Delivery DP DN DO
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Table 5 Preference selection
index of three aspects Aspects Preference selection indexes (Ii)

Food I1
Service I2
Delivery I3

After applying Algorithm 4, we get the results illustrated in Table 5.We rank them accord-
ingly and give them suitable tags depending upon the ranking of alternatives. The highest
PSI score gets the excellent tag, and the lowest PSI score gets the worst tag.

I1 	 I2 	 I3 and
I1 → Excellent
I2 → Average
I3 → Worst

5.3 Illustrative Example

Consider the following two reviews: R1 and R2. Each review consists of written feedback
from customers and corresponding ratings based on individual experiences.
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R1 (1 star): “Very bad service provides by swiggy no any customer care help and very
rude answer given by riders very poor service.”

R2 (4 star): “Absolutely fantastic platform for online food ordering & delivery within
estimate time. have a great deal with every time to give better & best satisfaction.”

5.3.1 SOTM algorithm

The SOTMalgorithm gives the sentiment orientation of the written feedback by the customer.
We first construct the decision matrix shown in Table 6 by following Algorithm 1. Following
Algorithm 2, we get the ranking scoresmentioned in Table 7 forR1 andR2.We apply the non-
cooperative game model using Algorithm 3. Table 8 shows the normal form representation
of the game model; then, using the principle of Nash equilibrium, we deduce the sentiment
orientation of both reviews highlighted in bold in Table 8.

Table 6 Decision matrix consists of alternatives and criteria of R1 and R2

R1 (1 stars) R2 (4 stars)

Alternatives Context Rating Emotion Alternatives Context Rating Emotion

Positive 0.0127 0.1250 0.0000 Positive 0.1266 0.5000 0.6600

Negative 0.0706 0.5000 0.1100 Negative 0.0588 0.1250 0.3300

Neutral 0.0579 0.3750 0.0825 Neutral 0.0678 0.3750 0.1650

Table 7 Ranking scores of R1 and R2

R1 R2

Alternatives Appraisement score Alternatives Appraisement score

Positive 0.0127 Positive 0.8010

Negative 0.0706 Negative 0.1667

Neutral 0.0579 Neutral 0.4166

Table 8 Non-cooperative game played between R1 and R2

R1 R2

Positive Negative Neutral

Positive (0.0127,0.8010) (0.0127, 0.1665) (0.0127, 0.4166)

Negative (0.0707, 0.8010) (0.0706, 0.1666) (0.0705, 0.4166)

Neutral (0.0579, 0.8010) (0.0579, 0.1666) (0.0579, 0.4166)

Bold value indicates the Nash equilibrium of the game played
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5.3.2 Implementation of ABRM

The objective of constructing ABRM is to rank restaurants’ different aspects (Food, Service,
and Delivery). Table 9 shows the decision matrix with numeric values and all the alternatives
and criteria. Following Algorithm 4, we generate PSI scores illustrated in Table 10, then
we rank them, and using Algorithm 4, we arrange them in descending order and give a tag
according to the ranking.

Delivery 	 Food 	 Service
Delivery → Excellent
Food → Average
Service → Worst

For R1 (20)

Delivery 	 Service 	 Food
Delivery → Excellent
Food → Average
Service → Worst

For R2 (21)

Equation 20 shows the ranking of each review’s aspect, which shows that according to
reviewer R1, delivery is excellent, food quality is average, and service is worst. Similarly,
Eq. 21 shows that according to reviewer R2, delivery is excellent, service is average, and
food is worst.

6 Result and performance evaluation

6.1 Data collection

To evaluate the efficacy and efficiency of the proposedmodel, we collected three datasets. The
first dataset was collected from two sources, i.e., Zomato and Swiggy [36]. The second and
third datasets consist of yelp and TripAdvisor restaurant reviews, respectively [4]. Ratings

Table 9 Numeric value alternative and criteria

R1 (1 stars) R2 (4 stars)

Alternatives Context Rating Emotion Alternatives Context Rating Emotion

Positive 0.0127 0.1250 0.0000 Positive 0.1266 0.5000 0.6600

Negative 0.0706 0.5000 0.1100 Negative 0.0588 0.1250 0.3300

Neutral 0.0579 0.3750 0.0825 Neutral 0.0678 0.3750 0.1650

Table 10 Preference selection indexes values of different aspects of the delivery app

R1 (1 stars) R2 (4 stars)

Alternatives PSI Rank Alternatives PSI Rank

Service 0.6480 3 Service 0.1622 2

Delivery 0.8520 1 Delivery 1.0000 1

Food 0.7397 2 Food 0.1356 3
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Table 11 Data statistics of the crawled dataset

Crawled dataset Language Positive Negative Neutral

Zomato + Swiggy English 644 145 211

Yelp English 567 245 188

TripAdvisor English 369 456 175

Fig. 5 Performance of evaluation metrics over three datasets (color figure online)

and comments are included with reviews in each dataset. Table 11 provides data statistics for
the three datasets. After collecting data, we pre-process the data. The term "pre-processing"
describes the operations performed on the data before it is fed into the algorithm. It is a
method used to clean up unstructured data. That is to say, the data are continuously gathered
in a raw format that is impractical for analysis if it is gathered from several sources. A well-
formatted data set is essential for getting the most out of the applied model. We performed
tokenization4, lemmatization5, and stop word6 removal over the datasets to clean the reviews.

6.2 Statistical measurements over three datasets

Numerous evaluation indicators were used to calculate the proposed framework’s robust-
ness. Among these are the F1-measure, accuracy, precision, MCC, etc. Because a model’s
performance may be satisfactory according to one evaluation criteria but subpar according
to another, it is essential to analyze using many metrics. The performance of the proposed
model on the three datasets, as measured by various assessment indicators, is depicted in
Fig. 5. The formulas to calculate the metrics are given from Eqs. 22–30.

Accuracy =
TP + TN

TP + TN + FN + FP
(22)

4 From nltk tokenize import word_tokenize.
5 From nltk.stem import WordNetLemmatizer.
6 From nltk.corpus import stopwords.
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Precision =
TP

TP + FP
(23)

Recall =
TP

TP + FN
(24)

Specificity =
TN

TN + FP
(25)

False positive rate (FPR)= FP

FP + TN
(26)

False negative rate (FNR)= FN

TP + FN
(27)

False discovery rate (FDR)= FP

(TP + FP)
(28)

F1score = (2 ∗ precision ∗ recall)

(precision + recall)
(29)

Matthews correlation coefficient (MCC)= (TP*TN - FP*FN)√
(TP + FP)*(TN + FN)*(FP + TN)*(TP + FN))

(30)

where TP = True positive, TN = True Negative, FP = False Positive, and FN = False
Negative.

When evaluating a model’s performance, accuracy is defined as the proportion of correct
predictions (positive negative and neutral) relative to the total number of predictions. Zomato
+ Swiggy dataset has 0.9 accuracy, and the TripAdvisor dataset is 0.89 accurate. The recall is
the proportion of positive cases adequately predicted by the model out of the total number of
positive cases. The recall is as follows: 0.895 for the Zomato+ Swiggy dataset, 0.85 for Yelp,
and 0.91 for TripAdvisor. Specificity is the percentage of negative cases accurately predicted
by the model out of the total number of negative cases. Specificity for the Zomato + Swiggy
dataset, Yelp, and TripAdvisor is 0.87, 0.78, and 0.65, respectively. Precision measures how
often a model correctly predicts a positive instance out of the total number of positive cases
anticipated by the model. Precision is recorded at its highest for TripAdvisor, around 0.898;
for Yelp, it is 0.83; and for Zomato+ Swiggy, it is 0.86. The F1 score represents the harmonic
mean of the precision and recall scores. The F1 score provides a simple way to evaluate and
compare the results of differentmodels. The F1-score for TripAdvisor is 0.935 for the Zomato
+ Swiggy dataset, or 8.89 and 0.89, respectively.

Alternatively, theMatthews correlation coefficient (MCC) is a more trustworthy statistical
rate that yields a high score only if the forecast is accurate. TheMCC score is recorded highest
for the Zomato + Swiggy dataset, which is 0.7399; 0.69 for Yelp; and 0.71 for TripAdvisor.
The FPRs for the Zomato + Swiggy dataset, Yelp, and TripAdvisor are 0.3, 0.2, and 0.1.
The FDRs for the Zomato + Swiggy dataset, Yelp, and TripAdvisor are 0.1, 0.5, and 0.067.
The FNR for the Yelp dataset is the highest at 0.045; for the Zomato + Swiggy dataset, it is
0.0247; and for the TripAdvisor dataset, it is 0.0136.

6.3 Macro-, Micro-evaluation

We employed macro- and micro-averages to measure overall performance while working
with various datasets. Macro-average independently computes metrics for each class before
averaging them (thus treating all the classes equally). The macro precision, recall, and F1-
score are 0.57, 0.58, and0.58.Micro-average computes themeanmetric by adding each class’s
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Fig. 6 Macro-,
Micro-performance evaluation
metrics over three datasets (color
figure online)

contributions. It is a helpful statistic for determining performance when the size of datasets
fluctuates. Themicro-precision, recall, andF1-score are 0.87, 0.92, and0.90. Equations 31–36
describe the macro- and micro-averaged accuracy, F-score, and recall across the n datasets.
Overall performance estimates are calculated using global and local averages as we navigate
many data sets. The results across all three datasets are shown in Fig. 6.

Macro - averaged Precision =

∑n
i=1 Precisioni

n
(31)

Macro - averaged Recall =
∑n

i=1 Recalli
n

(32)

Macro - F - score = 2.
Macro − Precisioni × Macro − Recall

Macro − Precisioni + Macro − Recall
(33)

Micro - averaged precision =
∑n

i=1 T Pi∑n
i=1 (T Pi + FPi )

(34)

Micro - averaged recall =

∑n
i=1 T Pi∑n

i=1 (T Pi + FNi )
(35)

Micro - averaged F - score = 2.
Micro − Precisioni × Micro − Recall

Micro − Precisioni + Micro − Recall
(36)

We implemented the proposed models on three review datasets to test the performance.
Figure 7 shows the performance of SOTM over three datasets. Zomato and swiggy have the
highest negative feedback from customers, and Yelp shows the maximum neutral feedback.
Figure 8 shows the aspect-based performance of ABRM over three datasets. TripAdvisor is
excellent in food quality and has a least rank in delivery. Similarly, Yelp is best in service and
worst in delivery. Zomato and Swiggy have the best delivery of food. The primary objective
of the SOTM + ABRM is to give the overall quality of aspects and sentiment orientation of
the written feedback.

Figure 7 illustrates the performance of the SOTMacross three datasets that yield sentiment
classification outputs (positive, negative, and neutral). The largest proportion of Yelp reviews

Fig. 7 Output of the SOTM across
three datasets in terms of
sentiment orientation (color
figure online)
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Fig. 8 Output of the ABRM
across three datasets in terms of
aspects ranking (color figure
online)

is positive or neutral. The number of negative reviews for Zomato and Swiggy is the highest.
The proportion of positive, negative, and neutral TripAdvisor reviews is about average. The
results of ABRM on three datasets, which generate rankings for three aspects, are displayed
in Fig. 8. Most people seem to rate their delivery experience using Zomato and Swiggy,
whereas TripAdvisor is the best option for rating their overall experience. Yelp has more
service-related comments than any other platform in the sample.

It is noted that TripAdvisor ranks relatively low for delivery yet high for the quality of its
meal reviews. In a similar vein, Yelp excels in service but fails miserably at delivery. The top
food delivery services are Zomato and Swiggy. The primary function of the SOTM+ABRM
is to provide an overarching assessment of the ideas’ quality in all areas and the emotional
orientation of the written response.

6.4 Comparison over zomato+ swiggy dataset

In this section, we compare the proposedmodel with various approaches byAnas andKumari
[37], Gojali and Khodra [53], Al Omari et al. [39], and Jagdale and Deshmukh [36]. Anas
and Kumari [37] used Naïve Bayes and the random forest method for opinion mining of
reviews. Gojali and Khodra [53] used the WordNet approach to predict the reviews’ orien-
tation and aspect of the reviews, and the recorded F-measure is 0.783 (precision and recall
are the same) over the Zomato dataset [40] proposed sentiment attribution analysis with
hierarchical classification and automatic aspect categorization to improve social listening
for diligent marketing. He proposed five models, out of which SVM on Hierarchical Clas-
sification (Hybrid) gives the best result. Al Omari et al. [39] perform a logistic regression
algorithm on the Zomato dataset and perform a sentiment orientation task (P, N, O). Jagdale
and Deshmukh [36] performed sentiment analysis of the Zomato dataset using a supervised
machine learning classification algorithm like gradient boosting. All the comparison based on
four evaluation metrics is depicted in Fig. 9. The proposed model outperforms in all respects

Fig. 9 Performance comparison of the proposed model with existing approaches (color figure online)
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Fig. 10 Performance comparison with the supervised approaches (color figure online)

having an accuracy 90%, F1-measure 0.88, the recorded precision of the proposed model is
0.86, and recall is 0.87.

6.5 Comparison on trip advisor dataset

We analyzed the TripAdvisor dataset and compared the suggested model to other popular
models. To evaluate these methods, we used supervised models such as PLSA [41], FK-
NN [42], and Decision Tree-J48 [43]. Probabilistic Latent Semantic Analysis (PLSA) was
proposed byKhotimah et al. [41] to study customer evaluations by counting how often certain
words appearedwithin specificdocuments. PLSAassignedpositive andnegative connotations
to words so they could be sorted into categories. The Fuzzy K-Nearest Neighbor (FK-NN)
method, which combines the Fuzzy and K-Nearest Neighbor approaches, was applied for
sentiment analysis by Billiyan et al. [42]. Positive and negative evaluations from customers
are separated using this mixed-sentiment model. On this data set, PLSA outperformed the
FK-NN. There is a 0.72 percent difference between PLSA and FK-NN accuracy. We also
compared our findings with aksono et al. [43].’s Decision Tree-J48. The comparison is shown
visually in Fig. 10.

6.5.1 Comparison with the unsupervised approaches

Afzaal et al. [54] suggested fuzzy logic models, including FURIA, FLR, FNN, FRNN,
and VQNN, which extracted several features to categorize users’ viewpoints. Fuzzy Lat-
tice Reasoning (FLR) performs the best in comparison with the other five models. FLR
is constituted of fuzzy lattice rules. When compared to the proposed model, FLR performs
poorly. The inconsistent application of Fuzzy Logicmodels to solve problemsmay contribute
to unsatisfactory results. Extensive testing is required for system validation and verification.
Zuheros et al. [55] offered DOC-ABSADeepL as a more creative decision-making tool.
Expert judgments were derived from numerical ratings and reviews written in a natural
language. Multi-tasking deep learning models like DOC-sentiment ABSADeepL’s analysis
capability allow it to break down expert reviews into their constituent categories and pull out
the most relevant findings. Figure 11 shows the comparisons of various models based on four
parameters.

6.6 Comparison on yelp dataset

The performance of the proposed model is compared with various supervised models, i.e.,
Naïve Bayes [56], Support Vector Machine, and Genetic algorithm [57], XGBoost [58],
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Fig. 11 Evaluation of the proposed model in comparison with an unsupervised method (color figure online)

Table 12 Comparison of the proposed model with the supervised model

Supervised Algorithm Accuracy Error rate

Naïve Bayes [56] 79.12 20.88

Support Vector Machine [57] 85.20 14.80

Genetic Algorithm [57] 85.30 14.70

XGBoost [58] 83.00 17.00

SVM_FDO (Fuzzy Domain Ontology) [59] 79.59 20.41

Proposed Model 89.01 11.00

and SVM_FDO (Fuzzy Domain Ontology) [59]. Hemalatha and Ramathmika [56] imple-
mented the machine learning algorithms over the yelp dataset. Govindarajan [57] proposed
a comparative study of the effectiveness of ensemble techniques for sentiment classification
in which SVM and Genetic algorithms worked best. Nasim and Haider [58] presented the
Aspect-Based Sentiment Analysis (ABSA) Toolkit developed to perform aspect-level sen-
timent analysis on customer reviews. Luo and Xu [59] proposed a classification algorithm
based on SVM and FDO algorithms. Table 12 shows the results of the experiment. The pro-
posed model has the least error rate as compared to other approaches. The maximum error
rate was recorded by Naïve Bayes and SVM_FDO, i.e., 20.88.

6.6.1 Performance on unsupervised learningmodels

To evaluate the performance of the proposed model, we compared our polarity classification
result with JST [17], ASUM [60], HASM [18], TSM [61], and ASUM+ [19]. For evaluating
maximumandminimumaccuracy,wemake the two samples of the dataset, i.e., a small sample
of 1000 reviews (all of which were given 1 or 5 stars) and a larger sample of 1000 reviews (all
of which were given 2 or 4 stars). Figure 12 represents the maximum and minimum accuracy
range of different models over big and small datasets. ASUM has the range 76–79%, ASUM
+ has the range 84–86%, JST + has the range 60–61%, TSM + has the range 52–54%,
and proposed model has range 85–89%. Compared to other unsupervised approaches, the
proposedmodel outperformed those shown in Fig. 12. The enhanced accuracy of the proposed
model is due to its independency of the training and language. The decreased performance
of these models is because the manipulation and refining of the topic model are essential to
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Fig. 12 Performance evaluation on the yelp dataset of different sentiment classification methods (color figure
online)

Table 13 Z-test statistics for
comparing two proportions
across data sets

Parameters Sample 1 Sample 2

Sample Size(n1) 1000 500

Sample Proportion (p1) 0.91 0.89

Favorable Cases (X1) 910 448

its quality, but they are often performed manually and require extensive fine-tuning of model
parameters, both of which take considerable time. In topic modeling, the configuration is a
major obstacle.

6.7 Significance of statistics in two different data sets

Two proportion tests were conducted using data from hotel reviews and movie reviews,
and both were subjected to the Z test. We used a random sample of 1000 reviews (sample
proportion = 0.91), of which 910 were correctly labeled. Sample 2 also had many reviews
(n2) = 252, but only 410 out of 500 were correctly labeled (a proportion of 0.896). For two
population proportions (p1 and p2), we used the Z-test, with Ho and Ha as possible null
hypotheses. Table 13 provides a concise summary of the information provided.

Ho p1 = p2, i.e., the accuracy of sample 1 = accuracy of sample 2.

Ha p1 �= p2, i.e., the accuracy of sample 1 = accuracy of sample 2.

Calculating the value of the aggregated proportions

P = X1 + X2

N1 + N2
= 910 + 448

1000 + 500
= 0.9053 (37)

For this purpose, we used a two-tailed test called a z-test on two population proportions.
The z-score was determined with the help of Eq. 38.

z = p1 − p2√
P(1 − P)(1/n1 + 1/n2)

= 0.91 − 0.896√
0.9053 × (1 − 0.9053) × (1/1000 + 1/500)

= 0.873

(38)

The accepted and crucial regions of the previously stated theory are depicted graphically
in Fig. 13. The null hypothesis Ho could not be rejected. As a result, there is insufficient
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Fig. 13 A graphical illustration of the hypothesis’s critical region (color figure online)

data to claim that, at α = 0.05 level of significance, the population proportion p1 varies
from p2. At a significance level of α = 0.05, our null hypothesis is accepted, indicating that
proportions 1 and 2, or the proposed model’s accuracy over the hotel review dataset and
the proposed model’s accuracy over the movie review dataset, are identical. The proposed
model’s accuracy is constant across diverse sample sizes and datasets.

7 Discussion and error analysis

The proposed algorithm has its benefits and limitations. The following are the most notable
advantages and disadvantages of the proposed model.

(1) Time complexity determines how many operations it has to conduct concerning the
input dataset size to fulfill its task. The algorithm’s space complexity measures how a
small amount of space it consumes during execution for varying input sizes. Table 14
shows the algorithm’s run time and space complexity in different cases where m is the
number of alternatives and n is the number of criteria. The complexity comes under the
P-class problem solvable in polynomial time. It is also a deterministic algorithm which
means the algorithm that continuously computes the correct answer. The time and space
complexity are linear and calculated in polynomial time, which is reduced by half using
game theory. This is because, in the current study, we played the game between two
players (R1 and R2) using game theory, halving the time required to tag two reviews.

(2) A critical flaw in the proposed method is that if a term is unavailable in the sentiment
lexicon, the system cannot classify customer textual feedback accurately. The sentiment
analysis of English text’s opinion terms is built on the SWN lexicon. The shortcomings
of SWN are that not enough words are covered, and some words are not given the
appropriate polarity score. Table 15 presents a few examples where the proposed model
fails to give the correct deduction.
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Table 14 Efficiency of the
proposed model in different cases Efficiency Best case Average case Worst case

Time Complexity �(m + n) θ(mn) O(mn)

Space Complexity �(m + n) θ(mn) O(mn)

Table 15 Examples where the proposed model fails

Reviews Actual Predicted

(“I do not dislike noodles”) (phrases with negation) Positive Negative

(“Thnk u 4 the treat in @ Phonenix Palladium”) (special characters and slang
terms)

Neutral Negative

(“someone who works as a pizza man does not like pizza?”) (Irony) Neutral Positive

8 Conclusion

In this article, we propose an English language sentiment classification system. The system’s
efficacywas tested on the datasets of movies, restaurants, and electronic product reviews. The
proposed system deploys SWN lexical resources. It follows effective customer feedback and
a rating system to extract all relevant performance. SWN is used to determine the sentiment
scores of written feedback. The system calculates the ranking score for each review using
the SAW method.

Additionally, the algorithm creates a sentiment tag for each review based on the game
theory concept of Nash equilibrium. Observations indicate that the system’s accuracy is
91%. Another task consists of aspect ranking using the PSI method so that the customer
decides according to his priority. The outcomes of the proposed methodology are contrasted
with those of its baseline frameworks, such as lexicon-based and ML. By addressing the
issuesmentioned in the discussion section, the estimated performance of the proposed system
will be enhanced in the future. In addition, we will attempt to improve the accuracy of the
proposedmethod for extending sentiment lexicons by employing aWordNet-based approach.
In addition to providing encouraging results, the proposed systemcould serve as a springboard
for other emerging applications, such as the sentiment analysis of product reviews and the
use of social media for effective policing, government accountability and participation by
the public in decision-making, empowerment of women and the prevention of riots and
other forms of crime. Future works to improve the proposed system’s performance, such
as emoticon and slang lexicon with proper sentiment scoring, need to be investigated. We
can increase the criteria and alternatives by including other polarity classifications (strong
positive, positive, weak, positive, neutral strong negative, negative, weak negative) in future
work to increase the efficiency of the proposed work.
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Abstract
Groundwater contamination studies are important to understand the risks to public health. In this study, groundwater quality, 
major ion chemistry, sources of contaminants, and related health risks were evaluated for North-West Delhi, India, a region 
with a rapidly growing urban population. Groundwater samples collected from the study area were analysed for physicochemi-
cal parameters — pH, electrical conductivity, total dissolved solids, total hardness, total alkalinity, carbonate, bicarbonate, 
chloride, nitrate, sulphate, fluoride, phosphate, calcium, magnesium, sodium and potassium. Investigation of hydrochemical 
facies revealed that bicarbonate was the dominant anion while magnesium was the dominant cation. Multivariate analysis 
using principal component analysis and Pearson correlation matrix indicated that major ion chemistry in the aquifer under 
study is primarily due to mineral dissolution, rock-water interactions and anthropogenic factors. Water quality index values 
showed that only 20% of the samples were acceptable for drinking. Due to high salinity, 54% of the samples were unfit for 
irrigation purposes. Nitrate and fluoride concentrations ranged from 0.24 to 380.19 mg/l and 0.05 to 7.90 mg/l, respectively 
due to fertilizer use, wastewater infiltration and geogenic processes. The health risks from high levels of nitrate and fluoride 
were calculated for males, females, and children. It was found that health risk from nitrate is more than fluoride in the study 
region. However, the spatial extent of risk from fluoride is more indicating that more people suffer from fluoride pollution 
in the study area. The total hazard index for children was found to be more than adults. Continuous monitoring of ground-
water and application of remedial measures are recommended to improve the water quality and public health in the region.

Keywords  Groundwater quality · Hydrogeochemistry · Health risk assessment · Groundwater nitrate · Fluoride 
contamination · Multivariate analyses

Introduction

Groundwater, as an easily accessible resource, not only 
meets the domestic water needs of people but also supports 
agricultural and industrial activities (Jiang et al. 2022). 
This dependence on groundwater is expected to increase in 
the future owing to the water demands of a rapidly rising 
global population (Xiao et al. 2022a). Excessive abstraction 
of groundwater exceeding the natural recharge inevitably 
leads to declining groundwater levels, seawater intrusion, 
land subsidence, and pollution (Wilopo et al. 2021; Orhan 

2021). Groundwater pollution is also caused by contami-
nants released by anthropogenic activities that percolate into 
subsurface aquifers (Goyal et al. 2021; Motlagh et al. 2020). 
Assessment of groundwater quality and human health risks 
related to groundwater pollutants are thus essential research 
themes for scientists and scholars worldwide (Varol et al. 
2021; Snousy et al. 2022).

Major contaminants detected in groundwater are nitrate, 
fluoride, toxic metals, pesticides, pharmaceuticals, hydro-
carbons, and radioactive substances (Bedi et al. 2020; Li 
et al. 2021a). Researchers around the globe have tested 
groundwater samples for the presence of such contaminants 
and evaluated their suitability for drinking and irrigation 
purposes using geospatial tools, multivariate statistics, 
and index-based approaches (Sarma and Singh 2021). For 
example, Rahman et al. (2018) assessed the groundwater 
quality of Gopalganj district in Bangladesh and reported 
that most hydrochemical parameters exceeded the limits for 
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drinking water standards. For the Guanzhong Basin of north-
western China, Li et al. (2021b) analysed 25 groundwater 
samples and reported that residents of their study area are 
at risk from high fluoride levels. Ram et al. (2021) applied 
water quality index and GIS methods to samples from Uttar 
Pradesh, India, to categorize the groundwater quality as 
excellent, good, poor, and unsuitable. For Malda district in 
Eastern India, water quality assessment showed that 14% 
of the groundwater samples fell in poor category (Sarkar 
et al. 2022).

The occurrence of high levels of nitrate and fluoride in 
groundwater has been reported in many studies (Rezaei 
et al. 2017; Rufino et al. 2019; Makubalo and Diamond 
2020; He et al. 2021; Liu et al. 2022). Nitrate enters the 
groundwater system from excessive fertilizer use, agricul-
tural runoff, sewage and septic tank leaks, manure systems 
and animal wastes (Duvva et al. 2022; Dhakate et al. 2023). 
Consumption of groundwater with nitrate levels greater than 
45 mg/L can lead to methemoglobinemia. Also known as 
blue baby syndrome, this condition reduces the ability of 
blood to transport oxygen, causing breathlessness, cardiac 
arrest or death, especially in infants (Ceballos et al. 2021; 
Golaki et al. 2022; Gugulothu et al. 2022; Panneerselvam 
et al. 2022). Fluoride naturally occurs in groundwater from 
geogenic sources and weathering of fluoride-bearing miner-
als (Subba Rao 2017; Mukherjee and Singh 2018). Surplus 
application of phosphate fertilizers further enhances the 
fluoride pollution of groundwater (Karunanidhi et al. 2020; 
Subba Rao et al. 2021). The intake of fluoride within the 
permissible limits for drinking water prevents tooth decay 
and dental cavities and helps in bone formation (Adimalla 
and Venkatayogi 2017; Sathe et al. 2021). But the long-term 
intake of excessive fluoride (≥ 1.5 mg/l) may lead to neuro-
logical effects, and dental and skeletal fluorosis (Mukherjee 
and Singh 2018; Ambastha and Haritash 2021; Liu et al. 
2022).

In India, high levels of nitrate and fluoride have been 
reported in many regions — Maharashtra (Nawale et al. 
2021), Telangana (Adimalla and Li 2019; Subba Rao et al. 
2021; Duvva et al. 2022), Punjab (Singh et al. 2020), Hary-
ana (Kaur et al. 2020; Rishi et al. 2020), Assam (Sathe et al. 
2021), Rajasthan (Rahman et al. 2021; Jandu et al. 2021), 
Tamil Nadu (Karunanidhi et al. 2020; Khan et al. 2021), 
Jharkhand (Giri et al. 2021) and Uttar Pradesh (Maurya et al. 
2020). The United States Environmental Protection Agency 
has developed a framework to assess the health risks from 
the usage of fluoride and nitrate contaminated groundwater 
(USEPA 1989; 1997; 2004; 2014). Many researchers around 
the world have adopted this model in their studies to evalu-
ate the hazard index (HI) for different categories of people 
— males, females, children and infants (Singh et al. 2020; 
Chen et al. 2021; Reddy et al. 2022). The acceptable limit 
of non-carcinogenic risk is when HI ≤ 1. If the HI is more 

than 1, then exposure to contaminated groundwater has seri-
ous adverse effects on health (Adimalla et al. 2019). Many 
studies have reported that infants and children are more at 
risk than adults (Gao et al. 2020; Adimalla and Qian 2021).

The North-West region of Delhi has industrial, resi-
dential and agricultural areas. In the last two decades, this 
region has experienced major changes in land use. Much 
of the agricultural lands and rural built-up area have been 
converted to urban areas. Identifying the mechanisms of 
groundwater pollution arising from the rapid urbanization 
in this region is important. This study was carried out in the 
North-West region of Delhi, India, to (a) evaluate the hydro-
geochemistry of groundwater and its suitability for drinking 
and irrigation, (b) assess the spatial extent of fluoride and 
nitrate contamination, and (c) estimate the corresponding 
non-carcinogenic health risks for men, women and children 
using the USEPA method. The results of this study will be 
helpful in understanding how increasing urbanization influ-
ences groundwater quality and affects human health.

Materials and methods

Study area

The investigated area lies in the North-West region of the 
National Capital Territory (NCT) of Delhi. The NCT cov-
ers a geographical area of 1483 km2 and falls in the Yamuna 
River sub-basin, which controls its drainage system. The 
NCT has adjoining smaller cities — Faridabad, Gurugram, 
Ghaziabad and Noida which contribute to a total of 3000 
km2 of urban area (Chaudhuri and Sharma 2020). The region 
is characterized by hot summers and cold winters. The aver-
age rainfall is 581 mm. July, August and September are the 
main monsoon months that receive 81% of the total rain-
fall. There are planned residential and industrial areas in 
the North-West region of NCT with some agricultural lands 
near the adjoining state of Haryana (CGWB n.d). Thus, this 
area has both urban as well as rural populations. Land use 
maps from Bhuvan (2021) show that agricultural regions 
have decreased in the last 15 years while urban areas have 
increased in this region.

In Delhi, the aquifer geology is complex, varying from 
Quartzite to Older and Younger Alluvium (CGWB 2021; 
Sarma and Singh 2022). North West District is characterized 
by unconsolidated Quaternary alluvium deposits from the 
Middle to Late Pleistocene Age (CGWB n.d). Sand, silt, and 
clay are the major soil types in the region in varying propor-
tions. In most of the district, water levels are 5–10 m below 
ground level, with deeper water levels (> 15 mbgl) observed 
in the northern part. The district is bordered by the Yamuna 
River in the northeast which controls the drainage system. 
The total annual groundwater recharge has been estimated 
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as 8630.7 ham and total annual ground water draft for all 
uses has been estimated as 9015.2 ham as on 2011 (CGWB 
n.d). Groundwater exploration studies by the Central Ground 
Water Board, India, showed that discharge in exploratory 
wells and piezometers ranged from 150 to 2816 lpm and 
drawdown ranged from 0.72 to 17.23 m (CGWB n.d). The 
overall stage of ground water development of the area is 
112.36%. The Central Ground Water Board has classified the 
sub-regions of the district as semi-critical or over-exploited.

Sample collection and analysis

Groundwater samples from 58 locations in the study area 
were collected from handpumps and bore wells with a depth 
range of 15–35 mbgl in January 2021. The coordinates of 
the sampling locations were recorded using a portable GPS 
device. Location map of the study area and sampling points 
were prepared by GIS software ArcMap 10.7.1 (Fig. 1). The 
wells were pumped for 5–10 min to remove the interference 
from any stagnant water. The water samples were collected 
in distilled water rinsed polyethylene bottles of 1 l capac-
ity. The sample bottles were sealed, labelled and stored at 
4 °C. The analytical procedures for estimating the ground-
water parameters were carried out according to the standard 
methods given by the American Public Health Association 
(APHA 2017).

The physical parameters — pH, electrical conductivity 
(EC) and total dissolved solids (TDS) were measured on site 
using a portable multi-parameter meter (Orion Star A320). 

Prior to use, the pH meter was calibrated using buffer solu-
tions of pH 4.0, 7.0 and 10.0 and the EC meter was cali-
brated using standard solutions with EC = 1413 μS/cm and 
12.9 mS/cm. Total hardness (TH as CaCO3), total alkalinity 
(TA as CaCO3), chloride (Cl−), carbonate (CO3

2−), bicarbo-
nate (HCO3

−), calcium (Ca2+) and magnesium (Mg2+) ions 
were determined by titrimetric methods. Sulphate (SO4

2−), 
nitrate (NO3

−), and phosphate (PO4
3−) were measured using 

UV–Visible Spectrophotometers (Labtronics 290 and 
LabIndia Analytical UV 3092). Fluoride (F−) was measured 
using an electrode meter. Sodium (Na+) and potassium (K+) 
ions were determined using a flame photometer (Systronics 
128). The analytical test methods, their corresponding rea-
gents and detection limits are presented in Table S1. The 
accuracy of the chemical analysis was validated by charge 
balance errors (CBE), and samples with ± 10% error were 
considered only (Domenico and Schwartz 1990; Adimalla 
et al. 2019; Rahman et al. 2021; Panneerselvam et al. 2022). 
Eliminating samples above this error, 52 samples were con-
sidered for further analysis (Fig. S1). The CBE was calcu-
lated as CBE =

∑

cations−
∑

anions
∑

cations+
∑

anions
× 100.

The groundwater samples were evaluated for drinking 
purpose by comparing the observed value against the rec-
ommended limits given by the Bureau of Indian Stand-
ards (BIS) and World Health Organization (WHO). The 
spatial distribution maps of the groundwater parameters 
were created using the inverse-distance weighted (IDW) 
interpolation technique in ArcMap 10.7.1 software. The 

Fig. 1   Groundwater sampling locations in the study area
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hydrogeochemical characteristics of the groundwater 
samples were studied by plotting Piper trilinear diagram 
(Piper 1944) in AquaChem software. Chloro-alkaline indi-
ces CAI-1 and CAI-2 (Schoeller 1965) were calculated 
to understand the mechanisms of ion-exchange and rock-
water interactions (Subba Rao 2017). CAI-1 and CAI-2 
were calculated as per the following equations (all ions 
in meq/l).

Water quality index values (WQI) were calculated to 
determine the suitability of the groundwater samples for 
drinking. The WQI was based on the values of pH, TDS, 
TH, TA, Cl−, F−, SO2−

4, NO−
3, Ca2+, and Mg2+. The fol-

lowing equation was used to calculate the WQI.

where Qi is the quality rating for each parameter given by 
Qi = 100 *[(Vi − Vo)/(Si − Vo)], Vi is the observed value of ith 
parameter, Vo is the ideal value of parameter in pure water 
(0 for all parameters; 7.0 for pH), Si is the recommended 
standard value of ith parameter and Wi is the unit weight 
of each parameter (Wi = K/Si). For calculation of Wi, K is 
proportionality constant given by K = 1/∑(1/Si)).

In order to determine the suitability of the samples for 
irrigation, the parameters such as soluble sodium per-
centage (SSP), residual sodium carbonate (RSC), sodium 
absorption ratio (SAR), permeability index (PI), Kelley’s 
ratio (KR) and magnesium hazard (MH) were calculated 
as per their respective formula (Aravinthasamy et al. 2021) 
(Table 1). The suitability of samples for irrigation was 
also determined using the US Salinity Laboratory clas-
sification (USSL 1954). IBM SPSS Statistics software 
version 26 was used for multivariate statistical techniques 

(1)CAI − 1 =
Cl

−
− Na+ + K+

Cl
−

(2)CAI − 2 =
Cl

−
− Na+ + K+

SO
2−

4
+ HCO

−

3
+ CO

2−

3
+ NO

−

3

(3)WQI =

∑

WiQi
∑

Wi

— principal component analysis (PCA) and Pearson cor-
relation matrix.

Health risk assessment

The USEPA considers high nitrate and fluoride in drinking 
water as non-carcinogenic risks to human health (USEPA 
1989). The exposure routes to such contaminated water may 
be either through oral ingestion (drinking) and/or dermal 
contact (bathing). Considering these exposure pathways, 
the chronic daily intake (CDI in mg/kg/day) through oral 
ingestion, and dermally absorbed dose (DAD in mg/kg/day) 
through bathing were calculated. The non-carcinogenic risk 
through drinking water exposure route in terms of CDI was 
calculated by Eq. (4).

where CDI is the chronic daily intake (mg/kg/day), CPW 
is the concentration of a particular contaminant in ground-
water (mg/L), IR is the human ingestion rate (L/day: 2.5 L/
day for adults and 0.78 L/day for children), ED is the expo-
sure duration (years: 64, 67 and 12 for men, women and 
children respectively), EF is the exposure frequency (days/
years: 365 days for children and adults), ABW is the aver-
age body weight (Kg: 65, 55 and 15 for males, women and 
children respectively), and AET is the average time (days: 
23,360, 24,455 and 4380 for males, women and children, 
respectively) (USEPA 2014). The health risk due to dermal 
exposure was calculated by using the following equation.

where DAD is the dermally absorbed dose (mg/kg/day), TC 
indicates the contact duration (h/d: 0.4 h per day for adults 
and children), Ki is the dermal adsorption parameters (cm/h: 
0.001 cm/h), EV is the bathing frequency (times/day: con-
sidered as 1 time in a day), SSA is the skin surface area 
available for contact (cm2: 16,600 and 12,000 cm2 for adults 
and children, respectively), CF is the unit conversion fac-
tors (0.001), ED is the exposure duration (years: 64, 67 and 

(4)CDI =
CPW ∗ IR ∗ ED ∗ EF

ABW ∗ AET

(5)

DAD =
CPW ∗ TC ∗ Ki ∗ EV ∗ SSA ∗ CF ∗ ED ∗ EF

ABW ∗ AET

Table 1   Equations to calculate 
suitability of water for irrigation

All ions in meq/l

Equations References

Soluble sodium percentage (SSP) = [Na+/(Ca2+  + Mg2+ + Na+  + K+)] *100 Wilcox (1955)
Residual sodium carbonate (RSC) = (HCO3

−  + CO3
2−) – (Ca2+  + Mg2+) Eaton (1950)

Sodium absorption ratio (SAR) = Na+/[(Ca2+  + Mg2+)/2]1/2 Richards (1954)
Permeability index (PI) = [Na+  + (HCO3

−)1/2/(Ca2+  + Mg2+  + Na+)] * 100 Doneen (1964)
Kelley’s ratio (KR) = Na+/(Ca2+  + Mg2+) Kelley (1940)
Magnesium hazard (MH) = [Mg2+/(Ca2+  + Mg2+)] *100 Raghunath (1987)
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12 for males, women and children, respectively), EF is the 
exposure frequency (days/years: 365 days for children and 
adults), ABW is the average body weight (Kg: 65, 55 and 
15 for men, women and children respectively), and AET is 
the average time (days: 23,360, 24,455 and 4380 for males, 
women and children, respectively) (USEPA 1997; Adimalla 
and Qian 2021).

Oral and dermal hazard quotient for the nitrate and fluo-
ride were computed by the following equations:

where HQoral and HQdermal are the non-carcinogenic oral 
and dermal hazard quotient, respectively. CDI and DAD are 
chronic daily intake (mg/kg/day) and the dermally absorbed 
dose (mg/kg/day), respectively, and RfD represents the ref-
erence dose of a specific contaminant (USEPA 1989). The 
oral reference dose of nitrate is 1.6 mg/kg/day and that of 
fluoride is 0.06 mg/kg/day, obtained from the database of 
IRIS (Integrated Risk Information System) (USEPA 1989). 
The HQ values can be used to evaluate the health risk alone 
where adverse health effects are seen if HQ > 1. However, 
the hazard index (HI) gives the total hazard presented by 

(6)HQoral =
CDI

RfD

(7)HQdermal =
DAD

RfD

exposure to multiple contaminants through multiple path-
ways. In this study, it is calculated as the sum of the haz-
ard quotients calculated for oral and dermal risk exposure 
(HQoral and HQdermal) to nitrate and fluoride given by:

Based on the HItotal values, no significant non-carcino-
genic risk occurs if HItotal ≤ 1. However, if HItotal > 1, then 
there is significant non-carcinogenic risk (USEPA 1991; 
2004).

Results and discussion

Groundwater chemistry

The statistics of the physicochemical parameters of the 
groundwater samples — minimum, maximum, mean and 
standard deviation are summarized in Table 2. The pH of 
the samples ranges between 7.5 and 8.4 with a mean value 
of 8.0, indicating slightly alkaline conditions. The pH values 
of the water samples fall within the acceptable limits set by 
BIS (2012). The EC values vary significantly, with a range 
of 254–15,440 μS/cm and a mean value of 3699 μS/cm. The 

(8)HIi = HQoral + HQdermal

(9)HI
total

=
∑n

i=1
HIi

Table 2   Statistics of groundwater quality parameters (n = 52) and comparison with drinking water standards (BIS and WHO)

BDL below detection limit

Parameters Statistics of groundwater samples Drinking water standards Percentage of 
samples exceed-
ing the standard

Maximum 
multiple of 
exceeding the 
standard

Minimum Maximum Mean Std. Dev BIS (2012) WHO (2017) BIS WHO BIS WHO

pH 7.5 8.4 8.0 0.22 6.5–8.5 7.0–8.0 – – – –
EC (μS/cm) 254 15,440 3699 3837.68 – – - - – –
TDS (mg/l) 128 7770 1854 1922.43 500 600 83% 77% 15.54 12.95
TA as CaCO3 (mg/l) 220 1550 880 312.79 200 – 52% – 7.75 –
TH as CaCO3 (mg/l) 180 7108 1883 1717.35 200 200 98% 98% 35.54 35.54
Cl− (mg/l) 20 4700 704 904.81 250 250 58% 58% 18.8 18.8
CO3

2− (mg/l) 0 180 62 41.57 – – – – – –
HCO3

− (mg/l) 268 1696 949 352.80 – – – – – –
SO4

2− (mg/l) 35 2840 443 597.78 200 250 58% 50% 14.2 11.36
NO3

− (mg/l) 0.24 380.19 65.29 89.37 45 50 40% 40% 8.44 7.60
F− (mg/l) 0.05 7.90 2.23 1.90 1.5 1.5 58% 58% 5.26 5.26
PO4

3− (mg/l) BDL 0.61 0.13 0.105 – – – – – –
Na+ (mg/l) 4 1006 296 247.47 – – – – – –
K+ (mg/l) 1.4 71.4 12.2 15.09 – – – – – –
Ca2+ (mg/l) 20 872 170 146.62 75 100 77% 65% 11.62 8.72
Mg2+ (mg/l) 20 1580 356 347.15 30 – 96% – 52.66 –
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elevated values of EC indicate high ionic strength, mineral 
content and dissolved solids. TDS values range from 128 to 
7770 mg/l, with a mean value of 1854 mg/l. Only 17% of 
the samples are within the BIS acceptable limit of 500 mg/l. 
According to the classification of TDS given by Freeze and 
Cherry (1979), TDS < 1000 mg/l indicates fresh water while 
TDS between 1000 to 10,000 mg/l indicates brackish water. 
Based on this classification, 44% and 56% of the samples fall 
in the fresh and brackish water categories respectively. Davis 
and DeWiest (1966) classified groundwater as desirable for 
drinking if TDS < 500 mg/l, permissible for drinking if TDS 
is between 500 to 1000 mg/l, useful for irrigation if TDS is 
between 1000 to 3000 mg/l and unsuitable for drinking and 
irrigation if TDS > 3000 mg/l. Based on this classification, 
17% of the samples were desirable for drinking, 27% were 
permissible for drinking, 37% were suitable for irrigation 
and 19% were unfit for both drinking and irrigation. The 
spatial distribution maps of pH, EC and TDS are given in 
Fig. S2.

The concentrations of the cations Ca2+, Mg2+, Na+ 
and K+ range from 20 to 872 mg/l, 20–1580, 4–1006 and 
1.4–71.4 mg/l respectively with mean values of 170, 356, 
296 and 12.2 mg/l respectively. The concentrations of dis-
solved anions such as HCO3

−, Cl−, PO4
3− and SO4

2− vary 
from 268 to 1696, 20 to 4700, 0.00 to 0.61 and 35 to 
2840 mg/l respectively with the mean concentrations of 
949, 704, 0.13 and 443 mg/l, respectively. The TH val-
ues range from 180 to 7108 mg/l as CaCO3 with mean of 
1883 mg/l as CaCO3. According to the classification for 
total hardness by Sawyer and McCarty (1967), water is 
termed “very hard” if TH > 300 mg/l as CaCO3 and “hard” 
if TH is between 150 and 300 mg/l as CaCO3. Based on 
this classification, 92% of the samples have “very hard” 
water, and 8% of the samples fall in “hard water” categories 
(Table S2). This is evident from the high levels of bicar-
bonate ions present in the samples. The standard deviation 
of SO4

2− is higher than its mean which indicates that sul-
phate levels in the water samples fluctuate randomly. The 
dominant major cations in the groundwater samples are in 
the order of Mg2+  > Na+  > Ca2+  > K+, while the dominant 
anions are HCO3

− > Cl−  > SO4
2−  > NO3

−  > CO3
2−  > F−. 

The elevated concentrations of HCO3
− along with Mg2+ 

and Ca2+ ions in some samples indicate that the study area 
might be affected by dissolution of carbonate minerals (like 
calcite and dolomite) and/or silicate minerals by carbonic 
acid (CGWB 2016; Snousy et al. 2022). Excess Na+ over 
Cl− indicates rock weathering (or cation exchange) while 
the vice versa indicates reverse ion exchange (Subba Rao 
et al. 2017; Gugulothu et al. 2022). For the studied samples, 
about 85% had excess Cl− over Na+ indicating that reverse 
ion exchange was the primary source of these ions. High 
sodium intake (> 200 mg/l) leads to problems of hyperten-
sion, kidney and nerves (Rishi et al. 2020). Na+, Mg2+ and 

K+ arise from anthropogenic sources such as wastewater, 
return flows from irrigation and potassium fertilizers (Subba 
Rao et al. 2021). The high Cl− concentration may be due to 
the release of untreated sewage and industrial effluents in 
the region. Chloride imparts a salty taste to the water and 
may have laxative effects. The industrial activities in the 
study region may also be the reason for the high SO4

2− levels 
found in the water samples. High sulphate concentrations 
along with high Mg2+ are known to cause gastro-intestinal 
problems (CGWB 2016).

Nitrate levels in the samples range from 0.24 to 
380.19 mg/L, with a mean of 65.29 mg/L (Fig. S3(a)). 
According to WHO (2011), there is no health risk for 
humans if nitrate levels are below 45 mg/l. However, nitrate 
between 45 and 100 mg/L causes health effects on children 
and adults and > 100 mg/L have very high health risk. As per 
this classification of nitrate, 60% of groundwater samples 
fall under the “no health risk” category, while 19% and 21% 
of groundwater samples fall under the “high health risk” and 
“very high health risk” categories. The spatial distribution 
map of nitrate is presented in Fig. 2a. Nitrate is predomi-
nant in shallow aquifers and easily reaches the groundwater 
from the surface owing to its high solubility in water (Adi-
malla and Qian 2021). Nitrate is thus largely anthropogenic 
in nature and majorly sourced from agrochemicals, open 
land dumping, domestic, animal and manufacturing wastes 
(Duvva et al. 2022; Panneerselvam et al. 2022). The high 
levels of nitrate in the study region may be due to fertilizers 
such as diammonium phosphate and urea which are com-
monly utilized in North India. Because of the widespread 
use of such fertilizers, nitrate can drain away from soils and 
percolate into the groundwater. Rahman et al. (2021) lists 
landfill leachate as one of the contributors to nitrate contami-
nation of groundwater. The Bhalaswa landfill in the study 
region has been operational since 1993 (Sidhu et al. 2015), 
and its leachate percolating into the groundwater may also 
contribute to high nitrate levels.

The fluoride concentration ranged from 0.05 to 7.90 mg/l 
with a mean of 2.23 mg/l (Fig. S3b). Fluoride concentration 
less than 0.6 mg/l may cause dental caries while greater 
than 1.5 mg/l may cause severe problems of fluorosis. The 
concentration of fluoride was below 0.6 mg/l in 21% of the 
samples and exceeded the permissible limit (1.5 mg/l) in 
58% of the groundwater samples. The spatial distribution 
map of fluoride is presented in Fig. 2b. The high fluoride 
distribution is identified in northern, southern, central and 
western parts of the region. Fluoride-rich minerals and usage 
of phosphate fertilizers are the chief sources of elevated fluo-
ride levels. The anionic exchange controlling the fluoride 
content in the study region is enhanced by the alkaline nature 
of water (Duvva et al. 2022; Xiao et al. 2022b). Several 
studies have reported high concentrations of NO−

3
 and F− 

in north-west Delhi and the neighbouring state of Haryana 
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(Singh et al. 2017; Kaur et al. 2020; Ambastha and Haritash 
2021; Masood et al. 2022).

Hydrochemical facies

The Piper trilinear diagram (Piper 1944) suggests the domi-
nance of groundwater chemistry. For the collected ground-
water samples, Piper diagram was plotted using AquaChem 
software, version 10 (Fig. 3). In the cation plot, maximum 
samples fall in magnesium type (67%) while in the anion 
plot, maximum samples fall in the bicarbonate type (56%). 

Mg2+ is the dominant ion as a result of weathering of sili-
cate rocks (Adimalla 2019). In the diamond shape, maxi-
mum samples (48%) fall in CaHCO3 type followed by mixed 
CaMgCl type (30%). CaHCO3 type water indicates that 
River Yamuna and irrigation canals are primarily responsi-
ble for the aquifer recharge in the absence of adequate rain-
fall. The Piper classification indicates that major processes 
regulating groundwater chemistry in the study region are 
ion exchanges, rock-water interactions, mineral weathering 
and anthropogenic influences (Snousy et al. 2022; Panneer-
selvam et al. 2022).

Fig. 2   Spatial distribution maps of a nitrate and b fluoride in the study area

Fig. 3   Piper trilinear classifica-
tion of groundwater samples
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The chloro-alkaline indices CAI-1 and CAI-2 help in 
understanding the mechanism of ion exchange. If the index 
is positive, it implies an exchange of sodium and potas-
sium ions from the water with calcium and magnesium 
ions of the rocks (base–exchange reaction). If it is nega-
tive, it indicates vice versa, i.e., calcium and magnesium 
of water exchanging with sodium and potassium from 
rocks (cation–anion exchange reaction) (Subba Rao 2017). 
For the studied groundwater samples, most of the samples 
demonstrated positive CAI values (Fig. 4a) indicating the 
cation–anion exchange reaction where Na+ and K+ from 
the water continuously exchanges with Ca2+ and Mg2+ from 
aquifer materials due to rock-water interactions (Rashid 
et  al. 2022). Moreover, plot of (Na+ + K+)–Cl− against 
(Ca2+ + Mg2+)–(HCO3

− + SO4
2−) can be expressed as 

y =  − 1.1249x + 5.5638 with a correlation coefficient of 
0.9226 (Fig. 4b). The negative slope of − 1.1249 confirms 
that the relationship between Na+, K+, Ca2+ and Mg2+ is 
influenced by reverse ion exchange process (Kumar and 
James 2016):

2Na+  + Ca2+(Mg)–Clay → Na+–Clay + Ca2+  + Mg2+

Multivariate statistical analysis

Principal component analysis

The application of PCA was first done by checking the Bar-
tlett’s test of sphericity and Kaiser–Meyer–Olkin (KMO) 
sampling adequacy. PCA requires KMO sampling adequacy 
to be > 0.50 for the dataset (Snousy et al. 2022). The Bartlett 
test of sphericity was in accordance with p value < 0.0001, 
and KMO sampling adequacy was 0.671 for the groundwater 
samples. These values confirm that the dataset is suitable 
for PCA. The PCA was performed in SPSS software using 
varimax rotation method with Kaiser normalization. Factors 
loading values are classified as weak (0.30–0.50), moderate 

(0.50–0.75), and strong (> 0.75) (Wu et al. 2020). Table 3 
reveals that five significant components are calculated (with 
eigenvalues > 1), which represent 83% of the total variance. 
The eigenvalues represent how much variance there is in the 
dataset, and the variance represents the amount of variation 
in the dataset that can be attributed to each principal compo-
nent. Component 1 explains 46.6% of the total variance and 
has positive loading of EC, TDS, TH, Cl−, Mg2+, Ca2+, Na+ 
and SO4

2− implying that EC and TDS are primary governed 
by the major cations and anions through mineral dissolu-
tion, rock-water interaction, ion-exchange and anthropogenic 
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Fig. 4   Plot of a CAI-1 against CAI-2 and b (Na+  + K+)–Cl− against (Ca2+  + Mg2+)–(HCO3
−  + SO4

2.−)

Table 3   The main five principal components extracted form ground-
water samples

Component

1 2 3 4 5

TDS 0.966
EC 0.966
TH 0.944
Mg 0.929
Cl 0.916
Na 0.859
SO4 0.855 0.331
Ca 0.816  − 0.323
TA 0.975
HCO3 0.923
CO3 0.551 0.361  − 0.458
PO4 0.839
K 0.764
F 0.817
pH  − 0.366 0.551
NO3 0.878
Eigenvalue 7.459 2.160 1.383 1.197 1.085
% of variance 46.617 13.497 8.642 7.484 6.783
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factors (Elemile et al. 2021). Component 2 explains 13.5% 
of the total variance and has positive loading of carbon-
ate, bicarbonate and total alkalinity. This implies that TA is 
driven by dissolution of carbonate and bicarbonate minerals 
in the study area. Component 3 explains 8.6% of the total 
variance and has positive loading of K+ and PO4

3− indicat-
ing the use of potash and phosphate fertilizers. Component 4 
explains 7.5% of the total variance and has positive loading 
of F−, with moderate loading of CO3

2− and pH and negative 
loading of Ca. This implies that the concentration of fluoride 
is due to weathering of fluorite minerals (CaF2) enhanced 
by carbonate weathering and alkaline conditions (Barzegar 
et al. 2017; Xiao et al. 2022b). Finally, component 5 explains 
6.8% of the total variance and has strong positive loading of 
nitrate indicating that origins of nitrate in the water samples 
may be purely anthropogenic — fertilizer use, sewage and 
animal wastes. Figure S4 represents the PCA plot of the 
components in rotated space.

Pearson correlation matrix analysis

The relationships between the physicochemical param-
eters were analysed by PCMA. The correlation matrix is 
presented in Table 4. pH has negative correlation with 
EC, TDS, TH, Cl−, SO4

2−, Ca2+, Mg2+, and Na+, consist-
ent with studies by Swain et al. (2022) and Panneerselvam 
et al. (2021). EC shows identical liner correlation with TDS 
(r = 1.000) with a 99% confidence level and significant posi-
tive correlation with Na+ (r = 0.825), Ca2+ (r = 0.835), Mg2+ 
(r = 0.923), Cl− (r = 0.935) and SO4

2− (r = 0.769). This is 
consistent with the results of PCA. The TDS has a strong 
positive correlation with Na+ (r = 0.825) and Cl− (r = 0.939) 
indicating that rock weathering and sewage seepage have 
caused the salinity to increase. Ca2+ shows significant posi-
tive correlation with Mg2+ (r = 0.756), Cl− (r = 0.828) and 
SO4

2− (r = 0.693). Mg2+ also shows significant positive cor-
relation with Cl− (r = 0.867) and SO4

2− (r = 0.823). These 
correlations indicate that major ion chemistry in the ground-
water samples is influenced by the dissolution of aquifer 
materials, rock-water interactions and domestic wastewater 
infiltration (Snousy et al. 2022). NO3

− shows negative cor-
relation with pH which is also reported in Stylianoudaki 
et al. (2022) and Glass and Silverstein (1998).

Water quality index for drinking

Based on the classification given in the study by Masood 
et al. (2022), the WQI obtained for the groundwater samples 
were evaluated (Table S3). The WQI < 50 is beneficial for 
health (“excellent” category) which is calculated for 12% of 
the samples, located in some isolated pockets in the study 
region. WQI between 50 and 100 is acceptable for drink-
ing use (“good” category) which is calculated for 8% of the 

samples. Forty percent of the samples were impure with 
WQI 100–200 (“poor” category), and 25% of the samples 
needed treatment prior to use (“very poor” category) with 
WQI 200–300. The WQI > 300 were found in 15% of the 
samples which were completely unsuitable for drinking. The 
spatial distribution map of WQI is presented in Fig. 5. Poor, 
very poor and unsuitable water quality can be observed in 
most parts of the study region — central, northern, western, 
eastern and southern. Only a small area in the north eastern 
region has good water quality.

Irrigation water quality

Agricultural areas in the study region are situated in the 
extreme northwest and western regions, where groundwa-
ter is the primary source of irrigation. Evaluating the suit-
ability of groundwater for irrigation purposes was done by 
comparing the irrigation quality parameters with the recom-
mended values (Table 5). The quality of water for irrigation 
is dependent on its mineral constituents which affect both 
plants and soil (Wilcox 1955; Alam et al. 2012). The EC is 
an indicator of the salinity of the groundwater which can 
influence crop growth. High levels of salinity can negatively 
affect crop development (Subba Rao 2017; Gugulothu et al. 
2022). The salinity is low if EC < 250 μS/cm and very high if 
EC > 2250 μS/cm. For the study region, 54% of the samples 
have very high salinity. The sodium absorption ratio (SAR) 
values indicate the cation–exchange reaction in the soil. 
High values of SAR specify a situation where the absorbed 
calcium and magnesium have been replaced by sodium, pos-
ing a risk to soil structure (Saha et al. 2019). All the studied 
samples present a low sodic hazard in terms of the SAR 
(SAR values < 10). The USSL classification (USSL 1954) 
plots EC values against the SAR values (Fig. 6). The USSL 
diagram shows that majority of the samples fall in S1C2, 
S1C3, S1C4 and S2C4 classes, indicating low to medium 
sodium hazard and medium to very high salinity hazard in 
the study region.

The residual sodium carbonate (RSC) is an indica-
tor of the hazardous effects of carbonate and bicarbo-
nate ions for irrigation purposes (Saha et al. 2019; Rishi 
et al. 2020). RSC values < 1.25 meq/l are fit for irrigation 
while RSC > 2.5 meq/l are unsuitable. Based on this clas-
sification, 83% of the samples are suitable for irrigation 
while only 15% are unfit. The soluble sodium percentage 
(SSP) indicates the sodium content in terms of %Na. The 
sodium-laden water reacts with soil and accumulates in 
the air spaces (or voids) in the soil. This leads to clog-
ging of the soil particles and reduction in soil permeabil-
ity which can affect the growth of plants (Todd 1980). 
The permissible limit of SSP is 60% for irrigation water. 
Based on this classification, 98% of the samples were 
permissible for irrigation. Kelley’s ratio (KR) measures 
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sodium against calcium and magnesium (Kelley 1940). 
Water with KR > 1 indicates high sodium content and is 
unsuitable for irrigation. For the present study, KR values 
ranged from 0.04 to 1.77, with only 4 samples above KR 
value 1. Ninety-two percent of the samples were within 
the acceptable limit of KR < 1. Magnesium is important 
for soil productivity and maintaining soil structure. High 
levels of magnesium may result due to exchanges with 
Na+. This in turn renders the soil alkaline which causes 
loss of phosphorus (Paliwal 1972; Saha et al. 2019). The 
magnesium hazard index classifies water for irrigation as 
suitable if it is < 50 and unsuitable if it is > 50. In the pre-
sent study, groundwater samples had high levels of Mg2+. 
Thus 98% of the samples were unsuitable for irrigation 
(Mg hazard > 50). Permeability of soil is affected by the 
continuous and long-term use of irrigation water and is 
regulated by soil Na+, Mg2+, Ca2+ and HCO3

− (Snousy 
et al. 2022). The permeability index given by Doneen 
(1964) classifies water into three classes. Based on this 
classification, 17% of the samples were unsuitable for 
irrigation (class III), and 77% and 6% of the samples fall 
in class II and class I categories, respectively, which are 
suitable for irrigation.

Health risk assessment for nitrate and fluoride 
contamination

The groundwater in the study region is used by the local 
people for irrigation, industrial, and domestic purposes. 
Many residents in the area use the groundwater for drinking 
and showering. Since the samples collected had high nitrate 
and fluoride levels, the estimated concentrations of these 
pollutants were used for calculating the non-carcinogenic 
hazard quotient through oral and dermal exposure routes and 
the total hazard index according to Eqs. (4)–(9). The results 
obtained for hazard quotients for males, females and children 
are presented in Table 6.

The risk through dermal contact for nitrate was very 
low for all 3 categories of people, and the values were less 
than 1 for all samples. This result was also observed in 
studies by Zhang et al. (2018) and Gao et al. (2020). The 
total hazard quotient for nitrate ranged from 0.006 to 9.163 
(mean = 1.574) for males, 0.007 to 10.829 (mean = 1.860) 
for females and 0.010 to 15.917 (mean = 2.734) for chil-
dren. The HQnitrate was greater than 1 for 44%, 46% and 
52% of the samples for males, females and children respec-
tively. Similar to nitrate, the risk through dermal exposure 

Fig. 5   Spatial distribution map 
of water quality index
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of fluoride was very low, demonstrating that the main health 
risk is through direct consumption. The total HQfluoride 
ranged from 0.031 to 5.078 (mean = 1.433) for males, 0.037 
to 6.001 (mean = 1.693) for females and 0.055 to 8.820 
(mean = 2.489) for children. HQfluoride > 1 was observed 
for 58%, 58% and 69% of the samples for males, females, 
and children respectively. The HQ for nitrate was found to 
be greater than the HQfluoride values across all demograph-
ics, indicating that nitrate poses a higher health risk to the 
residents of the study region. However, the percentage of 
samples with HQ > 1 was more for fluoride indicating that 
the spatial extent of risk was more for fluoride. The spatial 
distribution of zones with high health risks is presented in 
Fig. 7a and b.

The total hazard index (HItotal) is a summary of the total 
risks posed by high levels of nitrate and fluoride (Table 7). 
For the studied groundwater samples, the HItotal was found to 
be greater than 1 for 75%, 79% and 85% for males, females 

and children respectively. This indicates that the majority of 
the population in the study area are at some health risk, pri-
marily from consumption of contaminated groundwater. The 
spatial distribution map presenting the risk zones are given 
in Fig. 7c. The values of HItotal also indicate that the risk is 
of the order of children > females > males. Owing to their 
weak resilience and higher consumption per unit of body 
weight, children are at a greater risk from drinking contami-
nated water in the study region than adults (Chen et al. 2016; 
Adimalla 2020; Guo et al. 2022; Xiao et al. 2022a).

Conclusions

This study analysed the groundwater quality and asso-
ciated health risks in North-West Delhi, India, which 
is a rapidly urbanizing region. The hydrogeochemical 
mechanisms influencing the major ion chemistry were 

Table 5   Irrigation quality of 
groundwater samples

Parameter Classification % of 
groundwater 
samples

Electrical conductivity (μS/cm)
   < 250 Low 0

  250–750 Medium 13
  750–2250 High 33

   > 2250 Very high 54
Sodium absorption ratio

  0–10 Low sodic hazard (S1) 100
  10–18 Medium sodic hazard (S2)
  18–26 High sodic hazard (S3)

   > 26 Very high sodic hazard (S4)
Residual sodium carbonate (meq/l)
   < 1.25 Good 83

  1.25 – 2.5 Doubtful 2
   > 2.5 Unsuitable 15
Soluble sodium percentage (%)
   < 20 Excellent 23

  20–40 Good 63
  40–60 Permissible 12
  60–80 Doubtful 2

   > 80 Unsuitable 0
Kelley’s ratio
   < 1 Good quality 92
   > 1 Unsuitable 8
Magnesium hazard

   < 50 Suitable 2
   > 50 Unsuitable 98
Permeability index

  Class I (> 75%) Suitable 6
  Class II (25–75%) Good 77
  Class III (< 25%) Unsuitable 17
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explored, and the characteristic pollutants were identified. 
The dominant cations in the groundwater samples were 
Mg2+  > Na+  > Ca2+  > K+, while the dominant anions were 
HCO3

−  > Cl−  > SO4
2−  > NO3

−  > CO3
2−  > F−. The ground-

water is slightly alkaline and TDS, TA, TH, Cl−, SO4
2−, 

Ca2+ and Mg2+ exceeded the prescribed drinking water 
limits in 83%, 100%, 98%, 58%, 58%, 77% and 96% of the 
analysed samples, respectively. The groundwater in the study 
region is mostly unsuitable for human consumption.

Piper trilinear diagram showed that maximum samples 
fell in CaHCO3 type and CaMgCl type categories. The posi-
tive value obtained from chloro-alkaline indices showed that 
Na+ and K+ from water exchanged with Ca2+ and Mg2+ from 
the aquifer. Multivariate analysis using principal component 
analysis revealed five significant components which account 
for 83% of the total variance. Pearson correlation matrix 
indicated that major ion chemistry is influenced by several 

factors such as mineral dissolution, rock-water interactions 
and anthropogenic interferences. The water quality index 
for drinking was calculated for the collected groundwater 
samples based on the pH, TDS, TH, TA, Cl−, F−, SO2−

4, 
NO−

3, Ca2+, and Mg2+ values, and 15% of the samples were 
found to be unfit for drinking (WQI > 300). The water sam-
ples were analysed for irrigation quality, and results showed 
that all samples had low sodic hazard. However, 54% of 
the samples had high salinity, which adversely affects crop 
production.

Nitrate and fluoride were above the recommended limits 
of 45 mg/l and 1.5 mg/l in 40% and 58% of the samples, 
respectively. Wastewater infiltration and fertilizer use are 
the primary sources of NO3

− and F−. High fluoride con-
centrations in the study region may also be due to geo-
genic sources. The hazard quotients for nitrate and fluo-
ride suggested that non-carcinogenic health risk is higher 

Fig. 6   Groundwater suitabil-
ity for irrigation according to 
USSL classification

Table 6   Hazard quotient for (a) nitrate and (b) fluoride

(a) HQnitrate (oral) HQnitrate (dermal) HQnitrate (total)

Males Females Children Males Females Children Males Females Children
Min 0.006 0.007 0.010 0.000 0.000 0.000 0.006 0.007 0.010
Max 9.139 10.801 15.841 0.024 0.029 0.076 9.163 10.829 15.917
Mean 1.570 1.855 2.720 0.004 0.005 0.013 1.574 1.860 2.734
(b) HQfluoride (oral) HQfluoride (dermal) HQfluoride (total)

Males Females Children Males Females Children Males Females Children
Min 0.031 0.037 0.054 0.000 0.000 0.000 0.031 0.037 0.055
Max 5.064 5.985 8.778 0.013 0.016 0.042 5.078 6.001 8.820
Mean 1.429 1.689 2.477 0.004 0.004 0.012 1.433 1.693 2.489
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for nitrate contamination. However, the spatial extent of 
HQ > 1 was more for fluoride, implying that more peo-
ple are affected by fluoride pollution in the study region. 

Further, it was observed that the total hazard index was in 
the order of children > females > males. Due to differences 
in body weight, children are at a greater health risk than 
adults. Therefore, groundwater in the study region needs 
to be continuously monitored and should not be used for 
direct consumption to avoid adverse health effects. This 
study is helpful in understanding the chemistry of major 
contaminants in aquifers of regions that are transitioning 
from rural to urban areas.

Supplementary Information  The online version contains supplemen-
tary material available at https://​doi.​org/​10.​1007/​s11356-​023-​26204-0.
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Fig. 7   Spatial distribution of a HInitrate, b HIfluoride, and c HItotal in the study area

Table 7   Total hazard index for nitrate and fluoride through oral and 
dermal pathways

Total hazard 
index (HItotal)

Health risk Number of 
samples

% of samples

Males  ≤ 1 No risk 13 25
 > 1 High risk 39 75

Females  ≤ 1 No risk 11 21
 > 1 High risk 41 79

Children  ≤ 1 No risk 8 15
 > 1 High risk 44 85
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With the large increase in population, automated industries and need of vehicles,
parking of the vehicles is becoming a critical issue in various cities. Unmanaged
parking of vehicles leads to noise pollution, air pollution, traffic congestion. During
peak hours, it is difficult task to find vacant parking lot and it becomes the major
challenge for driver to park the vehicle. A lot of work is being done in the whole
world to manage the efficient parking of vehicles. To give the clear overview about
efficient parking system, we go through some existing studies over the period of
2009-2022 which proposed various parking solutions. This survey gives an exhaus-
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1. Introduction 

IoT (Internet of Things) has changed the life of many peoples as it provides the ease. Due to this, the 

use of IoT devices is increasing day by day in every area such as smart home automation, smart city, 

smart parking system etc. With the rapid growth in use of IoT devices and cloud systems, smart cities 

have great opportunity in changing the people’s lives and leads to technological development and ease 

in accessibility. Smart parking is one of the main concepts in smart cities as the efficient parking 

system leads to reduction in environment pollution by reducing the fuel and time consumption. Fahim 

et al. [1] presented a review to describe and compare existing smart parking approaches based on 

sensors used, networking technologies adopted, computational approaches used, and user interfaces 

used. They have also described pros and cons of existing smart parking approaches and sensors used.  

Kalid et al. [2] studied all the studies related to smart parking solutions (digitally enhanced parking, 

empty slot detection, and route planning) and autonomous valet parking solutions (short range 

autonomous valet parking and long range autonomous valet parking). 

Fig 1 [3] shows use case diagram of smart parking management system. This use case diagram 

includes 8 different actors and 8 different use cases for both administration and operation viewpoints. 

This use case diagram gives all the details about managing parking data, generating billing receipt, 

updating parking status and setting the parking rates.  

 

 

Fig. 1:  Use Case Diagram of Smart Parking System 
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Smart parking system is divided into two flows: information flow and traffic flow. Both flows are 

represented in fig 2 [3]. The traffic flow gives the information about vehicle events and provides the 

path. The information flow gives all the information related to parking of the vehicles at all the 

moments such as from the moment when sensors detect the vehicles to the moment when parking 

reservation displays on the driver’s terminal. 

Various authors gave many methods and algorithms to manage the efficient parking of vehicles. In this 

paper, we have given the existing studies over the period 2009-2021 mainly focused on providing 

various parking solutions. In these studies, the authors have been used various machine learning, deep 

learning and ensemble techniques for building prediction models, metaheuristic approach such as feed 

forward back propagation neural network and firefly algorithm and various devices such as Zigbee, 

BLE beacons etc. Some of the authors have also proposed algorithms to build the efficient parking 

systems.   

The organization of this paper is divided in various sections which are as follows: Section 2 describes 

the existing methodologies which have already proposed some parking solutions. Section 3 describes 

the conclusion based on all the studies considered in this survey. Section 4 describes the research gaps 

found from these studies or in other terms we can say that section 4 describes the future research 

works which can be done to provide the efficient parking solutions. 

 

 

 

Fig. 2:  Information flow and Traffic flow 
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2   Existing Methodology 

Smart parking is the most important part in smart cities which helps in improving the quality-of-life 

cycle in cities. As production of vehicles are increasing day by day, these vehicles on the streets leads to 

time and fuel consumption due to which environment gets polluted. So, to overcome this problem, 

there is a need to build the efficient parking solutions. In this section we will go through some existing 

studies which helps in introducing efficient parking management system. 

There is a need to build an automated, cost-effective, real time and easy-to-use parking management 

system for car parking. Srikanth et al. [4] proposed a Smart PARKing (SPARK) management system 

which was used to satisfy the requirements of car parking management system. They used wireless 

technology to provide automatic guidance, effective parking reservation mechanism and remote 

parking monitoring. 

Many approaches have been stated for smart parking but due to covid 19 outbreak there is a need to 

build a model which also considers social distancing measure because social distancing is the only 

preventive measure to overcome the virus. Thierry Delota and Sergio Iiarri [5] proposed a method that 

gives recommendation  to drivers about safe vacant parking slots. The main objective of their study 

was to introduce a methods which gives the suggestions of available parking slots on the basis of social 

distance measure and also this system maximize the safety of vehicles and the people available in 

parking lot. 

H. Canli and S. Toklu [6] proposed a deep learning-based application. For the experimentation 

purpose they used ISTPARK dataset. The objective of their study was to build a deep learning and 

cloud-based application so that the searching time for vacant parking slot get reduced and they also 

used deep learning with LSTM in the proposed application to predict the parking space. 

Tang et al. [7] in their study generated a fog computing based smart parking system to improve the 

real time smart parking system. They performed the experiment on Golden eagle mall parking space. 

The proposed system combines the benefits of both VANET’s and fog computing in order to reduce 

gasoline waste, average parking cost and vehicle exhaust emission, and this system also improves the 

parking facilities. 

Lin et al. [8] introduced a Smart Parking Algorithm (SPA) whose working is based on the behaviour of  

the driver. This proposed algorithm maximizes the benefits of the parking space owner and improves  

the service quality. Also, this algorithm predicts the parking time based on the past data of parking 

records. 

Misra et al. [9] introduced an intelligent parking scheme to fulfil the vision of parking 4.0. The  
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objective of this study was to fulfil the vision of parking 4.0 as a digital reimagination of the end-to-end 

parking chains as to provide collaborative ecosystem. This scheme provides right parking at correct 

place at cheap price. 

As vehicles are increasing day by day then finding the empty parking space is a major issue. 

Conventional methods for parking system are very costly as they use installation of sensors at every 

parking space. Singh et al. [10] build an improved parking system so that vacant parking space 

searching time gets reduced. The objective of this study was to build a system for park the vehicles 

using metaheuristic approach such as using feed forward back propagation neural network and firefly 

algorithm. This approach considers two parameters parking efficiency and parking space search time. 

Parking efficiency is improved using firefly algorithm and parking space search time is reduced using 

feed forward back propagation neural network. 

Mackey et al. [11] build a system which was based on BLE beacons. The objective of this study was to 

provide smart parking system for both indoor and outdoor spaces. In this system, each parking space 

is paired with unique BLE beacon to provide guidance and secure payment system and to improve the 

accuracy, particle filter is used. In this study they used BLE beacons, Google’s Eddystone protocol and 

MATLAB for experimentation work. They introduced Smartphone application which was based on 

BLE beacon devices and they used Google’s Eddystone protocol for secure payments. This study 

results in more accurate result for checking parking availability. 

Provoost et al. [12] proposed a prediction system which predicts the parking occupancy via ML 

techniques such as Random Forest and Neural Network.  They did the experimentation on various 

places such as Gelredome stadium, Dutch metrological institute KNMI, Weerlive API, National 

Databank Wegverkeersgegevens, Open data service of NDW, Centraal Garage, Municipality portal 

parking data. The objective of this study was to examine effect of Web of things and artificial 

intelligence to foresee the vacant parking space. In this study traffic cameras were used as web of 

things sensors. The result of this study show that ML methods score a MSE (Mean Squared Error) of 

7.18 in a time duration of 60 min.  

As there is an increase in vehicles in the city, it becomes difficult task to find empty parking space.  

Sarang Deshpande [13] proposed M-Parking:  algorithm which uses hierarchical wireless sensor 

networks for vehicle parking guidance system. In this study they used ADC, flash memory, transceiver, 

Zigbee. M-Parking is more energy efficient as there are 3 passive sensors per parking slots and results 

are accurate as single active sensor per parking slot. 

According to a survey, drivers spend lot of time to search for empty parking space in parking lot. 

Tekouabou et al. [14] proposed a prediction model on the basis of ensemble techniques such as 

bagging and boosting and IoT. The main objective of this study was to build an integrated model of  
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IOT and regression algorithms to build prediction model so that drivers can predict available parking 

space in smart parking. They used Birmingham parking dataset for experimentation. The result of this  

study shows that Bagging regressor model improves the best existing prediction performance by 

[166.6% and reduces the system complexity. 

Zhang et al. [15] proposed a parking system which makes use of Edge Computing. The objective of this 

study was to generate a P2P based smart parking management system which uses cloud computing, 

edge computing and P2P network techniques which helps in navigation, enquiries etc. To perform the 

experiment, they used XD Smart Park protocol and various algorithms such edge computing, cloud 

computing, P2P algorithm and mobile nodes. 

Jong-Ho Shin and Hong-Bae Jun [16] introduced a smart parking guidance algorithm which provides 

actual time status of availability of parking in smart cities. This algorithm considers many parameters 

such as driving distance to the guided parking facility, expected parking cost, walking distance from 

the guided parking facility to destination, and traffic congestion due to parking guidance. The 

experimentation is performed in Luxembourg city. Proposed algorithm helps in effective usage of 

parking spaces in the city. It reduces the energy consumption and traffic congestion in the city. 

Qadir et al. [17] proposed smart parking system which was time and energy efficient and based on 

Zigbee. The main purpose of their study was to provide communication between various devices with 

low power consumption and more effective way of parking by sharing the actual time scenario of 

nearby vacant parking lots. They used Arduino UNO interface and digital transceiver for 

experimentation purpose. Also, this system can provide location of the vehicle to driver if the vehicle 

gets theft.  

Pampa Sadhukhan [18] proposed an IoT based E parking system. The objective was to build an 

Internet of things-based E- parking system which uses parking meter to solve various issues such as 

estimating parking usage by each vehicle, collecting parking charges, detecting improper parking. 

Parking meter, WLAN or Wifi enabled laptop/workstation, Wifi access points were used to perform 

the experiment. This system provides reservation based smart parking facility, smart payment to 

collect payment charges, detects improper parking vehicles within parking lot. 

Alharbi et al. [19] proposed web application based on OCR algorithm for solving smart parking 

problem. This application provides the facility of pre-reservation of vacant slots in order to avoid 

traffic congestion. As wireless sensors play an important role in building smart parking solutions, so 

Kumar et al. [20] proposed an intelligent approach for smart parking solution which is based on 

wireless sensors. Table 1. shows the summary of selected existing studies related to smart parking 

system 
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Table 1:  Summary of the selected existing studies 

 

Author 

Name 

Year Keywords Dataset and 

Component 

used 

Findings 

Srikanth 

et al. [4] 

2009 Wireless 

Sensor 

Networks 

(WSN), 

Automated 

Guidance, 

Smart 

Parking, Lot 

Reservation, 

Remote 

Monitoring. 

Sensor node, 

Sink node, GSM 

device, LEDs 

Proposed a Smart PARKing (SPARK) management  

system which provide automatic guidance, effective  

parking reservation mechanism and remote parking  

monitoring. 

Jong-

Ho 

Shin, 

Hong-

Bae Jun 

[16] 

2014 Parking 

facility, Smart 

parking 

guidance, City 

transportatio

n 

management, 

Parking 

guidance 

algorithm. 

Luxembourg city                           

five objects: 

parking lot, 

central server, 

personal 

navigation 

device, parking 

management 

system, driver. 

Proposed algorithm which helps in effective 

usage of parking spaces in the city. It reduces 

the energy consumption and traffic 

congestion in the city and also provides 

actual time status of parking availability in a 

city. 

Sarang 

Deshpa

nde [13] 

2016 Hierarchical 

Wireless 

Sensor 

Networks, 

Parking 

Information 

Subscription, 

Vehicle 

Parking 

Guidance. 

ADC, flash 

memory, 

transceiver, 

Zigbee 

Proposed an algorithm using hierarchical 

wireless sensor networks for vehicle parking 

guidance system. It is more energy efficient 

as there are 3 passive sensors per parking 

slots and results are accurate as single active 

sensor per parking slot. 
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Pampa 

Sadhuk

han [18] 

2017 Smart parking 

system (SPS), 

Internet-of-

Things (IoT), 

parking meter 

(PM), E-

parking, 

parking lot. 

Parking meter, 

WLAN or Wifi 

enabled 

laptop/workstati

on, Wifi access 

points 

Provides reservation based smart parking 

facility, smart payment to collect payment 

charges, detects improper parking vehicles 

within parking lot. 

Tang et 

al. [7] 

2018 Parking slot, 

fog 

computing 

architecture, 

Smart 

VANETs, real 

time. 

Golden eagle 

mall 

Fog computing based smart parking system 

that combines the benefits of both VANET's 

and fog computing in order to reduce 

gasoline waste, average parking cost and 

vehicle exhaust emission and improvement 

in parking facilities. 

Qadir et 

al. [17] 

2018 Internet of 

Things (IOT), 

Arduino, 

Microcontroll

er, ZigBee, 

GSM, IR 

Sensors.  

Arduino UNO 

Interface, Digital 

Transceiver 

Zigbee is both time and energy efficient as 

compare to bluetooth and Wi fi. Also, this 

system can provide location of the vehicle to 

driver if the vehicle gets theft. 

Misra et 

al. [9] 

2019 Parking 4.0 IPX (Intelligent 

Parking Scheme) 

This provides right parking at correct place 

at cheap price. 

Zhang 

et al. 

[15] 

2020 Smart 

parking, 

Cloud 

computing, 

P2P network, 

Edge 

computing, 

Intelligent 

transportatio

n system. 

XD Smart Park, 

cloud 

computing, edge 

computing, 

mobiles, mobile 

nodes, P2P 

algorithm 

Proposed a P2P based smart parking 

management system which is more friendly 

and effective smart parking management 

system as compared to others which is based 

on P2P based algorithms. Introduced XD 

smart park protocol to implement this 

system. 

Tekouab

ou et al. 

[14] 

2020 Smart cities, 

IoT, 

Regression, 

Birmingham 

parking dataset 

Integrated model of IOT and ensemble 

methods to predict the available parking 

space in smart car parks. Bagging regressor 
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Parking 

availability, 

Ensemble 

models. 

model improves the best existing prediction 

performance by 6.6% and reduces the system 

complexity. 

Mackey 

et al. 

[11] 

2020 Eddystone, 

Bluetooth low 

energy (BLE) 

beacons, 

Particle filter, 

Parking 

availability 

estimation, 

Internet of 

Things (IoT), 

Smart cities, 

Smart 

parking. 

BLE beacon 

device, Google's 

eddystone 

protocol, Matlab 

Smartphone application based on BLE 

beacon devices and for secure payments 

system, google's eddystone protocol is used. 

It gives more accurate result for checking 

parking availability.  

Provoos

t et al. 

[12] 

2020 Internet of 

Things, 

Neural 

networks, 

Machine 

learning, 

Parking 

occupancy, 

Web of 

Things. 

Gelredome 

stadium, Dutch 

metrological 

institute KNMI, 

Weerlive API, 

National 

Databank 

Wegverkeersgeg

evens, Open data 

service of NDW, 

Centraal Garage, 

Municipality 

portal parking 

data. 

The prediction performance of the Machine 

Learning models for searching vacant 

parking space was better than the previous 

work in the problem under study. ML 

methods achieve a MSE (Mean Squared 

Error) of 7.18 in a time period of 60 min. The 

historical rate of occupied space (i.e., the 

look-back window) was the most important 

forecast variable, followed by traffic flows 

calculated at the orbital highways. 

H. Canli 

and S. 

Toklu 

[6] 

2021 Smart city, 

SVM, Deep 

learning, RF, 

LSTM, 

ARIMA 

model. 

ISTPARK 

Dataset 

As compared to Support Vector Machine, 

Random Forest and ARIMA models, this 

model improves accuracy. The accuracy rate 

is 99.57% which is dependent on capacity, 

time, density, day and holiday. 
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Singh et 

al. [21] 

2022 Virtualization, 

Sustainable 

city, 

Blockchain, 

Deep LSTM, 

Energy 

efficiency 

IoT and sensor 

devices 

Proposed block chain enabled secure 

approach for smart parking in order to 

provide energy efficient solution in 

sustainable environment. 

Awaisi 

et al. 

[22] 

2022 Smart 

parking, IIoT, 

Deep 

reinforcement 

learning 

Smart camera, 

cloud server, and 

fog nodes 

Proposed deep reinforcement learning based 

solutions for industrial IoT (IIoT) based 

smart parking. Result shows that this 

approach correctly detect vacant places with 

minimum processing time.  

 

3 Conclusion 

With the increase in population and traffic congestion, there is a reduction in land, so smart parking 

becomes a major topic to work on, not only from research point of view but from economic point of 

view also. Drivers have to spent more time in finding the available parking space due to which there is 

more consumption of fuel and increase in environment pollution. In this paper, we have performed a 

literature survey of existing parking solutions. We have also explained the methodologies used in these  

studies and these methods solves the parking problems.  After analyzing the previous work done, we 

found that there are some shortcomings in the existing studies. The main objective of this survey is to 

identify the research gaps that can help in building the new and efficient parking system.   

1 Future Scope 

We can extend the existing parking solutions to analyze the results in various cities means make the 

results more generalizable and integrating existing route planning applications to this system so that 

there is an ease to drivers in finding parking occupancy. Also, for building prediction models, we can 

use hybrid algorithms instead of machine learning and ensemble techniques. As there can be an 

increment in traffic density due to waiting in parking, exiting from parking, and searching vacant 

space in parking, so, we can analyze effect of parking system on traffic density and can introduce some 

method which helps in reducing traffic density. 
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Abstract— Multi-modal sentiment recognition (MSR) is an 

emerging classification task that aims to categorize sentiment 

polarities for a given multi-modal dataset. The majority of work 

done in the past relied heavily on text-based information. 

However, in many scenarios, text alone is frequently insufficient 

to predict sentiment accurately; as a result, academics are more 

motivated to engage in the subject of MSR. In light of this, we 

proposed an attention-based model for MSR using image-text 

pairs of tweets. To effectively capture the vital information from 

both modalities, our approach combines BERT and ConvNet 

with CBAM (convolution block attention module) attention. The 

outcomes of our experimentations on the Twitter-17 dataset 

demonstrate that our method is capable of sentiment 

classification accuracy that is superior to that of competing 

approaches. 

Keywords—multi-modal sentiment recognition (MSR), 

Sentiment recognition (SR), Convolution block attention module 

(CBAM), BERT, Bidirectional LSTM 

I. INTRODUCTION 

Sentiment recognition (SR) has dramatically expanded 
with the development in the number of users and acceptance 
of online community channels due to a user-friendly 
environment. Due to the internet’s global audience platform, 
everyone can now share their perspectives, thoughts, and 
opinions through writing, images, audio, emojis, and videos. 
As a result, all web platforms have become very influential 
sources of opinionated information. This opinionated 
information is crucial for evaluating someone’s overall 
sentiment toward something; this is where MSR comes into 
play. Hence, predicting sentiment using more than one input 
data type is referred to as MSR        Figure 1. MSR can either 
be bimodal or trimodal. Bimodal analysis (BMA) is a subset 
of MSR in which the sentiment can be predicted using any of 
the two modalities (text + audio or image + text or audio + 
images). Contrarily, trimodal analysis (TMA) is a type of 
MSR in which the sentiment is forecast using three modalities 
(text, audio, and video).  

In latest years, the MSR issue has garnered a growing 
amount of attention, and a number of research have been 
proposed to assist with this tough endeavour. To anticipate the 
polarities of sentiment, some research utilizes images and 
captions [1]–[3], while others use videos with subtitles [4]–
[6]. The concept of aspect-based MSR is also gaining 
popularity these days since, in addition to predicting 
sentiment, it also provides some extra information about the 
category type, including whether it is positive, negative, or 
neutral [7]–[9]. Even though these research studies offer many 
solutions, more work is still needed to improve the solutions 
in terms of many metrics like accuracy, precision, recall, F1-
score, etc. Hence, an efficient model is necessary to predict 
sentiment using multi-modal content. 

 

       Figure 1 Example of MSR 

Even though the previous research works succeeded in 
aligning images and texts to some extent, much more research 
needs to be done in this area to improve the results. This 
inspired us to develop an attention-based model that combines 
BERT and ConvNet with CBAM [10] attention for extracting 
the essential data from both modalities. 

To demonstrate the viability of our strategy, we empirically 
assess the model on one of the benchmark datasets, Twitter-
17 [11]. Results indicate that our method produces superior 
outcomes. More crucially, our model can figure out how the 
text and image information relate to one another. 

As a whole, the following are our key contributions: 

• We propose an attention-based model for MSR, 
which is the combination of BERT and ConvNet 
with CBAM attention module, to efficiently combine 
information from text and image in a single task, 

• We conduct in-depth analyses and experiments using 
one of the benchmark datasets, Twitter-17, to show 
how our model can successfully and robustly 
simulate the multi-modal representations of 
descriptive texts and images and produce ground-
breaking outcomes for MSR. 

Following is how the remaining manuscript is organized. 
Section II highlights the most current cutting-edge research in 
sentiment recognition, with an emphasis on multi-modal 
sentiment identification. Section III describes the proposed 
methodology framework. Section IV presents the research 
observations, and Section V concludes the research. 
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II. RELATED WORK 

A. Text-based Sentiment recognition(TBSR) 

TBSR is the process of predicting the polarity of sentiment 
for any script-based information. SR can be classified into 
three categories based on script-based data: document, 
sentence, and aspect-based. Document-based approach [12], 
[13] determine whether the entire assessment report is 
positive or negative. On the other hand, [14], the sentence-
based analysis identifies if a particular sentence demonstrates 
a positive, negative, or neutral stance. Aspect-based study 
[15]–[17], as its name suggests, primarily concentrates on the 
type of aspect, which is a text-based assessment that refers to 
the traits or features. The term “fine-grained” refers to this 
kind of SR system, which indicates a thorough examination 
of text-based data. It tries to identify the sort of aspect first 
before categorizing feelings for that specific aspect. 
Transformers-based pre-trained language models have 
recently gained more popularity because of their ease of 
building, effective language representation, and 
comprehension abilities. For example,[18] used RoBERTa 
for the prediction of sentiment. 

B. Visual Sentiment recognition(VSR) 

There are several social media sites accessible nowadays 
where users may publish acoustic, image, textual, and video 
data to express their opinions. Not only have researchers 
examined textual data, but they have also created visuals for 
SR. As a result, a model that analyses emotions may also be 
given input in images. VSR is the term used for this kind of 
SR. Deep learning models have established their superiority 
for visual data throughout the history of computer vision [19], 
and they have been the main focus of all visual sentiment 
recognition research [20]–[22]. To do VSR, images are input 
into deep learning models. These models learn visual 
characteristics and calculate the sentiment polarity based on 
those data. 

C. MSR 

Discovering the emotion reflected in the multi-modal dataset 
is the goal of MSR. [11] utilized a BERT model to identify 

features in text samples, a pre-trained ResNet50 model to 
identify features in image samples, and then combined the 
two to determine sentiment. [7] also utilized the BERT model 
and a variant of ConvNet. [9], [23], [24] are some other recent 
publications in the field of MSR using image-text pairs.  

III. PROPOSED METHODOLOGY 

The task formulation, architecture for processing text and 
image-based data, and the attention mechanism have all been 
covered in the following subsections. The proposed model is 
described in Figure 2. 

A. Task Formulation 

For a given set of multi-modal dataset D, each sample d ∈ D 

consists of a sentence t, an image i, and a label l, that is d = 
{t, i, l}. t = (v1, v2, v3, ..., vn), in which n is the word count. 

There are three kinds of labels that l∈ {positive, negative, 

and neutral}. Given D, the objective of MSR is to train a 
sentiment classifier to correctly predict the sentiment labels 
for multi-modal samples that have not yet been observed. 

B. Model to Process Text 

Motivated by the recent emergence of a pre-trained 
transformer-based language model, we have utilized BERT 
[11] model to process text-based data for our dataset. The 
textual data from the dataset Twitter-17 is first pre-processed 
and cleaned to eliminate stop words and extraneous words 
from the sentences. The pre-trained BERT tokenizer 
transforms the cleaned text into a collection of tokens, which 
are nothing more than a set of numeric values. Tokenized text 
is then sent to a layer of Conv1D, followed by three layers of 
Bidirectional LSTM, for feature extraction. The text model 
uses the LeakyRelu activation function. 

C. Model to Process Image 

To extract image-based features, ConvNet with a CBAM 
attention module is utilized. The ConvNet consists of five 
layers of Conv2D followed by max-pooling, batch 
normalization, dropout, and an attention layer. The CBAM 
attention module has been used to concentrate on the crucial 
details while ignoring the unimportant ones. 

Nirvana and $T$ guitar legend 
Pat Smear is currently loving # 

GlastonburyFestival 

Text Pre-processing 
(removal of stop words, 

unwanted symbols, 

punctuations etc) 

Tokenization using 

pre-trained BERT 
Conv1D + 

Batchnormalization 

3 layers of 

Bidirectional 

LSTM 

Feature extraction 

Conv2D + max-pooling 

+ Batchnormalization + 

Dropout + CBAM 

Five consecutive similar blocks 

Flatten layer 

Flatten layer 

Visual 

features  

Textual 

features  

Concatenation 

Dense layer 

for 

Classification 

Positive 

Negative 

Neutral 

Figure 2 Proposed method 
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D. CBAM Attention 

It is better to employ attention modules since they concentrate 
on relevant details while discarding extraneous data. 
Therefore, for our model to effectively extract useful 
information from the visual data, we have integrated the 
CBAM Figure 3 [10] attention module into our ConvNet. The 
channel attention (CA) and spatial attention (SA) modules are 
two sub-modules that make up the CBAM module. CA 
concentrates on “what,” which is significant when providing 
visual input. On the other hand, SA emphasizes “where” is 
that informative component. CA incorporates maximum and 
mean pooling outcomes in conjunction with a network 
connection. In contrast, SA’s max and average pooling 
outputs are forwarded to the convolution layer after being 
pooled along the channel axis. 

 
Figure 3 CBAM attention module [10] 

E. Fusion Strategy 

Textual features from the bidirectional LSTM are combined 
with features from the image model produced by ConvNet 
with the CBAM attention module. The sentiment polarity 
categorization as positive, negative, and neutral is then 
performed using the final dense layer on this combined 
feature vector. 

IV. EXPERIMENTAL RESULTS                                                                                               

A. Dataset 

We use a benchmark dataset, Twitter-17, to assess our model 
for the MSR problem. Twitter-17 consists of tweets, 
including a caption and a picture. The goal is to determine if 
the sentiment is good, negative, or neutral. 20% of the 3562 
total samples in the Twitter-17 dataset are chosen for testing. 

B. Implementation Details 

We use ConvNet with a CBAM attention module for image 
data and a BERT-based model for text data as our framework. 
We adjust the downstream tasks for 50 epochs and lock in all 
the hyperparameters after optimizing them on the training 
data. During this phase, the batch size is set to 32, and the 
default learning rate of the Adam optimizer is set to 0.001. 
Categorical cross-entropy loss function and Adam, as an 
optimizer, were both employed. All the models were 
implemented using Keras and TensorFlow framework. 
Experiments are carried out on a Persistence-M GPU. 

C. Evaluation Metrics 

Accuracy (A), Precision (P), Recall (R), and F1-score (F1) 
are the assessment metrics we use to assess the performance 
of our model for MSR tasks. 

D. Main Results 

Table 1 displays the results of our MSR approach on the 
Twitter-17 dataset. The experimental findings validate the 
efficacy of our framework and indicate that our model 
outperforms several multi-modal methods. It performs 
considerably better on Twitter 2017 than prior techniques, 
outperforming them on accuracy by 2.19 total percentage 
points. Figure 5 depicts the training accuracy, training loss, 
testing accuracy, and testing loss curves. 

 
Table 1 Experimental results 

  TWITTER-17 (FOR TEXT + IMAGE) 

REF. YEAR A P R 
MACRO

-F1 
F1 

[11] 2019 70.50 - - 68.04 - 

[25] 2021 67.77 - - - 65.32 

[23] 2021 72.36 - - 69.19 - 

[7] 2022 71.14 - -  69.16 

[9] 2022 - - - - 68.05 

OURS 73.33 87.6 88.4 - 88.05 

Channel 

Attention 

Spatial  
Attention   

Input 

feature 

Refined 

feature 

Element wise 

multiplication 

Figure 4 Few samples with the original labels and the predicted labels 
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Figure 5 Curves shows training loss, training accuracy, testing loss and 
testing accuracy 

 
 

V. CONCLUSION 

We suggest an MSR approach in this work. Experimental 
findings demonstrate that, on the common benchmark 
Twitter-17, our suggested strategy typically performs better 
than the cutting-edge approaches. The suggested paradigm 
unifies two architectures: one for text and the other for 
images. In the future, we hope to: (1) apply our model to a 
few other benchmark datasets; and (2) expand this work to 
include aspect-based MSR, which not only predicts sentiment 
but also identifies the category to which that specific 
sentiment belongs. 
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ABSTRACT
In this manuscript, we propose a P�olya distribution-based gener-
alization of k-Bernstein operators. We establish some fundamen-
tal results for convergence as well as order of approximation of
the proposed operators. We present theoretical result and graph
to demonstrate the proposed operator’s intriguing ability to
interpolate at the interval’s end points. In order to illustrate the
convergence of proposed operators as well as the effect of
changing the parameter “l, ” we provide a variety of results and
graphs as our paper’s conclusion.
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1. Introduction

The original P�olya-Eggenberger urn model, often known as the P�olya urn,
was created in 1923 by Eggenberger and P�olya [1] to explore phenomena
like the transmission of infectious diseases. The P�olya-Eggenberger urn
model consists of M white balls and N black balls in one of its most basic
forms. A ball is picked at random and then replaced with O other balls of
the same color. This process is carried out n times, and then the probability
of drawing s ðs ¼ 1, 2, :::, nÞ white ball is

Pr X ¼ s½ � ¼ n
s

� �
M M þ Oð Þ::: M þ s� 1ð ÞO½ �N N þ Oð Þ::: N þ n� s� 1ð ÞO½ �

M þ Nð Þ M þ N þ Oð Þ::: M þ N þ n� 1ð ÞO½ � :

(1.1)

The distribution described above is referred to as the P�olya-Eggenberger
distribution with parameters ðn;M;N;OÞ and includes hypergeometric and
binomial distribution as special cases.
Stancu [2] constructed a sequence of linear positive operators using the

P�olya-Eggenberger distribution as

CONTACT Km. Lipi chaudhary.lipi123@gmail.com Department of Applied Mathematics, Delhi
Technological University, Bawana Road, Delhi 110042, India.
� 2023 Taylor & Francis Group, LLC

NUMERICAL FUNCTIONAL ANALYSIS AND OPTIMIZATION
https://doi.org/10.1080/01630563.2023.2185896

http://crossmark.crossref.org/dialog/?doi=10.1080/01630563.2023.2185896&domain=pdf&date_stamp=2023-03-14
https://doi.org/10.1080/01630563.2023.2185896
http://www.tandfonline.com


Shlin f ; xð Þ ¼
Xn
k¼0

phlin, kðxÞf
k
n

� �
, (1.2)

where

phlin, kðxÞ ¼
n
k

� � Qk�1

i¼0
xþ ilð Þ Qn�k�1

i¼0
1� xþ ilð Þ

Qn�1

i¼0
1þ ilð Þ

and l is a non-negative parameter that may only be dependent on the nat-
ural number n. When l ¼ 0, operators (1.2) reduce into the classical
Bernstein operators [3].
The distribution of the number P of drawings required to obtain n white

balls from an urn containing M white balls and N black balls is known as
the inverse P�olya-Eggenberger distribution, and it is defined as

PrðP ¼ nþ sÞ ¼ nþ s� 1
s

� �
M M þ Oð Þ::: M þ n� 1ð ÞO½ �N N þ Oð Þ::: N þ s� 1ð ÞO½ �

M þ Nð Þ M þ N þ Oð Þ::: M þ N þ nþ s� 1ð ÞO½ � ,

(1.3)

for s 2 N [ f0g: We direct the readers to [4] in order to provide additional
information regarding distributions (1.1) and (1.3).
For a real valued bounded function on ½0,1Þ with 06l ¼ lðnÞ ! 0 as

n ! 1, Stancu [5] provided the generalization of the Baskakov operators
using the inverse P�olya-Eggenberger distribution. For the case l ¼ 0, these
operators reduce into the classical Baskakov operators [6].
Razi [7] developed Bernstein Kantorovich operators based on the P�olya-

Eggenberger distribution in 1989 and investigated the rate of convergence
and degree of approximation for these operators. B€uy€ukyazici [8] intro-
duced Chlodowsky type generalization of Stancu polynomials (also known
as Stancu Chlodowsky polynomials) and presented theorems on weighted
approximation of functions on the interval 0,1Þ:½ Agrawal et al. [9] intro-
duced the P�olya and Bernstein basis function-based B�ezier variant of sum-
mation integral type operators. Deo et al. [10] introduced inverse P�olya
based Baskakov Kantorovich operators along with its asymptotic formula.
The reader is directed to [11–16] for additional research in this area.
Depending on the parameter k, Cai et al. [17] proposed and took into

consideration a new generalization of Bernstein polynomials known as
k-Bernstein operators. When k ¼ 0, these k-Bernstein operators reduce
into the well-known Bernstein operators [3]. Acu et al. [18] defined a
Kantorovich form of k-Bernstein operators and demonstrated how this
generalization enhances convergence rate over the classical Kantorovich
operators. In order to approximate a function on [0, 1] as well as on its

2 K. LIPI AND N. DEO



subinterval, Rahman et al. [19] introduced the Kantorovich form of
k-Bernstein operators with shifted knots and demonstrated that these oper-
ators approximate the function more accurately than classical Bernstein
Kantorovich operators and k-Bernstein Kantorovich operators. Cai [20]
provided the B�ezier form of k-Bernstein Kantorovich operators and derived
asymptotic estimate for absolutely continuous function by combining the
Bojanic-Cheng decomposition method with a few analysis techniques. Cai
and Zhou [21] considered the GBS of the bivariate tensor product of k
-Bernstein Kantorovich operators and established approximation properties
of these operators for both B-continuous and B-differentiable functions.
Acu et al. [22] considered and investigated a generalization of Uq

n operators
based on k-Bernstein operators. The reader is instructed to read [23–26]
for further information on this topic.
In this paper, the generalization of k-Bernstein operators [17] based on

P�olya distribution is presented in the following manner:

Phk, li
n f ; xð Þ ¼

Xn
k¼0

p̂hk, lin, k ðxÞf k
n

� �
, (1.4)

where f 2 C 0, 1½ �, k 2 �1, 1½ �, l ¼ lðnÞ ! 0 as n ! 1 and p̂hk, lin, k ðxÞ, k ¼
0, 1, :::, n are defined below:

p̂hk,lin, 0 ðxÞ ¼ phlin, 0ðxÞ �
k

nþ 1
phlinþ1, 1ðxÞ,

p̂hk,lin, k ðxÞ ¼ phlin, kðxÞ þ k
n� 2kþ 1
n2 � 1

phlinþ1, kðxÞ �
n� 2k� 1
n2 � 1

phlinþ1, kþ1ðxÞ
� �

, 16 k6 n� 1,

p̂hk,lin, n ðxÞ ¼ phlin, nðxÞ � k
nþ 1

phlinþ1, nðxÞ:

8>>>>>>><
>>>>>>>:
Special cases:

1. For k ¼ 0 and l ¼ 0, proposed operators Phk,li
n transform into well

known Bernstein operators [3].
2. For k ¼ 0 and l 6¼ 0, these operators Phk, li

n reduces to operators (1.2).
3. For k 6¼ 0 and l ¼ 0, operators Phk, li

n includes k-Bernstein opera-
tors [17].

This paper is divided into three key sections. Basic results that are rele-
vant for establishing key theorems are covered in the first section. In this
section, we also give a theorem and graphical illustrations in support of the
proposed operator’s interpolation behavior. We have demonstrated a few
results in the second section for convergence rate of the proposed opera-
tors. The final section makes use of several Mathematica-derived graphs to

validate the approximation behavior of the operators Phk, li
n :
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2. Preliminaries

Lemma 2.1. The following equalities hold for the proposed operator Phk, li
n

described by Equation (1.4):

Phk, li
n 1; xð Þ ¼ 1,

Phk, li
n t; xð Þ ¼ xþ k

1� 2x
nðn� 1Þ þ

Qn
i¼0

ðxþ ilÞ � Qn
i¼0

ð1� xþ ilÞ

nðn� 1ÞQn
i¼0

ð1þ ilÞ

0
BBB@

1
CCCA,

Phk,li
n t2; x

� �
¼ x2

lþ 1
þ xð1þ ln� xÞ

ðlþ 1Þn

þ k
2 1� lð Þx� 4x2

ðlþ 1Þn n� 1ð Þ �
1

n2 n� 1ð Þ þ
1þ 2nð ÞQn

i¼0
ðxþ ilÞ þQn

i¼0
ð1� xþ ilÞ

n2 n� 1ð ÞQn
i¼0

ð1þ ilÞ

0
BBB@

1
CCCA:

Proof. Form (1.4), it is easy to prove Phk, li
n ð1; xÞ ¼ 1: Next,

Phk,li
n ðt;xÞ

¼
Xn
k¼0

p̂hk,lin,k ðxÞ k
n

¼
Xn�1

k¼1

�
phlin,kðxÞþ k

�
n� 2kþ 1
n2 � 1

phlinþ1,kðxÞ �
n� 2k� 1
n2 � 1

phlinþ1,kþ1ðxÞ
�	

k
n

þphlin,nðxÞ� k
nþ 1

phlinþ1,nðxÞ

¼
Xn
k¼0

phlin,kðxÞ
k
n
þ k

�Xn
k¼0

phlinþ1,kðxÞ
n� 2kþ 1
n2 � 1

k
n
�
Xn�1

k¼1

phlinþ1,kþ1ðxÞ
n� 2k� 1
n2 � 1

k
n

�

¼
Xn
k¼0

phlin,kðxÞ
k
n
þ k

�
1

n� 1

Xn
k¼0

phlinþ1,kðxÞ
k
n
� 2
n2 � 1

Xn
k¼0

phlinþ1,kðxÞ
k2

n

� 1
nþ 1

Xn�1

k¼1

phlinþ1,kþ1ðxÞ
k
n
þ 2
n2 � 1

Xn�1

k¼1

phlinþ1,kþ1ðxÞ
k2

n

�
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¼
Xn
k¼0

phlin,kðxÞ
k
n
þ k

�
1

nðnþ 1Þ
Xn
k¼0

phlinþ1,kðxÞk�
2

nðn2 � 1Þ
Xn
k¼0

phlinþ1,kðxÞkðk� 1Þ

� 1
nðn� 1Þ

�Xn�1

k¼1

phlinþ1,kþ1ðxÞðkþ 1Þ �
Xn�1

k¼1

phlinþ1,kþ1ðxÞ
�

þ 2
nðn2 � 1Þ

Xn�1

k¼1

phlinþ1,kþ1ðxÞkðkþ 1Þ
�

(2.1)

It is easy to derive the following equalities:

Xn
k¼0

phlinþ1,kðxÞk¼ nþ 1ð Þ x�
Qn
i¼0

ðxþ liÞ
Qn
i¼0

ð1þ liÞ

0
BBB@

1
CCCA,

Xn
k¼0

phlinþ1,kðxÞk k� 1ð Þ ¼ n nþ 1ð Þ x xþ lð Þ
1þ l

�
Qn
i¼0

ðxþ liÞ
Qn
i¼0

ð1þ liÞ

0
BBB@

1
CCCA,

Xn�1

k¼1

phlinþ1,kþ1ðxÞ ¼ 1�
Qn
i¼0

ð1� xþ liÞ
Qn
i¼0

ð1þ liÞ
�

nþ 1ð ÞxQn�1

i¼0
ð1� xþ liÞ

Qn
i¼0

ð1þ liÞ
�
Qn
i¼0

ðxþ liÞ
Qn
i¼0

ð1þ liÞ
,

Xn�1

k¼1

phlinþ1,kþ1ðxÞ kþ 1ð Þ ¼ nþ 1ð Þ x�
x
Qn�1

i¼0
ð1� xþ liÞ
Qn
i¼0

ð1þ liÞ
�
Qn
i¼0

ðxþ liÞ
Qn
i¼0

ð1þ liÞ

0
BBB@

1
CCCA,

Xn�1

k¼1

phlinþ1,kþ1ðxÞ kþ 1ð Þk¼ n nþ 1ð Þ x xþ lð Þ
1þ l

�
Qn
i¼0

ðxþ liÞ
Qn
i¼0

ð1þ liÞ

0
BBB@

1
CCCA:

Using these equalities in Equation (2.1), we get the value of Phk,li
n ðt;xÞ:

We can also determine the value of Phk,li
n ðt2;xÞ in a similar manner. �

Lemma 2.2. For x 2 0, 1½ �, k 2 �1, 1½ �, l ¼ lðnÞ ! 0 as n ! 1 and
lim
n!1 nlðnÞ ¼ l 2 R, we have
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Phk, li
n t � xð Þ; xð Þ ¼ k

1� 2x
nðn� 1Þ þ

Qn
i¼0

ðxþ ilÞ � Qn
i¼0

ð1� xþ ilÞ

nðn� 1ÞQn
i¼0

ð1þ ilÞ

0
BBB@

1
CCCA,

Phk, li
n t � xð Þ2; x

� �
¼ ð1þ lnÞ 1� xð Þx

ðlþ 1Þn

þk
4lx x� 1ð Þ

ðlþ 1Þn n� 1ð Þ �
1

n2 n� 1ð Þ þ
1þ 2n 1� xð Þð ÞQn

i¼0
ðxþ ilÞ þ 1þ 2nxð ÞQn

i¼0
ð1� xþ ilÞ

n2 n� 1ð ÞQn
i¼0

ð1þ ilÞ

0
BBB@

1
CCCA:

Furthermore,

lim
n!1Phk, li

n t � xð Þ; xð Þ ¼ 0,

lim
n!1 nPhk, li

n t � xð Þ2; x
� �

¼ lþ 1ð Þ 1� xð Þx:

Proof. By substituting the values from Lemma 2.1, we can easily prove this
Lemma.

Throughout the paper, let us define uhk, li
n, 1 ðxÞ ¼ Phk, li

n ðt; xÞ, uhk, li
n, 2 ðxÞ ¼

Phk, li
n ðt2; xÞ, dhk, lin, 1 ðxÞ ¼ Phk, li

n ððt � xÞ; xÞ, and dhk, lin, 2 ðxÞ ¼ Phk, li
n

ððt � xÞ2; xÞ:
Remark 2.1. For k 2 �1, 1½ �, l ¼ lðnÞ ! 0 as n ! 1 and x 2 ½0, 1�, the

proposed operators Phk, li
n possess the endpoint interpolation property, that

is,

Phk, li
n f ; 0ð Þ ¼ f ð0Þ,Phk, li

n f ; 1ð Þ ¼ f ð1Þ:

We can establish the proof using the definition of Phk, li
n and the fact that

p̂hk, lin, k ðxÞ ¼ 0, k 6¼ 0ð Þ
1, k ¼ 0ð Þ p̂hk, lin, k ðxÞ ¼ 0, k 6¼ nð Þ

1, k ¼ nð Þ:
��

Example 2.1. Figure 1 displays the graphs of p̂hk, li3, k ðxÞ for the values of k ¼
1, 0, and �1: Figure 2 displays the corresponding P

hk, li
3 when f ðxÞ ¼

x� 1
4

� �
sin 5px

2

� �þ 2
5 with l ¼ lðnÞ ¼ 1ffiffiffiffiffiffi

2pn
p ðenÞn: The graphs make it evident
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that Phk, li
n interpolates the end points of the interval [0, 1], which is based

on the interpolation property of p̂hk, lin, k ðxÞ:

3. Main results

Let

C2 0, 1½ � ¼ f 2 C 0, 1½ � : f 00 2 C 0, 1½ �� �
,

and the norm of the space C2 0, 1½ � is defined by

kf kC2 0, 1½ � ¼ kf k þ kf 0k þ kf 00k:
According to Ditzian and Totik [27], for absolute constant C > 0, the rela-
tionship stated below is valid for Kðf ; dÞ ¼ infg2C2 0, 1½ � kf � gk þ dkg00k� �
and

Figure 2. Convergence of Ph�1,li
3 (magenta), Ph0, li

3 (red) and P
h1,li
3 (blue) with l ¼ lðnÞ ¼

1ffiffiffiffiffiffi
2pn

p ðenÞn to fðxÞ ¼ x � 1
4

� �
sin 5px

2

� �þ 2
5 (black).

Figure 1. The graph p̂hk, lin, k ðxÞ of with different value of k:
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x2 f ; dð Þ ¼ sup
0<t6 d

f xþ tð Þ � 2f ðxÞ þ f x� tð Þj j : x, x6t 2 0, 1½ �� �
,

K f ; dð Þ6Cx2 f ;
ffiffiffi
d

p
 � (3.1)

for any function f 2 C 0, 1½ � and d > 0: Where x2ðf ; dÞ and Kðf ; dÞ is
referred to as second order modulus of continuity and Peetre’s K-functional
[27] respectively and

x f ; dð Þ ¼ sup
0<t6 d

f xþ tð Þ � f ðxÞj j : x, xþ t 2 0, 1½ �� �
is called first order or usual modulus of continuity. Additionally, xðf ; dÞ
meets the following characteristics:

1. f ðyÞ � f ðxÞj j6xðf ; y� xj jÞ for any x 6¼ y 2 0, 1½ �,
2. f is uniformly continuous () lim

d!0
xðf ; dÞ ¼ 0,

3. xðf ; dÞ is monotonically increasing function,
4. xðf ; kdÞ6 ð1þ kÞxðf ; dÞ, for any k > 0:

The smoothness characteristics of the function determine the degree of
approximation of positive linear operators, and suitable tools for determin-
ing the smoothness of functions are represented by the moduli of continu-
ity of various types. Our subsequent theorems determine the degree of
approximation for our proposed operators Phk, li

n in terms of usual and
second order modulus of continuity.

Theorem 3.1. Let k 2 �1, 1½ � and l ¼ lðnÞ ! 0 as n ! 1, then the
inequality

Phk, li
n f ; xð Þ � f ðxÞ�� ��6 dhk, lin, 1 ðxÞ f 0ðxÞj j þ 2

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
dhk, lin, 2 ðxÞ

q
x f 0;

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
dhk, lin, 2 ðxÞ

q� �

holds for f 2 C1 0, 1½ �:

Proof. For f 2 C1 0, 1½ � and x, t 2 ½0, 1�, we have

f ðtÞ � f ðxÞ ¼ ðt � xÞf 0ðxÞ þ
ðt
x

ðf 0ðyÞ � f 0ðxÞÞdy:

Applying Phk, li
n on both sides of above mentioned relation, we get

Phk,li
n f ðtÞ � f ðxÞ; x� � ¼ Phk,li

n ðt � xÞ; xð Þf 0ðxÞ þPhk, li
n

ðt
x

ðf 0ðyÞ � f 0ðxÞÞdy; x

0
B@

1
CA:
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Using the property (1) and (4) of modulus of continuity, with a few manip-
ulations, we have the relation

f ðtÞ � f ðxÞj j6 1þ t � xj j
d

� �
x f ; dð Þ, d > 0,

this implies

ðt
x

ðf 0ðyÞ � f 0ðxÞÞdy
������

������6 t � xj j þ
t � xð Þ2
��� ���

d

" #
x f 0; d
� �

:

Therefore,

Phk, li
n f ; xð Þ � f ðxÞ�� ��6 Phk, li

n ðt � xÞ; xð Þ�� �� f 0ðxÞj j

þ 1
d
Phk, li

n t � xð Þ2; x
� �

þPhk, li
n t � xj j; xð Þ

� 	
x f 0; d
� �

:

Using the Cauchy-Schwarz inequality, we obtain

jPhk, li
n ðf ; xÞ�f ðxÞj6 jPhk, li

n ððt � xÞ; xÞjjf 0ðxÞj
þ

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Phk, li

n ððt � xÞ2; xÞ
q �

1
d

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Phk, li

n ððt � xÞ2; xÞ
q

þ1

	
xðf 0; dÞ

6 dhk, lin, 1 ðxÞjf 0ðxÞj þ
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
dhk, lin, 2 ðxÞ

q �
1
d

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
dhk, lin, 2 ðxÞ

q
þ 1

	
xðf 0; dÞ:

Choosing d ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
dhk, lin, 2 ðxÞ

q
, we find the desired inequality. �

Theorem 3.2. Let k 2 �1, 1½ � and l ¼ lðnÞ ! 0 as n ! 1, then the
inequality

Phk, li
n f ; xð Þ � f ðxÞ�� ��6 2x f ;

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
dhk, lin, 2 ðxÞ

q� �

holds for f 2 C 0, 1½ �:

Proof. For any t, x 2 a, b½ �, using the following property of modulus of
continuity, we get

f ðtÞ � f ðxÞj j6 1þ t � xð Þ2
d2

 !
x f ; dð Þ:

Applying Phk, li
n on both sides of above relation, we get
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Phk, li
n f ; xð Þ � f ðxÞ�� ��6Phk, li

n f ðtÞ � f ðxÞj j; x� �
6 1þPhk, li

n t � xð Þ2; x
� �
d2

 !
x f ; dð Þ:

Choosing d2 ¼ dhk, lin, 2 ðxÞ ¼ Phk, li
n ððt � xÞ2; xÞ, we obtain the desired

result. �

Theorem 3.3. For k 2 �1, 1½ � and l ¼ lðnÞ ! 0 as n ! 1, then the
inequality

Phk, li
n f ; xð Þ � f ðxÞ�� �� � Cx2 f ;

1
2

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
!hk, li

n ðxÞ
q� �

þ x f ; dhk, lin, 1 ðxÞ

 �

holds for f 2 C 0, 1½ �, Yhk, li
n ðxÞ ¼ dhk, lin, 2 ðxÞ þ ðdhk, lin, 1 ðxÞÞ2 and absolute con-

stant C.

Proof. Consider the operators Pðk, lÞ
n defined by

P
hk, li
n f ; xð Þ ¼ Phk, li

n f ; xð Þ � f uhk, li
n, 1 ðxÞ


 �
þ f ðxÞ: (3.2)

Due to Lemma 2.1 and the fact that these operators are linear in nature, it
is obvious that

P
hk, li
n 1; xð Þ ¼ Phk, li

n 1; xð Þ ¼ 1,

P
hk, li
n t; xð Þ ¼ uhk, li

n, 1 ðxÞ þ x� uhk, li
n, 1 ðxÞ ¼ x:

For g 2 C2 0, 1½ �, consider the Taylor’s formula

gðtÞ ¼ gðxÞ þ ðt � xÞg0ðxÞ þ
ðt
x

ðt � wÞg00ðwÞdw:

Applying P
hk, li
n on both sides of above equality and using P

hk, li
n ð1; xÞ ¼ 1,

we get

P
hk, li
n g; xð Þ ¼ gðxÞ þ P

hk, li
n ðt � xÞ; xð Þg0ðxÞ þ P

hk, li
n

ðt
x

ðt � wÞg00ðwÞdw; x

0
B@

1
CA

¼ gðxÞ þPhk, li
n

ðt
x

ðt � wÞg00ðwÞdw; x

0
B@

1
CA�

ðuhk,li
n, 1 ðxÞ

x

uhk, li
n, 1 ðxÞ � w


 �
g00ðwÞdw

and hence
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Phk, li
n g; xð Þ � gðxÞ

��� ���6Phk, li
n

ðt
x

ðt � wÞg00ðwÞdw; x
������

������
0
B@

1
CAþ

ðuhk,li
n, 1 ðxÞ

x

uhk,li
n, 1 ðxÞ � w


 ���� ��� g00ðwÞj jdw

��������

��������
6 dhk, lin, 2 ðxÞkg00k þ uhk, li

n, 1 ðxÞ � x

 �2

kg00k

¼ dhk, lin, 2 ðxÞ þ dhk, lin, 1 ðxÞ

 �2� 	

kg00k
¼ !hk, li

n ðxÞkg00k: ð3:3Þ

From relation (3.2), we have

P
hk, li
n f ; xð Þ

�� �� 6 Phk, li
n f ; xð Þ

�� ��þ f ðxÞj j þ f uhk, li
n, 1 ðxÞ


 ���� ���
6 kf kPhk, li

n 1; xð Þ þ 2kf k ¼ 3kf k:
(3.4)

Now,

Phk,li
n f ; xð Þ � f ðxÞ�� �� ¼ P

hk,li
n f ; xð Þ � f ðxÞ þ f uhk,li

n, 1 ðxÞ

 �

� f ðxÞ
��� ���

� P
hk,li
n f � g; xð Þ

�� ��þ P
hk, li
n g; xð Þ � gðxÞ

��� ���þ f ðxÞ � gðxÞj j þ f uhk,li
n, 1 ðxÞ


 �
� f ðxÞ

��� ���,

using relation (3.3) and (3.4) and definition of modulus of continuity, we
have

Phk, li
n f ; xð Þ � f ðxÞ�� ��6 4kf � gk þ !hk, li

n ðxÞkg00k þ x f ;uhk, li
n, 1 ðxÞ � x


 �
:

Applying infimum to all of g 2 C2 0, 1½ �, we get

Phk, li
n f ; xð Þ � f ðxÞ�� ��6 4K f ;

1
4
!hk, li

n ðxÞ
� �

þ x f ; dhk, lin, 1 ðxÞ

 �

:

This concludes the proof in view of relation (3.1). �

Our following theorem determines the rate of convergence of the opera-

tors Phk, li
n for functions belonging to Lipschitz class LipCðcÞ:

For C > 0 and 0 < c6 1 the class LipCðcÞ is defined by

LipCðcÞ ¼ f : f ðyÞ � f ðxÞj j6C y� xj jc where x, y 2 0, 1½ �� �
:
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Theorem 3.4. Let k 2 �1, 1½ �, l ¼ lðnÞ ! 0 as n ! 1 and x 2 0, 1½ �, then
the inequality

Phk, li
n f ; xð Þ � f ðxÞ�� �� � C dhk, lin, 2

h ic
2

,

holds for f 2 LipCðcÞ:

Proof. Since Phk, li
n are linear and positive in nature and f 2 LipCðcÞ, we

have

Phk, li
n f ; xð Þ � f ðxÞ�� �� 6Phk, li

n f ðtÞ � f ðxÞj j; x� �
¼
Xn
k¼0

p̂hk, lin, k ðxÞ f
k
n

� �
� f ðxÞ

����
����

6C
Xn
k¼0

p̂hk, lin, k ðxÞ k
n
� x

����
����
c

6C
Xn
k¼0

p̂hk, lin, k ðxÞ k
n
� x

� �2
" #c

2

p̂hk, lin, k ðxÞ
h i2�c

2

:

Applying H€older’s inequality for sums, we obtain

Phk, li
n f ; xð Þ � f ðxÞ�� �� 6C

Xn
k¼0

p̂hk, lin, k ðxÞ k
n
� x

� �2
" #c

2 Xn
k¼0

p̂hk, lin, k ðxÞ
" #2�c

2

¼ C Phk, li
n t � xð Þ2; x

� �h ic
2

:

This proves theorem 4. �

Finally, we give a Voronovskaja asymptotic formula for Phk, li
n :

Theorem 3.5. Let k 2 �1, 1½ �, l ¼ lðnÞ ! 0 as n ! 1 and f ðxÞ be
bounded on 0, 1½ �. Then, for any x 2 ð0, 1Þ at which f 00ðxÞ exists, we have

lim
n!1 n Phk, li

n f ; xð Þ � f ðxÞ
h i

¼ 1
2

lþ 1ð Þ 1� xð Þxf 00ðxÞ:

Proof. By the Taylor formula, we may write

f ðtÞ ¼ f ðxÞ þ ðt � xÞf 0ðxÞ þ 1
2

t � xð Þ2f 00ðxÞ þ t � xð Þ2r t, xð Þ, (3.5)

where rðt, xÞ 2 C 0, 1½ � is the Peano form of the remainder. Using
L’Hopital’s rule, we have

lim
t!x

r t, xð Þ ¼ 0:

Applying Phk, li
n to (3.5), we obtain
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lim
n!1 n Phk, li

n f ; xð Þ � f ðxÞ
h i

¼ lim
n!1 nPhk, li

n ðt � xÞ; xð Þf 0ðxÞ

þ 1
2
lim
n!1 nPhk, li

n t � xð Þ2; x
� �

f 00ðxÞ þ lim
n!1 nPhk, li

n t � xð Þ2r t, xð Þ; x

 �

:

(3.6)

By the Cauchy-Schwarz inequality, we have

Phk, li
n t � xð Þ2r t, xð Þ; x


 �
6

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Phk, li

n t � xð Þ4; x
� �q ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

Phk, li
n r2 t, xð Þ; xð Þ

q
: (3.7)

Since r2ðx, xÞ ¼ 0 then using (3.7), we can obtain

lim
n!1 nPhk, li

n t � xð Þ2r t, xð Þ; x

 �

¼ 0: (3.8)

Finally, using (3.6), (3.8) and Lemma 2.2, we get

lim
n!1 n Phk, li

n f ; xð Þ � f ðxÞ
h i

¼ 1
2

lþ 1ð Þ 1� xð Þxf 00ðxÞ:

Hence, we get the proof. �

4. Numerical results

Example 4.1. The convergence of Phk, li
15 (magenta), Phk, li

25 (red) and P
hk, li
45

(blue) to f ðxÞ ¼ sin ð3 sin ð3xÞÞ (black) is illustrated in Figure 3 for fixed
k ¼ �0:5 and l ¼ lðnÞ ¼ 1

n5þ2 log ðnÞ : Table 1 computes the absolute error

ehk, lin ðxÞ ¼ jPhk, li
n ðf ; xÞ � f ðxÞj of the function f for various values of x in

the interval [0, 1], and Figure 4 displays this error graphically. When n

rises from 15 to 45, we notice that the approximation of f by Phk, li
n gets

better and error also continues to decrease.

Figure 3. Convergence of Phk, li
15 (magenta), Phk,li

25 (red) and P
hk, li
45 (blue) for fixed k ¼ �0:5

and l ¼ lðnÞ ¼ 1
n5þ2 log ðnÞ to fðxÞ ¼ sin ð3 sin ð3xÞÞ (black).
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Example 4.2. Figure 5 shows the graph for the operators Phk, li
n for two dif-

ferent sequences l ¼ lðnÞ ¼ 1
n! (red) and l ¼ lðnÞ ¼ 1

n log ðnÞ , (magenta)

while keeping n ¼ 30 and k ¼ 0:5 fixed for the function f ðxÞ ¼ x4 � 12x3
5 þ

193x2
100 � 57x

100 þ 3
50 (black). Figure 6 shows the graph for the operators Phk, li

n for
the function f ðxÞ ¼ 10xþ 2 cos ð10xÞ (black) with fixed n ¼ 20 and k ¼ 0:1

Table 1. Estimation of error for various value of x in the interval [0, 1].
x Ehk, li

15 Ehk, li
25 Ehk,li

45 Ehk, li
75

0.1 0.175061 0.108151 0.0610693 0.0369243
0.2 0.226676 0.146409 0.0861958 0.0534319
0.3 0.0650047 0.0373058 0.0196547 0.0113319
0.4 0.111161 0.0768502 0.0470771 0.0297085
0.5 0.187009 0.121607 0.0707124 0.0432592
0.6 0.159335 0.104776 0.0616742 0.038047
0.7 0.03193 0.0248162 0.0164783 0.0108634
0.8 0.140273 0.0895243 0.0521938 0.0321723
0.9 0.17437 0.110194 0.0634311 0.0387883

Figure 4. Graph of Ehk,li
15 ðxÞ (magenta), Ehk, li

25 ðxÞ (red), Ehk,li
45 ðxÞ (blue) and Ehk, li

75 ðxÞ (black)

with k ¼ �0:5 and l ¼ lðnÞ ¼ 1
n5þ2 log ðnÞ for fðxÞ ¼ sin



3sinð3xÞ

�
:

Figure 5. Convergence of P
h0:5, 1

n log ðnÞi
30 (magenta) and P

h0:5, 1n!i
30 (red) to fðxÞ ¼ x4 � 12x3

5 þ 193x2
100 �

57x
100 þ 3

50 (black).
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for two different sequences l ¼ lðnÞ ¼ 1
n2 (red) and l ¼ lðnÞ ¼ 1

n ,
(magenta). For these two cases, the graphs make it evident that convergence
of the operators toward the function occurs best for the sequence with
higher rate of convergence.
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Abstract
In the last few years, Internet of Things (IoT) and Blockchain (BC) technology have been
ruling their respective research area. The integration of IoT and Blockchain enables
delivering many effective and prominent services by incorporating in-built features like
scalability, flexibility, and resilience along with availability and integrity. However,
taking into account the constrained nature of IoT devices, it’s quite hard to implement
BC peers on top of IoT devices. Additionally, the rate at which transactions are produced
by a huge number of constrained devices, BC could not handle effectively. The proposed
work presented a solution to cater to these challenges. It incorporates the Interplanetary
File System (IPFS) for the distribution of resources generated by IoT devices. The
proposed system is based on the Hyperledger Fabric BC framework and comprises smart
contracts that are accountable for policy definition, policy enforcement, user identity
management, and data retrieval. The experimental results illustrate that the running time
taken by smart contract methods of the proposed solution is fairly less than the prominent
work in the same domain. The performance evaluation clearly depicts how effectively the
presented model achieves Confidentiality, Availability, Integrity, and prevents DoS and
DDoS attacks.
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1 Introduction

The recent growth in the field of computer hardware and the internet has made it much easier
to interconnect a large number of devices through wireless networks resulting in an exponen-
tial scaling of the Internet of Things (IoT). The entire process of interconnecting devices and
transforming them into the smarter device has made everyone’s life more convenient [21].
Now a day the IoT has become an integral part of our everyday lives by facilitating routine
tasks through their smart services. The convenience and ease offered by IoT to improvise our
living standard results in continuous tracking and intruding in our private space which in turn
makes our privacy and safety more vulnerable. The data resource generated through these
smart devices mostly encompasses sensitive information and thus imposes a serious threat if
accessed illicitly. Multiple compnies are performing a series of operations like storing,
processing, sharing, and analyzing on the data produced by many smart devices for offering
several useful and innovative services to the society. Data security and privacy is one of the
key concern that has not been addressed as much as it is required especially in the IoT
context.So the major challenge IoT is confronted with is Privacy and Security, and to
overcome this concern access control techniques are required.The access control mechanisms
are vital to guard resources, which have been commonly utilized in a variety of systems [33].
Moreover, the security mechanism must consider the storage and processing capabilities of
these constrained devices.

The sensitive data generated by the IoT may suffer from serious security breaches if the IoT
system is not integrated with sufficient protection measures. Thus, the IoT strategy and access
policy need to be aligned. In the proposed resource access control scheme, context plays a key
role while designing the policies, during resource access, and post access. The proposed
mechanism enables resource owners to control who is accessing their resource, which of the
resource is being accessed, and when it happens.

An inclusive access control scheme necessitates three components: authentication, autho-
rization, and auditing [45]. The authentication recognizes the approved identity of the request-
or. The authorization verifies if the requestor has the appropriate right to perform an operation
or access any specific resource. Lastly, the auditing allows the posterior analysis of the realized
activities in the system.

Some of the existing literature works have approached the problem of access control
employing centralized schemes where a central entity is accountable for running the authori-
zation mechanisms. These conventional access control methods do not meet the constraints
enforced by the IoT environment and lack to deliver features like scalability, flexibility, and
resilience. These problems can be resolved through a distributed scheme, in which participat-
ing entities are indulging themselves in authorization decisions and decision making is not
delegated to any central entity.

Security and privacy concerns raised in the age of IoTs necessitate that access control
mechanisms should possess some additional non-functional requirements like scalability,
flexibility, resilience, and lightweight other than integrity, confidentiality, and availability.
Considering the limitations of commonly used centralized and decentralized access control
models, Blockchain-based solutions can offer more desirable solutions in the IoT environment
[12, 24]. Blockchain can be described as a technology that facilitates the immutability and
integrity of information through a peer-to-peer network that comprises several distributed
nodes where records of transactions are maintained [25].
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The conventional scheme of data sharing normally records IoT data on the third-party
agency which sometimes results in the revelation of sensitive data. Transmission and storage
of data should be shifted from a centralized storage system to a decentralized one to guard the
availability and privacy of data in a much better way. This shifting to distributed storage
technique has many advantages over centralized techniques like large data throughput, more
cost-effective, and resilient. This work proposes a framework for effective access control over
data stored in distributed storage. The proposed work adopted a distributed, peer-to-peer
storage system, IPFS (InterPlanetary File System).

This article proposes a novel framework for decentralized resource access control. In the
proposed solution, access control schemes are imposed through Blockchain technology. Since,
public Blockchain has its own challenges such as scalability issues and higher cost of
transaction, in the proposed solution, access control schemes are imposed through Hyperledger
fabric.

The key contributions of this paper are as follows:

& A blockchain-based, access behavior-driven access control mechanism is proposed for
efficient resource sharing among IoT devices.

& IPFS-based decentralized data storage scheme resulting in high availability of data.
& Multiple permission levels are defined to offer permissioned access privileges to resource

consumers.
& Either positive or negative value is assigned to IoT devices depending on their access

behavior which eventually facilitates a dynamic resource access scheme.
& Provides two-phase authorization for resource access- static authorization (based on

predefined access policies) and dynamic authorization(based on resource access behavior)

The remaining part of this work is structured as follows: Section II presents an overview of
Hyperledger fabric and its constituent elements. Section III analyzes the related work found in
the literature offering access control. Section IV describes the proposed access management
framework along with the corresponding algorithm. Section V presents the performance of the
proposed approach. Finally, we concluded our work in section VI.

2 Preliminaries and basic definitions

2.1 InterPlanetary file system (IPFS)

IPFS [31] is a new internet protocol and P2P distributed file system that links computational
devices with a common system of files. High throughput is achieved by IPFS by enabling
content-addressed hyperlinks. IPFS employs content-addressing to distinctively recognize
every file from the global space. Distributed hash tables (DHT), incentivized block exchange,
and self-certifying namespaces are a few technologies that bring together on a common
platform by IPFS. It enjoys an advantage over cloud storage in that data is distributed and
uploaded at various parts of the world and no central host concept is there hence it does not
suffer from a single point of failure. Whenever a file is uploaded on the IPFS system, a distinct
fingerprint termed the cryptographic hash is created which is later on used to retrieve the file.
This contenthash can be thought of as a URL on the web.
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2.2 Hyperledger fabric

In the Hyperledger Fabric, every program runs in the docker containers. This container offers
an environment that isolates physical resources and application programs and to make sure the
safety measures of the application, containers are separated from each other. Fabric is a sort of
coalition chain, in which each of the nodes is required to be authorized to connect with the
blockchain system. Kafka message queue-based consensus is employed by Fabric which
results in faster consensus even in the scenario of large-scale application. Hyperledger Fabric
is capable to address various limitations of the public chain discussed earlier.

Membership Service Provider (MSP) and Nodes in Hyperledger Fabric {CA, Client Node,
Peer Node, Orderer Node}.

The MSP is implemented as a Certificate Authority (CA) which offers integrated manage-
ment for digital certificates of associate nodes and produces or revokes identity certificates of
associates.

Nodes in Hyperledger Fabric are communication entities and require to have a valid
certificate to interact with the network. Nodes can be classified as a Client node, Peer node,
and Orderer node.

Client node, mostly an application based on SDK is accountable to run the blockchain
system while interacting with the peer node. The operation performed by the client is
bifurcated into two classes. First belongs to the management class, which is primarily
responsible to administer the nodes through the start, stops, and configures operation. The
second is chaincode class which is primarily managing the life cycle of chaincode through the
install, upgrade, and execution operation of chaincode.

Peers are an essential component of the Blockchain and are accountable to host ledgers and
chaincodes. To make query or update ledger, applications connect to peers through the
invocation of chaincode, Peers are classified into two categories which are endorser and
committer. Verification, simulation, and endorsement of transactions are the liability of the
endorser node. Updation of Blockchain and ledger status are the accountability of the
committer node by validating the genuine transaction. Peers can be classified as committing
peer, endorsing peer, leader peer, and anchor peer.

Orderer is accountable for many operations. It accepts the transactions, arranges the
transaction as per specific policy, creates a block and wrapping up transactions within it,
and finally facilitates its distribution.

Channel The Hyperledger Fabric devises a channel scheme to segregate the Blockchain data
of different groups to maintain data privacy and confidentiality. Every channel comprises an
autonomous personal ledger and a Blockchain. As a result, Hyperledger Fabric is considered
as a system that comprises multiple channel, multiple ledger, and multiple Blockchain.

Ledger The ledger is an ordered, tamper-proof record of all state transitions where state
transitions are an outcome of chaincode invocation. The data of Fabric is accumulated as a
distributed ledger in the key-value pair form and the state of the ledger is comprised of these
key-value pairs. One ledger is required for each channel and its copy is maintained by each
peer.

CHAINCODE In Fabric, chaincode is the terminology used for smart contracts. Chaincode
is a programmable code written in golang (supports other languages like Java) to

Multimedia Tools and Applications



implements interfaces and contains all the business logic. The interface offered by
chaincode is exploited by applications to interact with a blockchain ledger. In Fabric,
chaincode generates transactions while running on the peers. Therefore, it is required to be
installed on each peer that wishes to endorse a transaction. Assets are generated and
renewed by a particular chaincode, and thus inaccessible through a different chaincode.
Since it encompasses business logic, developers need to write different chaincode to
implement different applications.

3 Related work

While the distribution of access control schemes in diverse layers is not straightforward for all
time we have categorized this standardization from two perspectives: Architecture layer and
Authorization model layer. Architecture layer classification of access management consists of
technologies like XACML [32], OAuth [41], UMA [47], and Blockchain [49]. Access
schemes offered through XACML, OAuth, and UMA are centralized schemes while
Blockchain offers distributed means to achieve the same. Similarly, the Authorization model
layer classification of access management is comprised of three approaches: centralized,
decentralized, and hybrid. Some significant works exploiting these approaches are emphasized
in this section.

3.1 Architecture layer access control

Atlam et al. [44] presented a mechanism for access control Adaptive Risk-Based Access
Control(AdRBAC) having four input elements which are user context, resource sensitivity,
action severity, and risk history. These components assess the risk on all access queries and
under the risk evaluation, an access decision is made. The risk policy defined by this scheme is
based on the principle of XACML.

Sciancalepore et al. [3] presented an OAuth based (token-based) access control framework
OAuth-IoT. In this scheme a Gateway, being the vital component handles major tasks like
collecting data from the smart devices, receiving access queries through third-party applica-
tions, taking care of applications authentication, and authorization. However, OAuth-IoT is a
token-based scheme where tokens need to be validated from the authorization server (AS), its
presumption that resources are always connected with the internet is not possible all the time in
a constrained environment.

Cirani et al. [9] proposed “IoT-OAS” an OAuth based framework for IoT environment
which offers authorization delegation capability to HTTP/CoAP based service providers.
However, larger radio transmission took place while having bulky size packets at the appli-
cation level.

Cruz-Piris et al. [14] proposed an access control scheme based on UMA for IoT environ-
ments having web-based services. UMA is an improvisation of OAuth2.0 with variations in
application layer protocol, token format, and transport layer security which enables it more
suitable for IoT. However, this scheme works exclusively for MQTT protocol and is not
generalized for other IoT protocols like CoAP, AMQP, and REST. Additionally, the MQTT
communication system is not enabled with the encryption system that makes it protected even
in insecure environments.
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3.2 Authorization model-based access control

Authorization model-based access control is mainly categorized as a centralized model,
distributed model, and hybrid model.

Role-Based Access Control (RBAC) [37] and Organization-Based Access Control (OBAC)
[16] are two major centralized-based schemes for access control. Since both of these models,
RBAC and OBAC are based on a centralized architecture, they are easy to implement and
manage but also confronted with few inbuilt limitations. The primary concerns regarding these
schemes are that they are not suitable for IoT devices as implementation is too complex to
implement without any lightweight tool or mechanism. Additionally, single-point failure,
large-scale implementation, and flexibility are other concern that prevails.

The distributed architecture comprises several models: Attribute-Based Access Control (ABAC)
[15, 50], Usage Control-Based Access Control (UCON) [29, 51], Trust-Based Access Control
(TBAC) [35], and Capability-Based Access Control (CBAC) [11]. Attributes being the core
concepts in ABAC models provide more scalable and fine-grained means to gain access to
resources. However, it also exhibits a few limitations and the most crucial one is its complex
deployment, apart from that sensor data and attribute values are required to map together also.
UCON encompasses a collection of new perceptions in contrast to prevalent conventional models
but yet it’s not enough to take the context of IoT into account for several reasons: broad elucidation
of the access method is missing and the availability of only conceptual model as of now. TBAC
introduces some dynamic elements in the decision process of the access scheme in terms of trust
value which is associated with every constrained device. But so far this model is only implemented
for the cloud environment and it is not fit for a constrained environment. CBAC is based on the
notion of capability which is nothing but a privilege and entities possessing the privilege are granted
to access the specified resource. Despite providing better flexibility and distribution than the
previous mechanisms, this model has to cope with various limitations. One of the major concerns
of this model is its usability onmobile devices and not considering the context during the evaluation
of the access permission process. Capability propagation and revocation are also an issue that needs
to be tackled [2, 5, 6, 18, 34, 38, 46, 48].

Hybrid architecture-based models are Smart Organization Based Access Control
(SmartOBAC) [4] and Pervasive Based Access Control (PBAC) [8]. Although these hybrid
approaches tender better flexibility and scalability but are susceptible to DoS attack in certain
scenarios (if overflow at node surpasses threshold) and security strategy descriptions are
complicated.

Solutions based on Blockchain are mainly bifurcated into Transaction-Based Access
Control (TransBAC) [7, 23, 28] and Smart Contract-Based Access Control (SCBAC) [1, 22,
26, 27, 30, 42, 52]. Blockchain-based solutions have multiple inbuilt advantages like decen-
tralization, immutability, resilience, and data integrity. Consequently, many researchers have
presented an array of access control solutions by incorporating existing models with
Blockchain (mainly smart contracts).

Novo et al. [26] proposed a blockchain-based architecture for scalable access control that
encompasses manager and management hub nodes in addition to IoT and Blockchain net-
works. However, it suffers from various limitations like failure of the management hub, all the
IoT devices connected through it get disappear from the network, and in the case of a
malicious manager node, the system becomes insecure.

Zhang et al. [52] presented a smart contract-based framework for access control which
consists of three different types of smart contracts. However, the major challenge with the
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solution is that it requires defining an access policy for each pair of subjects and object which
eventually makes it static and specific.

Liu et al. [22] utilize the concept of attribute-based access control and Hyperledger fabric
network. However, this scheme does not ensure the trustfulness and security of the participat-
ing nodes.

Siris et al. [42] proposed four models for the authorization of entities involved in the data-
sharing process. However, it is confronted with two limitations: depends on tokens for
authorization, and the incorporation of multiple blockchain networks and many authorization
servers incur an inter-ledger delay.

Oktian et al. [27] proposed “BorderChain” a Blockchain-based mechanism to achieve
access control. In this, only authorized nodes are allowed to communicate with IoT gateways.
However, it is also a token-based approach and is not compatible with real-time use cases.

Alphand et al. [1] and Pinno et al. [30] combines existing work with blockchain and exploit
smart contract to enable access control. Moreover, these models are better equipped to provide
access control in the IoT environment by still they suffer from several limitations like
additional overhead incurred to implement and manage smart contracts, demonstration of
these schemes in real-world scenarios, etc.

Rizzardi et al. [36] presented the integration of permissioned blockchain along with
IoTmiddleware considering fog computing perspective. This mechanism utilizes the consensus
feature of blockchain to prevent altering predefined access rules within the IoT network.
However, this work was restricted to very few data sources and did not simulate malicious
behaviors in the IoT context.

Han, Dezhi, et al. [13] proposed attribute-based access control model for Internet of Things.
The proposed solution utilized Hyperledger fabric to protect against unauthorized access to
sensitive data. However, the scalability of this solution is a big concern, as there is a big
mismatch in the speed of IoT data generation and Blockchain block creation and validation.
Additionally, this model has not been implemented or tested in real-world scenarios.

Shi et al. [40] proposes a private Ethereum-based access control mechanism (BacS) for
distributed IoT system. This model ensures a single identity applicable to all domains
within a distributed IoT network and thus simplifies the complexity of the identity
management process. However, the proposed model is not suitable for small IoT networks,
and even the conventional access control approach performs better in this scenario.
Additionally, this approach is not appropriate for privacy protection as the concerning
algorithm works quite slowly.

Sisi Zuhu et al. [43] proposed a blockchain-based solution for energy-aware mobile crowd
sensing in the Internet of Things (IoT). However, the model was designed to be energy-aware,
but the exact energy consumption of the system was not evaluated.

Kamal et al. [17] presented a confidentiality-preserving architecture for the distributed
cloud storage systems. The proposed architecture even beats popular techniques such as
AES and ICA in terms of memory consumption and time taken to perform encryption and
decryption. However, it is restricted to genetic algorithms only while can have a better scope if
extended for deep learning or fuzzy logic.

The work done in [10, 19, 20] presents some interesting Blockchain-based solutions for
access control in IoT environments. Although, the proposed models offer a secure and
auditable way to manage access to sensitive data in an IoT environment but they did not take
scalability and energy consumption into consideration while designing the architecture.
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Additionally, since the model was based on a centralized trusted authority, it compromises the
privacy of data Tables 1, 2, 3 and 4.

Further, to illustrate the novelty of our solution, the prominent work in the same domain are
analyzed with our proposed architecture as shown in table [21].

In today’s time, multiple services are being offered which rely on smart devices to share
their data with each other securely. To accomplish this, a blockchain-based and access
behavior-driven access control technique is proposed in the subsequent section which employs
both static and dynamic authorization of the communicating entities.

4 Proposed framework

In this section, we have presented a blockchain -based access control mechanism for the IoT
environment. The entire process of secure data sharing is elaborated further through a series of
sub-sections: Policy Model, Storage Model, System Architecture, System Interaction &
Workflow, Smart Copntract, and Algorithm & Implementation.

4.1 Policy model

Mostly the data resources generated by constrained devices are unstructured [26]. Considering
some real-world IoT scenarios like smart cameras taking real-world images and generating
pictures or video resources, the microphone receives sound and generates audio resources.
Physical signals (humidity, temperature, pressure, light, etc.) are perceived by sensors and
translated into digital signal resources. Since the majority of this data is unstructured, it’s
infeasible to store it in a relational database directly. Moreover, these data resources are real-
time data, they are required to be distributed to authorized entities in time. The resource data
generated by constrained devices are distributed over IPFS and cryptographic hash
(hyperlinks) is generated in return. These resource hyperlinks are uploaded to Blockchain
through an application gateway Fig. 1.

4.2 Storage model

In this work, we designed a novel data storage model that is based on IPFS and Blockchain.
The proposed storage model comprises decentralized storage (IPFS) where actual IoT-
generated data is recorded in encrypted form while its corresponding cryptographic hash is
uploaded onto the Blockchain network. The cryptographic hash of the actual content is a fixed-
size data that requires significantly less space and is thus very much suited for integrating IoT
and Blockchain. The storage scheme in Fig. 2 illustrates that all IoT generated data (RO data)
is uploaded on off-chain storage and its corresponding fixed-size hash is recorded on the
blockchain. Additionally, whenever an authorized entity (RC) wishes to access some data, it
firstly fetches the hash data from Blockchain and subsequently gets the actual data from the
off-chain storage.

4.3 System architecture

The proposed IoT Blockchain platformencompasses a huge number of IoT devices (RC &
RO), distributed data storage (IPFS), user devices (RC), servers (RO), and Gateways that are
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coupled together with a blockchain network. Both RC & RO who seeks access to the resource
and hold the requested resource respectively are linked to the Blockchain through a Gateway.
The IPFS is connected with IoT devices for data storage & data retrieval. All the RC’s and
RO’s are required to register themselves under at least one Device Managers (DM) who
subsequently register them within the blockchain network. The complete structure is repre-
sented in Fig. 3.

4.4 System interaction and workflow

The sequence diagram depicted in Fig. 4 captures the sequence of interactions among various
components of the proposed scheme which are explained as follows:

& Network setup
& Deployment of chaincode by Endorsing peer
& Device Managers register themselves onto the Blockchain network.

Table 2 Device Information Table(DIT)

RC RO R Action LRtime SLRtime TS

RC A RO X File 1 R 2022/01/09 15:21:18 2022/01/08 10:20:33 0.19
RC B RO Y File 2 R,w 2022/01/01 03:47:55 2022/01/01 03:44:00 −0.51
RC C RO Z Program 3 W 2022/01/05 18:42:12 2022/01/03 14:11:48 0.39

Table 3 Device Penalty Table

RC RO Access Behavior Penalty

RC A RO X Request canceled after approval Request blocked for 15 minutes
RC B RO Y Too frequent access request Request blocked for 1 hour
RC C RO Z Multiple requests within a fixed period Request blocked for 2 hours
RC D RO W Requesting higher authorization level resource Request blocked for 20 minutes

Table 4 Terminologies used in Algorithm

Term Description

RC Resource Consumer
RO Resource Owner
R Resource
Action read/write/execute.
UnblockTime time until which request is blocked
StaticCheck predefined access policies
DynamicCheck regulates consumers behavior dynamically
LRtime Last Request time
allowedInterval the minimum allowable time between successive requests.
NoRR Number of Recent Requests (request made in a fixed time interval)
fine]X] Request canceled after approval
fine]Y] Too frequent access request
fine]Z] Multiple requests within a fixed period
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Fig. 1 Proposed policy model

Fig. 2 Storage Model
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& Device Manager registers IoT devices (RO’s and RC’s) under them. (However, an IoT
device can de-register itself from any Device Manger)

& Resource access policies are defined by the device manager and forwarded to the corre-
sponding RO seeking its approval.

& The RO approves the received access policy and notifies it to the nearest Gateway.
& Access policy is recorded on the Blockchain through a transaction.
& The RO sends resource (data) upload requests to the IPFS along with its authentication

credentials.
& After successful authentication, the IPFS uploads the resource and returns the content hash

of the uploaded data to the RO.
& The RO forwards the signed content hash along with its retrieval context to the Gateway.
& The content hash and the context are recorded onto the Blockchain through a transaction.
& RC sends a request for a resource to a Gateway.
& The Gateway translate request to a Blockchain action.
& The Blockchain action is run by peers.
& If RC is not an authorized entity access request is denied and RC is notified through the

Gateway.
& If RC is an authorized entity then encrypted (by the RC public key) content hash is

returned to the Gateway.
& The Gateway forwards the message into the CoAP format.
& Upon receiving the message, RC decrypts the message by its private key and request to the

IPFS by sending a signed content hash.
& The IPFS returns the requested resource.
& Upon receiving resources along with its content hash, The RO verify the content hash with

the one it received from the Blockchain.
& Meanwhile, The IPFS report to the corresponding RO about its resource access by this RC.

Fig. 3 Proposed system architecture
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& The RO sends an interaction score (trust score) to the Gateway.
& The interaction score is recorded on the Blockchain.

4.5 Smart contract

The proposed system employs three smart contracts (chaincode) to manage resource sharing
among the IoT devices. These smart contracts are Access Policy Contract (APC), Device
Contract (DC), and Trust Contract (TC). APC is being the core of the model and implements
an access management scheme. DC encompasses the procedure to upload the URL(content
hash) of data generated by IoT devices and a procedure to query it. It also comprises
information about the IoT devices for their identification and authentication. TC consists of
a method that associates a trust value to each IoT device depending on their access behavior
and a method to retrieve it. On every resource access request by a resource consumer (RC),
both permission level and past access behavior of the RC are evaluated and access is allowed

RC RO IPFS Gateway BC DMAgent

1 : Setup()

2 : Install Chaincode()

3 : Register DM()

4 : Register RO()

5 : Define resource access policy and seeks RO approval()
6 : Approves policy()

7 : Record policy()

8 : Upload encrypted resource()

9 : return content hash()
10 : upload signed hash()

11 : signed hash uploaded()

12 : Request resource()

13 : Translate request to BC action()

14 : Run action()

15 : deny message/decrypted signed content hash()

16 : forward coap format content hash()

17 : Request resource through encrypted content hash()

18 : Return resource corresponding to content hash()

19 : verify hash()

20 : Report interaction score()

21 : Record interaction score()

Fig. 4 Control message flow of the proposed model

Multimedia Tools and Applications



only if a positive response is evaluated in the process. Furthermore, a complete depiction of
APC, DC, and TC is given below.

Dc This smart contract includes methods to upload the content hash of data generated by IoT
devices and a procedure to query it. A Device Information Table (DIT) is maintained by this
smart contract holding all relevant information of the device which are eventually utilized for
their identification and authentication during device registration (under Device Manager) and
resource access requests. It comprises of methods like registerThing, getThing, and
getAuthenticity. The DIT includes the following information:

& RC: the entity that sends access requests.
& RO: the entity that holds (owner) requested resources.
& Resource(R): specific resource (data or file) requested by RC.
& Action: read (r), write (w), or execute(x) operation.
& LRtime: last request time for a resource by the RC.
& SLRtime: second last request time for a resource by the RC.
& TrustScore(TS): final trust score of the RC according to its access behavior.

APC Being the main smart contract of the proposed model, it manages the access control
among the IoT devices. Every time an RC requires accessing a resource of an RO, it sends an
access request to the system (through the gateway). Subsequently, APC is executed and takes
care of maintaining the access management of the RC. This smart contract consists of multiple
methods to serves the purpose: addPolicy, deletePolicy, updatePolicy, verifyPolicy, and
verifyAccess which are employed for the inclusion of new access policy, removal of existing
policies, modifications of access rules, verification of newly defined policy, and verification of
authorization against current access request respectively.

Tc This smart contract primarily focuses on assessing the access behavior of various registered
IoT devices (RC and RO) by implementing three methods: setTrust, getTrust, and setFine.
Depending on the access behavior either positive or negative value(fine) is associated with
registered devices. Multiple reasons cause negative fine assignment which is as follows:

& RC sends access request before the allowed interval (too frequent access request)
& multiple access requests by the RC within a fixed period.
& access request of a resource having a higher authorization level
& not accessing resources (canceled request) after approval.

If none of these situations occurs then a positive value is assigned to the corresponding device.
TC also maintains a penalty table to record access behavior and the corresponding penalty of
the IoT devices.
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4.6 Algorithm & implementation

Trust-based authorization With the trust-based authorization scheme, both participating
entities (RC & RO) are assigned a Trust Score (TS) depending on their past access interactions.
There are two types of TS values:

& Local: - Corresponding to RC for the requested resource.
& Global: - Overall trust score for RC.

TS ¼ TSlocal þ TSglobal ð1Þ

TS ¼ trust:setTrust r; fineð Þ ð2Þ
Local TS is computed corresponding to the current access request, and it depends on multiple
access violations. On each such violation, a predefined fine is imposed on the requested entity.

TSlocal ¼ ∑2
i¼0 fine i½ �iþ1

� � �
=3 ð3Þ

The second argument of the above method “fine” is a vector that comprises multiple
components representing different access violation scenarios.

fine[0] = X (RC tries to access a resource that requires a higher authorization level).
fine [1] = Y (RC tries to access resource before allowed time interval).
fine [2] = Z (RC made frequent access request).
{one more form of fine, fine [45] can be added if RC got access approval but did not access

requested resource}

TSglobal ¼ ∑n
i¼1W

n−i* TSlocali
� �

=n ð4Þ
Where Wi is a weight, higher weight is assigned to most recent interactions and lower weight
for past interactions.

W(n-i) is an aging parameter.
Now, assigning expression for TSlocal&TSglobal from eq. 3 & 4 into eq. 1.

TS ¼ ∑2
i¼0 fine i½ �iþ1

� � �
=3þ ∑n

i¼1W
n−i*TSlocali

� �
=n ð5Þ
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Input: RC, RO, R, time, Action

Output: result, penalty

Requirement: StaticCheck�false, DynamicCheck�true, 

penalty � 0

1 r � Policy [(RC, RO, R)] [Action]

2 if time >=UnblockTime then

3 r. UnblockTime � 0

4 if (r. permission) then
5 StaticCheck � true

6 else if r. permissionLevel! = Action

7 fine[0]�X

8 Endif
9 Endif
10 if time - r. LRtime < r. allowedInterval then
11 fine[1]�Y

12 NoRR� time - r. SLRtime

13 if NoRR >= r. threshold   then
14 fine[2]�Z

15 Add implicit behavior IB to the behavior list of 

TC

16 Endif
17 DynamicCheck� false

18 Endif
19 Endif
20 r. SLRtime � r. LRtime

21 r.LRtime�time

22 TS�trust.setTrust(r, fine)

23 if (fine[2]) then
24 UnblockTime�time+mod(TS)*multiplier

25 Endif
26 Check� StaticCheck AND DynamicCheck

27 if (Check = = TRUE) AND (TS>=TSth)then
28 Trigger getApproval()

29 Else
30 Notify penalty

31 Endif

Algorithm 1 accessControl ()
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Algorithm 2 Uploading data to IPFS

Input: data resource, Old resourceTree hash (ORT-

hash)

Output: content hash of data resource, new 

ResourceTree hash (NRT-hash)

1 ORT_object� get the old version of 

ResourceTree object by ORT_hash

2 if data resource is text data,then
3 DataPackage� get data package according to 

type property of data resource

4 If DataPackage is Null then
5 Create new DataPackage

6 Insert ResourceData to the DataPackage

7 Else
8 Append DataResource to DataPackage

9 Endif
10 ifDataPackage reached storage limit then
11 Store DataPackage to IPFS and get content 

hash

12 NRT_hash� attach DataResource to 

DataBlock and obtain new resource tree 

hash

13 Else
14 DataPackage is temporarily stored

15 Endif
16 Else
17 Content_hash� store dataResource to IPFS 

and obtain the content hash

18 NRT_hash� attach content hash with ORT 

hash

19 Create a new resource tree object and get 

NRT_hash

20 Endif
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5 Simulations and result

5.1 Experimental setup

The development environment is setup by installing a few prerequisites on the system with the
given configuration: IntelCore i5, CPU 2.25 GHz, 8 GB Primary memory, running on Ubuntu
20.04. The prerequisites are Git client, Docker & Docker compose, Go, and Node.js & NPM.
On successful installation of all the prerequisites, Hyperledger fabric (a permissioned
blockchain platform) version 2.2 LTS is deployed alongside kafka to attain the consensus
among the nodes within the blockchain. The smart contract (chaincodes) is implemented in the
Go language. In the Hyperledger fabric, chaincodes are used by the client nodes to propose
transactions and peer nodes are accountable for executing the chaincodes and achieving
consensus with the remaining nodes within the network. To facilitate the interaction web3
JavaScript is used while caliper-benchmarks test tool is employed for simulating the experi-
ment works.

5.2 Results

We evaluated the running time of DC, APC, and TC methods against multiple queries, where
concurrent requests are taken as 50, 100, 200, 500, and 1000. The time taken against every
request is documented for further analysis and illustrated in Figs. 5, 6, 7, 8, 9, 10, 11 and 12.
Registering new consumers incurs a higher time as compared to fetching information about the
registered consumers as depicted in Fig. 5. Since registering a new consumer is a part of a
transaction while fetching information of a registered consumer does not require any transac-
tion execution. Similarly, computation of the trust score of consumers and the fine imposed on
undesired consumers took more time than the fetching trust score and imposed fine as shown
in Fig. 6. Additionally, we have assessed the performance of our solution along with work in
[22, 39] in terms of the running time of access control contract methods. The running cost of
addPolicy, updatePolicy, deletePolicy, and verifyAccess methods of stated models are shown
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in Figs. 7, 8, 9 and 10 respectively. The time cost of adding a new policy, updating an existing
policy, and removing a policy of our approach is at par with that of [39] while [22] has a higher
time cost. However, the cost of verifying the access policy takes more time than in [39] but
offers better availability and auditability.

Additionally, the data generation rate of IoT is much higher than the data validation and
storage at the Blockchain. Therefore, to address this mismatch IoT data is not directly
uploaded on the blockchain rather it is uploaded on IPFS, and a fixed-size hash corresponding
to data is recorded on Blockchain only. Figure 12 illustrates that uploading IoT data at IPFS is
much faster than uploading it directly on Blockchain. The encryption, decryption, and key
generation time is observed against multiple test cases such as 1, 2, 4, and 8 and the relation is
depicted in Fig. 11. The key generation time is significantly high while the encryption time is
relatively higher than the decryption time.
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5.3 Security analysis

In the proposed architecture, the security parameters emphasized majorly are Availability,
Confidentiality, and Integrity.

The Availability is achieved by preventing DoS & DDoS attacks and shifting from
centralized storage to distributed storage which in turn prevents censorship of data and is free
from the single point of failure. The DoS & DDoS attacks are prevented by enforcing a rule
where each communicating entity needs to register itself within the blockchain network via at
least one manager. Additionally, the dynamic authorization of the proposed architecture
analyzes the past interaction behavior of the resource consumers (RC) and imposes a strict
constraint on frequent access requests by those RC’s having poor trust scores.

Integrity is attained by preventing the forgery of IoT-generated data. Since cryptographic
hash content is uploaded along with the signature of the resource owner (RO) instead of
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original data. Therefore, any RC can use hash and signature to easily validate the origin and
integrity of the data.

Confidentiality is achieved by implementing static & dynamic authorization and fine-
grained access control by the proposed architecture. In the proposed design, both on-
chain & off-chain storage gets only encrypted data and thus realization of confidentiality
is easily done.
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5.4 Limitations

However, this work has a few limitations that could not be addressed in the current version.
The current solution is restricted on a single Blockchain platform (Hyperledger Fabric) which
needs to be integrated with hybrid Blockhain networks. The distributed performance of e
presented solution is not verified in this work. Additionally, the throughput and reliability of
the system were tested on very limited physical devices, therefore, in the next phase; we shall
perform more extensive tests.

6 Conclusion

In this paper, we integrated IoT & Blockchain technologies which offer a secure IoT data
sharing scheme and supports scalability, flexibility, and resilience along with availability and
integrity of IoT data. This blockchain-based and IPFS-enabled scheme is comprised of two
phases of authorization (static authorization & dynamic authorization). The static authorization
verifies the predefined access policy whereas dynamic authorization computes a trust score of
each participating entity (IoT devices and user devices) and compares it against a predefined
threshold value. Only on the successful authorization from both phases, a requesting entity is
approved to obtain the stated resource. Moreover, the IPFS is incorporated to record the actual
IoT data and thus enhancing the availability of the IoT-generated data as against the centralized
storage scheme. The dynamic authorization part enforces the DoS and DDoS prevention
mechanism while the integration of architecture with IPFS makes it possible to achieve
integrity and confidentiality. Experimental results illustrate that uploading IoT data at IPFS
is much faster than uploading it directly on Blockchain and the running time of smart contract
methods of the proposed solution is fairly less than the prominent work in the same domain.
However, the proposed architecture works only on a single Blockchain platform which is not
suited to a real IoT ecosystem. In future work, we are planning to improvise this approach to
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work on hybrid Blockchain networks. Moreover, in future, we intend to test the discussed
scenario in a more extensive environment with some malicious behavior simulations. In the
upcoming work, we plan to explore how the presented work can be extended for different use
cases such as healthcare, supply chain, and drug counterfeiting. Additionally, consensus
protocols and energy consumption by the network will be further investigated.
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Abstract—A community is referred to as a set of nodes in
a network that has a high degree of connectivity with each
other and a low degree of connectivity with other nodes in the
same network. Community Detection is a renowned research
problem for the past many years. The applications of Community
Detection is spread across several domains like social networks,
transportation networks, genetic networks, citation networks,
web networks etc. In this work, several unsupervised learning
techniques namely Louvain Algorithm, K-means clustering Al-
gorithm and Gaussian Mixture Model have been examined to
identify communities in social networks. The results demon-
strated that the Louvain Algorithm outperforms the other two
unsupervised learning techniques.

Index Terms—Community Detection, Louvain Algorithm, K-
means Clustering, Gaussian Mixture Model

I. INTRODUCTION

Similar opinions, functions, purposes etc., are common
interests or preferences shared among the same group of
people or persons called communities. To find similarities or
dissimilarities between the communities, community detection
is used which has been instrumental in the field of data analyt-
ics and marketing. Community detection is an important tool
that helps to analyze complicated networks in various domains
like computational biology, computational social sciences etc.
For example, in the network representing interaction among
proteins, community detection identifies the group of proteins
that have similar biological functions. Community detection in
citation networks explores the interconnections, significance
and evolution of various research topics. In social networks
like Facebook and Twitter, community detection identifies mu-
tual friends and people with common interests through which
the e-commerce companies identify the potential customers for
their products and services and plan their marketing strategy
accordingly.

Networks can be represented by graphs which are a set
of vertices(nodes) linked with edges. Most of the real-life
networks are inhomogeneous that consist of various distinct
groups. These groups have large number of edges within the
group but very few edges exist between different groups. These
locally dense connected sub-graphs are known as commu-
nities. Figure 1 shows the various communities in a sample
network of nodes.

Fig. 1. Communities in a Sample Network

Several community detection techniques have been pro-
posed in past years based on supervised learning and unsu-
pervised learning approaches. In this work, several unsuper-
vised learning approaches are explored to identify the various
communities in complex unlabeled networks.

The related work is explained in Section 2 while Section
3 explains the Unsupervised Learning Approaches which are
utilized in this work. The experimental setup results are
presented in Section 4 and Section 5 concludes the work.

II. RELATED WORK

In [1], the authors proposed an approach to detect commu-
nities that are based on the identification of k-plex associated
with a particular node. K-plex is a group of n nodes in
which each node connects with at least n-k other nodes of
the same group. In [2], the authors used N-cliques and K-
cores based approaches to identify the communities of telecom
customers. N-cliques are the group of nodes in which the
maximal distance between each pair of nodes is N and in K-
cores each node within the set is connected to k other nodes
of the same set.

Over the last two decades, many machine learning and deep
learning-based algorithms are proposed for community detec-
tion tasks. While some are simple heuristics, like hierarchical
clustering or the Girvan-Newman algorithm [4], most of them
are optimization techniques in which the maximization of var-
ious objective functions is performed. In the Girvan-Newman
algorithm [5], initially, the whole network is considered as a
single community and further, the network is disjoined into
communities in the form of a hierarchy by removing the links
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which have the largest link betweenness (centrality measure).
This process is repeated till each node is a community of
its own. Link betweenness is the total count of briefest routes
between all the node pairs that include that link. In the Ravasz
algorithm [3], initially, each node is taken as a community of
its own and then they are merged one by one in the form
of a hierarchy by optimizing the modularity and using group
similarity. This process is repeated till the whole network is
merged into a single community.

In [6], the authors proposed a CLARE model which con-
sists of two modules: Community Locator and Community
Rewriter. The potential communities are located by Com-
munity Locator while the Community Rewriter refines them.
The authors have explored Community detection in complex
networks in [17-19].

In [7], Contrastive Clustering (CC) is proposed which per-
forms the clustering at two levels i.e. instance-level clustering
and cluster-level clustering. In contrastive clustering, positive
and negative instance pairs are made using data augmentation
and then the generated data instance pairs are projected in the
feature space. The basic idea of Contrastive Clustering is the
similarity of positive pairs and negative pairs are maximized
and minimized respectively by implementing instance-level
clustering and cluster-level clustering in a row and column
space respectively.

III. UNSUPERVISED LEARNING APPROACHES

Unsupervised learning is used to analyze and cluster the
unlabeled data. It analyzes data in search of hidden patterns,
makes the group of the most similar data and divides the
different data into different groups. In the real world, we
don’t have labeled data many times so, we need unsupervised
learning. In this work, three unsupervised learning approaches
are explored namely Louvain Algorithm, Gaussian Mixture
Model and K-Means Clustering Algorithm.

A. Louvain Algorithm

Louvain Algorithm is an unsupervised greedy algorithm
for detecting communities. It maximizes the modularity of
a network. Connection patterns between the nodes should
be uniform in any random wired network and they should
not depend on the degree of network distribution. For any
community of a network, the total count of links within the
network should be greater than the expected total count of
links in any arbitary network. Modularity measures the quality
of each partition and identifies which community partition is
best [9].

Consider a network comprising N number of vertices and L
links. Consider a partition having total nc communities. Each
community has Nc nodes which are linked to each other by
Lc edges where c=1,2,....,nc. Modularity is interpreted as:

M(Cc) =
1

2L

N∑
i,j=1

(Aij − Pij)δ(Ci − Cj) (1)

where Aij is the adjacency matrix entry containing the weight
of the edge connecting nodes i and j.

Fig. 2. Modularity for different partitions of a network

If x = 0, δ(x) = 1, else δ(x) = 0. It ensures that only the
value for nodes that belongs to the same community is added
to the value of modularity.
Pij is the total count of links expected between i and j in

any arbitrarily connected network.

Pi,j =
kikj
2L

(2)

where, ki , kj are the degree of nodes i and j respectively.
Using the above equations, we can simplify the modularity

as follows:

M =

nc∑
c=1

[
Lc

L
−

(
kc
2L

)2]
(3)

The partition which gives the higher value of modularity is
considered a better partition. Figure 2 shows the modularity
in different partitions of a sample network. Based on the
values of modularity for the various partitions, the partitions
are categorized as follows:

1) Optimal partition: The partition which has the largest
value of modularity is known as the optimal partition.

2) Suboptimal partition: The partition which has some
positive value of modularity is known as the suboptimal
partition.

3) Single community: If the whole network is considered
as a single partition then the value of modularity comes
out to be 0.

4) Negative modularity: Negative modularity is reported
when all nodes are assigned to different communities
or very dissimilar nodes are assigned to the same com-
munity.

Louvain is a hierarchical clustering algorithm. It is divided
into two phases: Optimization of Modularity and Aggregation
of Community.

1) Modularity Optimization:
In this phase, the nodes are first ordered in a random
fashion. After that, each node is removed and inserted
in a different community until the modularity value
becomes larger than the threshold value [10]. The change
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Fig. 3. Dendrogram for partitions of a network

in modularity value when the ith node changes its
community can be computed as follows:

△M =

[
Σin + 2wi,in

2W
−

(
Σtot + wi

2W

)2]
−[

Σin

2W
−

(
Σtot

2W

)2

−

(
wi

2W

)2] (4)

where, Σtot is the aggregate weight of the edges con-
nected to the nodes in C.
Σin is the aggregate weight of the links inside the
community C.
W is the aggregate weight of the links in the network.
wi,in is the aggregate weight of the edges from node i
to the nodes in community C.
wi is the aggregate weight of the links from node i.
After simplification,

△M =

[
wi,in

m
−

(
2Σtotwi

2W

)2]
(5)

2) Community Aggregation:
In the second phase, all the nodes which belong to the
same community are combined into a single super node.
The weight of the links connecting the supernodes in
the network is the aggregate of all the links that were
previously attached between the two communities. The
supernodes also have self-loops which are the aggregate
of all the links inside a community [8].

Figure 3 shows the dendrogram that represents the hierarchy
of the communities of a sample network.

Louvain algorithm supports weighted graphs also. The time
complexity of the Louvain algorithm is O(nlogn).

B. K-means Clustering Algorithm

In machine learning, It is a very popular clustering algorithm
based on unsupervised learning. The unlabeled data is grouped
into different clusters using this algorithm. Here, K represents
the number of communities identified [11]. For example, if the
value of K is 2, it denotes that the data is grouped into two
communities.

This algorithm mainly has two steps:
1) Calculation of best K centroids.

2) Each data point will be allocated to its closest K-
centroid, and all the points that are near K-center forms
a cluster.

The complete K-Means algorithm is shown as Algorithm 1.
For step 1 of the algorithm, the Elbow method is used in this
work. In Elbow Method [12], a range of k values is considered
and for each value of k in the selected range, this algorithm
is executed and an average distortion score for all the clusters
is computed. The distortion score is considered a performance
metric in this work which is the square distance between each
data point and its center. The performance metric score for
different values of k is plotted in a graph with k values on
the x-axis and performance metric score on the y-axis. In the
graph, an elbow curve is reported and the value of k where a
sharp curve is seen will be chosen as the optimal value of K
in K-means clustering.

Algorithm 1 K-means Algorithm
1) Select K i.e. the total count of communities.
2) Choose K points or centroids arbitarily.
3) Allocate each data point to its closest centroid, this will

generate initial K clusters.
4) Find the new centroid based on the different data points

assigned to that cluster in the previous step.
5) Repeat step 3 and 4 until the convergence is reached i.e.

no data point changes the cluster in step 4.

C. Gaussian Mixture Model

It considers that all the data points are made from the
combination of some finite number of Gaussian distributions
whose parameters are not known [13]. It is a probabilistic
model. It uses the Expectation-Maximization(EM) algorithm
to fit a mixture of Gaussian models as shown in Figure 4.

Here, the objective is to achieve the maximum likelihood
by adjusting the parameters including means, covariances and
mixture coefficients of the Gaussian distributions.
The various steps in Gaussian Mixture Model algorithm are
as follows:

1) Initialise the value of means µj , covariances Σj , and
mixing coefficients πj and find the log-likelihood value.

2) E step: Find the value of responsibilities of each Gaus-
sian distribution by using the current parameters using
the following formula:

γk(a) =

(
πk N (a | µk, Σk)∑k
j=1 πj N (a | µj , Σj)

)
3) M step: Estimate the value of parameters again using

the value of responsibility that we obtained in step 2.

µj =

∑N
i=1 γj(ai)ai∑N
i=1 γj(ai)

(6)

Σj =

∑N
i=1 γj(ai)(ai − µj)(ai − µj)

T∑N
i=1 γj(ai)

(7)
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Fig. 4. Combination of Gaussian distribution

πj =
1

N

N∑
i=1

γj(ai) (8)

4) Calculate the value of log-likelihood.

lnp(A|µ,Σ, π) =
N∑

n=1

ln

{
K∑

k=1

πkN(an|µk,Σk)

}
(9)

5) If convergence is reached, STOP. Else, goto step 2.

IV. EXPERIMENTS AND RESULTS

In this work, three unsupervised learning-based approaches
namely Louvain Algorithm, K-Means Clustering, and Gaus-
sian Mixture Model are implemented and compared for com-
munity detection.

A. Dataset

The dataset used in this work is DataCo Smart Supply Chain
for Big Data Analysis [14]. This dataset consists of 180519
data instances with 54 features. This dataset contains struc-
tured data. Provisioning, Sales, Production and Commercial
Distribution are some of the most important registered activ-
ities. For the data preprocessing, we have removed null and
duplicate values and extracted two features namely Category
Name and Order Region. The communities are identified as
categories of those products which have the same region of
orders.

B. Experimental Setup

The algorithms are implemented in Python and executed on
a system code having an Intel Core i5 processor with 8 GB
RAM running on Windows 10.

C. Performance Metrics Used

We have used three performance metrics to examine the
effectiveness of the communities detected in the various algo-
rithms which are as follows:

1) Calinski-Harabasz Index:
It was introduced by Calinski and Harabasz in 1974.
It is also called the Variance Ratio Criterion. This
performance metric is used when ground truth labels
are unknown. It measures how similar a node is to its
community (cohesion) in contrast to others (separation).
Cohesion is calculated as the distance between the nodes
in a community to its community centroid, while separa-
tion is computed as the distance between the community
centroid and the global centroid. [15]
For a dataset D =[ a1 , a2 , a3 , ... aN ], CH index for
K number of communities is described as follows:

CH =

(∑K
j=1 nj ||cj − c||2

K − 1

)
/

(∑K
j=1

∑nk

i=1 ||ai − cj ||2

N −K

)
(10)

where, nk is the total count of data points of kth cluster,
ck is the total count of centroids of kth cluster, N is the
total count of data points and c is the global centroid of
the whole dataset.

2) Silhouette Coefficient:
It is also called the Silhouette score [16]. It is used to
examine how accurate the community detection tech-
nique is. The value ranges from -1 to +1. where, the
value near 1 represents that the communities can be
distinguished very clearly and the value near 0 represents
that the distances between different communities are
not significant. A silhouette Coefficient value near 0
represents that the communities are not correct. The
formula of Silhouette Coefficient is as follows:

SilhoutterScore = (q − p) /max(p, q) (11)

where,
p is the mean intra-community distance
q is the mean inter-community distance

3) Davies-Bouldin score
It is the measure of mean similarity of each community
with the community which is similar to that cluster [15].
Here, Similarity is the ratio of within-cluster distance
to the between-cluster distance. For better quality of
communities, a lower Davies-Bouldin Score is desired.
The minimum value of Davies-Bouldin Score is zero.
The formula of Davies-Bouldin Score is as follows:

DB =
1

nc

nc∑
i=1

Qi (12)

where,

Qi = max
j=1...nc,i̸=j

(Qij), i = 1......nc (13)
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where,

Qij =
si + sj
dij

(14)

where, si is the mean distance between the centroid of
the community and each data point of that community
which is also called cluster diameter. dij is the distance
between centroids of community i and j.

D. Result Analysis
Table I shows the total count of communities that are

identified by the algorithms used. The results of all three
unsupervised learning approaches used are shown in Table
II. From the results, it can be interpreted that the Louvain
Algorithm outperforms the K-means clustering Gaussian
Mixture Model.

Algorithm Number of Clusters
Identified

Louvain Algorithm 3

K-Means Clustering 2

Guassian Mixture Model 3

TABLE I
NUMBER OF CLUSTERS IDENTIFIED IN EACH ALGORITHM

Algorithm
Calinski
Harbasz
Score

Silhoutte
Score

Davies
Bouldin
Score

Louvain
Algorithm 303.567 0.835 0.316

K-Mean
Clustering 248.880 0.715 0.424

Gaussian
Mixture Model 139.893 0.507 0.747

TABLE II
PERFORMANCE COMPARISON

Figure 5, Figure 6 and Figure 7 show the communities iden-
tified by the Louvain Algorithm, K-means clustering Gaussian
Mixture Model respectively.

Fig. 5. Communities identified using Louvain Algorithm

Fig. 6. Communities identified using K-means Clustering Algorithm

Fig. 7. Communities identified using Gaussian Mixture Model

Figure 8 shows the results of the Elbow method used to
identify the optimal total count of communities in K-means
clustering in our experiments. As can be seen in Figure 8, the
optimal value of K comes out to be 2 for K-means clustering.

Fig. 8. Elbow method to show the optimal value of k

V. CONCLUSION

Community Detection has a plethora of applications across
various domains like social networks, web networks, trans-
portation networks, genetic networks etc. There are several
supervised as well as unsupervised learning-based approaches
proposed by researchers for community detection in past
many years. In this work, three unsupervised learning-based
techniques namely Louvain Algorithm, K-means clustering
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Gaussian Mixture Model have been examined for detecting the
various communities in social networks. The results demon-
strated that the Louvain Algorithm outperforms the other two
unsupervised learning techniques.
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A B S T R A C T   

Given the ongoing energy crisis, rapid depletion of fossil fuel globally, and emissions generated due to its uti
lization, this study investigates the combined effects of Engine load (20–100%), Cobalt oxide nanoparticles 
doped rate (NDR, 0–100 ppm), Linseed biodiesel blend rate (BBR, 0–20%) and Biogas flow rate (BFR, 0.5–1 kg/h) 
on engine performance and emission outputs. Computational methods such as response surface methodology 
(RSM) and artificial neural network (ANN) were used to establish a prediction model based on the Design of 
experiment results. The developed RSM model’s F-value indicates engine load as the most significant input 
variable in deciding the value of output responses, followed by BFR, BBR, and NDR, respectively. The statistical 
analysis using different evaluation metrics suggests the prediction made by the RSM model is more accurate and 
reliable than the ANN model. The optimization for the RSM model observed an optimal response at 67.53% 
engine load, 99.998 ppm NDR, 12.084% BBR and 0.694 kg/h BFR, while an optimal response for the ANN model 
was observed at 79.11% engine load, 61.06 ppm NDR, 11.17% BBR and 0.776 kg/h BFR. The optimization study 
findings concluded that an optimal combination of nanoparticles, biodiesel, and biogas could significantly 
improve CI engine performance and emission responses.   

1. Introduction 

Over the last few decades, fossil fuels have been used as the primary 
energy source for many industries. However, due to the limited reserves 
and the environmental impact of extraction, the increasing energy de
mand raises sustainability concerns[1]. Also, automotive sectors pri
marily use fossil fuels as their power source, leading to the conclusion 
that the major emission emitted are due to the combustion of these fossil 
fuels. Hence there is a need to investigate alternate fuels to counter the 
issues on hand [2]. Concerning substituting diesel or supplementing 
diesel use in CI engines, biogas has emerged as an appealing fuel among 
the gaseous fuels explored over the years due to its easier production 
method and widespread accessibility of its feedstock. Utilizing dual fuel 
in diesel engines allows for the use of raw biogas. Dual fuelling ensures 
adaptability, allowing an engine to run alone or on diesel with biogas 
added. There is a clear financial gain because biogas partly replaces 
diesel[3]. When experimented with biogas, previous studies on CI en
gines observed a reduction in Brake Thermal Efficiency (BTE)[4,5], 

improvement in Nitrogen oxides (NOX)[6,7] and Smoke opacity (SO) 
emissions[6,7], and an increase in Carbon monoxide (CO)[5,7] and 
Hydrocarbon (HC)[5]. For optimization purposes, conventional ap
proaches are time and resource-consuming. To counter the barriers 
observed from traditional optimization approach, statistical analysis in 
the form of RSM and ANN has been used for modeling, simulation, and 
optimization purpose[8]. A study to analyze the impacts of CR(16–18), 
engine load(20–100%), and BFR(1.2–3.2 kg/h) on engine performance 
(BTE) and emission(SO, CO, HC, NOX) parameters were carried out in CI 
engine. A decline in SO and NOX was reported with an increment in BFR, 
while the effect observed for CO and HC was vice versa. The optimum 
engine responses using RSM optimization were observed at 18 CR, 80% 
engine load, and 2.8 kg/h BFR[9]. 

Due to its physiochemical characteristics, biodiesel has been exten
sively studied for its use in diesel engines, making it an appealing choice 
to use as a diesel fuel alternative. Oils from different sources, such as 
cooking oils, edible and non-edible oils, can be processed to create 
biodiesel [10]. A study in CI engine for analyzing the use of Shorea 
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robusta biodiesel blended with diesel in BBR of B10-B40 
(10%,20%,30%,40%) observed a decrease in BTE of 1.57%, 4.6%, 
5.43%, and 7.39% respectively for each blended fuel because of bio
diesel’s lesser calorific value(CV) than diesel. An increase in Brake 
Specific Energy consumption (BSEC) and NOX was observed with the 
rise in blend percentage, while the effect observed for CO and HC was 
vice versa. Higher oxygen availability with an increase in biodiesel 
blend can be attributed to more NOX formation and the factor for lesser 
CO due to better combustion[11]. Research into enhancing engine 
performance and emissions by including nanoparticles has emerged to 
minimize the disadvantages of utilizing biodiesel in CI engines. Chicken 
fat biodiesel (B10, B20, B30) with inclusion of ferrous ferric oxide 
(Fe3O4) nanoparticles (50,100,150 ppm) was studied for its impact on CI 
engine outputs. Better engine performance and lower engine emission 
due to improved combustion characteristics were observed for all the 
nanoparticles blended fuels. The maximum optimum engine outputs 
were suggested for B20-NDR 100 ppm blend[12]. Cerium oxide nano
particle(50–100 ppm) -infused biodiesel (B0-B20) generated from tyre 
oil was studied for its use in the CI engine. A drop in BTE of 0.6%, 1.5%. 
2% and 2.5% for B5, B10, B15, and B20 were observed compared to pure 
diesel run due to the lower CV of biodiesel. An increment in BTE of 1.4% 
and 2% was observed for the B5 blend with 50 ppm and 100 ppm, 
respectively, due to the catalytic effect of nanoparticles, better atomi
zation, and lower viscosity of nanoparticle fuel blends. A decline in SO 
emission of 6% was also reported for B5-100 ppm blended fuel in 
comparison to neat diesel run due to enhanced ignition properties[13]. 
Waste cooking biodiesel(B5-B10) with the addition of Alumina nano
particles (30–90 ppm) was used for an ANN study in the CI engine. The 
study observed increment in BTE of 10.63% and a decrease in HC of 
20.56% for the optimal fuel blend B10AL90. The ANN model could 
predict engine responses with high accuracy (R values > 0.95). It has 
also been observed that the incorporation of nanoparticles leads to a 
reduction in the amount of fuel used[14]. An RSM study in a CI engine 
with input parameters of Fusel oil derived Biodiesel blend(B0-B20), 
engine speed (1800–2600 rpm), and Biochar nanoparticle (25–125 
ppm) observed improvement in NOX and HC of 20.51% and 14.6% 
respectively, while setback in CO of 33% was regarded as opposed to the 
diesel run. The optimized engine performance and emission outputs 
were monitored at B10 blend, 2300 rpm engine speed, and 100 ppm 
NDR[15]. 

India’s climate and soil characteristics are ideal for growing linseed 
crops. For the financial year 2021–22, India observed 120,000 tonnes of 
Linseed oilseed production and 28,000 tonnes of linseed oil production 
[16,17]. Hence linseed is chosen for biodiesel production in this study. 
Previous studies suggest biogas, when utilized as dual fuel without 
enrichment, can substitute up to 87.5% of diesel [6]. Also, From the 
above literature survey, nanoparticles in biodiesel have been shown to 
enhance CI engine parameters. No research has been done on optimizing 

the addition rate of nanoparticles, biodiesel, and biogas together in a CI 
engine. Hence in this study, the input variables of engine load, NDR, 
BBR, and BFR are optimized for their effect on engine performance and 
emission outputs using ANN and RSM computational methods. 

2. Materials and methods 

2.1. Nanoparticles properties 

Cobalt oxide (Co3O4) was procured from Sigma Aldrich company. 
The morphological structure of nanoparticles is determined using a Zeiss 
scanning electron microscope (SEM) EVO 50. The SEM image shows 
non-uniform, larger agglomerated clusters with primarily round and 
oval shapes. The magnetic induction between particles causes agglom
eration[18]. The images from Fig. 1(a) confirmed the nanoparticles have 
an average size lesser than 100 nm. 

Utilizing the RONTEC EDX system model Quantax 200, the 
elemental composition of Co3O4 nanoparticles is identified. The pres
ence of Co and O has been established in Fig. 1(b), and the absence of 
foreign element peaks indicates the nanoparticles utilized are of the 
highest purity. The Co3O4 theoretical ratio of 3:4 is also confirmed by 
the close proximity in observing atomic% of Co and O at 37.29% and 
62.71, respectively. Co and O are evenly distributed across the lattice, 
according to the elemental mapping pictures in Fig. S1. 

2.2. Biodiesel production and properties 

In this study, raw linseed oil is converted to biodiesel by the trans
esterification method. Raw linseed oil was heated for moisture removal 
at 105–110 ◦C for 10 min. 20% v/v of Methanol and 1% KOH w/w were 
mixed homogenously, and this mixture was added to the linseed oil after 
the oil cooled down to 45 ◦C. The mixture is then stirred and heated to 
50–55 ◦C for the transesterification process using a magnetic stirrer for 
90–100 min. The mixture is then fed to a conical separator and let to rest 
for 12 h. The lower layer forming glycerol is removed thereafter. Water 
washing is then done with the linseed oil to remove the catalyst and 
impurities. The oil is heated to 110 ◦C for 2–5 min to eliminate the 
moisture content. The final product obtained biodiesel is then stored in a 
container for testing and blending purposes. 

Agilent 8890 Gas chromatography-mass spectrometry(GC–MS) was 
used to validate the biodiesel synthesis and determine the chemical 
composition. The analysis observed 18 fatty acid methyl ester(FAME) 
peaks, as given in Fig. 2. The peaks were observed at unique acquisition 
time, as mentioned in Table 1. The fatty acid observed for the biodiesel 
prepared in this study adheres to the commonly observed fatty acid for 
most biodiesel tested[19]. 

Biodiesel is blended with diesel in a proportion of 10:90 and 20:80 
for L10 and L20 blends, respectively. The measured physiochemical 
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Fig. 1. (a) SEM image of Co3O4 at 20 µm (b)EDX spectra of Co3O4.  
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properties of the diesel(D100), raw linseed oil(LO), and pure biodiesel 
(L100) are given in Table S1. 

2.3. Nanoparticles blends preparation and properties 

Nanoparticles and diesel/biodiesel were blended for one hour in an 
ultrasonication bath at 50 ppm(N10) and 100 ppm(N100) concentra
tions. The blend undergoes another round of mixing using an ultra
sonicator probe at 50 Hz for 30 min. To minimize agglomeration caused 
by surface tension, 1% by weight of Triton X-100 surfactant was used. 
After 24 h of observation, there was no agglomeration or particle 
settling. The properties of the biodiesel blends and nanoparticles doped 
fuels employed in the study were then tested using multiple ASTM 
testing procedures, as shown in Table 2. 

Because biodiesel is made from vegetable oils and animal fats, whi
ch are more viscous than diesel fuel’s hydrocarbons, it has a high
er viscosity and density. Due to increased surface tension, nano
particles in biodiesel enhance their kinematic viscosity[20,21]. Higher 
oxygen concentration in biodiesel reduces CV compared to diesel. 
Nanoparticles in liquid fuels operate as catalysts to break down chemical 
bonds and release more energy, increasing CV[22,23]. The fuel ignites at 
its flash point when exposed to a spark or flame. Biodiesel’s higher flash 
point makes it safer than diesel. ASTM D-97 defines the pour point as the 
temperature at which fuel stops flowing when cooled. The pour point of 
all the blended fuels ranges from − 14 to − 16 ◦C, indicating that the fuels 
are suitable for use in both mild cold weather and tropical climates. The 

Flash point of nanoparticle-blended fuels was seen to increase slightly 
while the pour point decreased. The Cetane number measures diesel fuel 
oil’s igniting capability by comparing it to reference fuels in a regulated 
engine test. High Cetane numbers improve combustion by reducing fuel 
ignition delay. Because of nanoparticles’ high surface-to-volume ratio, 
which enhances combustion and reduces ignition delay, cetane number 
increased with larger NDR. Biodiesel and nanoparticle blended fuels can 
be utilized in CI engines with no alteration to the engine due to their fuel 
properties similar to diesel[24,25]. 

2.4. Biogas properties 

The composition of biogas varies depending on the feedstock and 
production factors; the two primary components are carbon dioxide and 
methane. In addition, there is hydrogen sulfide (H2S) traces in their raw 
form. The biogas used for this study was produced using kitchen waste as 
its feedstock. Raw biogas was passed through an Iron sponge medium for 
the removal of H2S. The final gas obtained composition(69% CH4 and 
24% CO2) is presented in Table S2, and the calorific value was measured 
as 26 MJ/kg. Biogas composition is measured using a biogas analyzer 
(Make: Nunes VTPBGA-003), and the calorific value is measured using 
Junkers calorimeter (Make: Aditya RAP-147B). 

2.5. Experimental setup and methodology 

The experiment utilised a 3.5 kW rated power, single-cylinder, four- 

Fig. 2. GC–MS of Linseed oil.  

Table 1 
Composition of Linseed oil.  

Sl. 
No. 

Fatty acid Peak 
area % 

Acquisition time(min) Fatty acids Chemical 
Formula 

Chemical structure 

1. Palmitic acid, 
methyl ester  

14.87 34.597 Saturated C17H34O2 

2. Linoleic acid, methyl 
ester  

77.03 41.195, 41.412, 41.549, 41.584, 41.698, 41.767, 
41.881, 41.904, 41.961, 44.056, 44.113 

Unsaturated C19H34O2 

3. Stearic acid, methyl 
ester  

4.66 42.076 Saturated C18H38O2 

4. Myristic acid, methyl 
ester  

2.19 43.707, 43.787, 43.855 Saturated C15H26O2 

5. Eicosanoic acid, 
methyl ester  

0.73 44.37 Saturated C21H42O2 

6. behenic acid methyl 
ester  

0.50 46.43 Saturated C23H46O2 

Table 2 
Physiochemical properties of fuel blends.  

Properties Unit Testing methods D100N50 D100N100 L10 L10N50 L10N100 L20 L20N50 L20N100 

Kinematic Viscosity (40 ◦C) cSt D-445 3.07 3.16 3.15 3.25 3.35 3.36 3.46 3.56 
Density (40 ◦C) kg/m3 D-1298 843 845 828.3 830 832 834.2 836 838 
Calorific Values MJ/kg D-240 44.1 44.25 43.5 43.63 43.83 43.03 43.16 43.27 
Flash Point ◦C D-93 61 62 90 91 93 107 109 110 
Pour Point ◦C D-97 − 14 − 15 − 14 − 14 − 15 − 15 − 16 − 16 
Cetane Number – D-4737 51.9 52.6 50 50.8 51.5 49 49.7 50.4  
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stroke, constant-speed CI engine. An eddy current type dynamometer 
was employed to apply engine load. The engine load for this study 
ranges from 2.4 kg (20%) to 12 kg (100%). Rotameters were utilized to 
measure the flow of the cooling water. Airflow and fuel flow are 
measured using a manometer and a fuel flow meter, respectively. At 
various engine cylinder locations, temperature sensors(PT100) are 
installed to continuously gather data. These sensors are coupled with an 
NI unit, which records signals and transmits them to the computer using 
Engine Soft software. To enable dual fuel operation, a gas-air mixing 
device is incorporated to the setup. The gas-air mixing system was built 
using the data from engine specifications. Fig. 3 provides a schematic 
layout of the test setup and gas mixer based on our prior studies[3]. 

The BFR was measured using a biogas flow meter (Siya SI 2.5), and 
the change in gas flow rate was facilitated by modulating the ball valves. 
NOX, HC, and CO emissions were assessed using a gas analyzer (Make: 
AVL DiGas 480), and smoke opacity was measured using a smoke meter 
(Make: AVL 437C). 

2.6. Design of experiment (DOE) 

Design Expert Software was utilized to create the DOE by applying 
the Central Composite Face-Centered Design (CCFCD) to the chosen 
input variables and output parameters. Since there are axial points on 
every face in the design domain, the model’s alpha value is 1. CCFCD is 

the term for the Central Composite Design (CCD) with alpha equal to 1. 
For 16 factorial points, 8 axial points and 6 replicates, the total number 
of runs for CCFCD design translates to 30. The independent input vari
ables selected and their coded levels are mentioned in Table 3. 

2.7. RSM modelling 

RSM was evaluated by fitting a second-order polynomial equation 
(Equation (1)) to the DOE experimental data to establish a correlation 
between independent inputs and dependent outputs. 

Y = b0 +
∑4

i=1
bixi +

∑4

i=1
biixi

2 +
∑4

i≤1≤j
bijxixj (1) 

Y is the dependent output on the independent input factor of xi. b0 

(a)

(b)
Fig. 3. Schematic layout of (a) the test setup; and (b) gas mixer.  

Table 3 
Input Parameters and levels.  

Input Parameters Units Symbol Levels    

− 1 0 1 

Engine load % Load 20 60 100 
Nanoparticles doped rate ppm NDR 0 50 100 
Biodiesel blend rate % BBR 0 10 20 
Biogas Flow rate kg/h BFR 0.5 0.75 1  
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represents the intercept coefficient of the polynomial equation. bi rep
resents the linear coefficients for Load, NDR, BBR, and BFR, while bii is 
the interactive coefficients, and bij is the quadratic coefficients. The 
model fitting was achieved through Design Expert software. Analysis of 
variance (ANOVA) was used to establish model reliability and the 
contribution significance of each input variable in determining output 
responses. The interaction impact of input factors on output was studied 
using a 3D response surface plot. For each 3D plot, two input interaction 
on output is studied at once, while the other input variable is kept 
constant, which allows visualization of output changes as different 
combinations of input factors are varied. The plot shows the output 
response on the vertical axis, while the two input factors that are being 
studied are plotted on the horizontal axes. 

2.8. ANN modelling 

ANN is an analytical tool for establishing the data’s predictability 
regression and validating the correlation between input and output 
variables. In this ANN study, the backpropagation algorithm is utilized 
for the multilayer perceptron (MLP) neural network architecture, using 
Matlab R2020a for coding and execution purposes. This MLP architec
ture as shown in Fig. 4 holds the forms of A-X1-X2-Z, where the number 
of neurons in the input layer, first hidden layer (HL1), second hidden 
layer (HL2), and output layer is indicated by A, X1, X2, and Z respec
tively. The number of hidden layers is set to 2. Optimal neuron combi
nations for hidden layers can be obtained using the Trial and error 
method. A network is created for each output to train DOE results. The 
network is trained with different neuron combinations with each hidden 
layer neuron ranging from 1 to 10. The neuron combinations exhibiting 
the least RMSE are then selected as in Table 4. The optimal neuron 
combination obtained is then used to create a new network corre
sponding to each output. Levenberg Marquardt(trainlm) was employed 
as the training function, and Mean square error (MSE) was employed as 
the performance function. Log-sigmoid and Tan-sigmoid transfer func
tions were employed for the hidden layer and output layer, respectively. 
The DOE consists of 30 runs, of which 21 runs (70% of DOE) were used 
to train the network, four runs (15% of DOE) for testing, and four runs 
(remaining 15% of DOE) for validation. The interaction impact of 
different input variables on output is represented in a 2D graph, where 
the output parameter is represented on the y-axis. One input is repre
sented on the x-axis, and a line or point on the graph represents the 
second input variable, while a constant third input is used for plotting 
the 2D graphs. 

2.9. Comparison of the ANN model and RSM model 

For each DOE run, a percentage of error is calculated for both the 
RSM and ANN predicted data and observed data using Equation (2). 
Coefficient of determination (R2), Root Mean Square error (RMSE), and 
Mean Absolute deviation (MAD) are the evaluation metrics chosen to 
compare the predictive effectiveness of the ANN and RSM model, 
calculated using Equation. (3),4, and 5, respectively. 

Percentage of error =
|Observed result − Predicted result|

Observed result
(2)  

R2 = 1 −

(∑n
t=1(At − Ft)

2

∑n
t=1(Ft)

2

)

(3)  

RMSE =

̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅
∑n

t=1(At − Ft)
2

n

√

(4)  

MAD =

∑n
t=1|At − Ft|

n
(5)  

where At is the actual observed data, Ft is the predicted data, and n 
denotes overall number of runs in DOE. 

2.10. Optimization of RSM model with the desirability approach 

A definite optimal solution without compromise is unattainable for 
more than one output parameter. RSM with desirability function is 
utilized to obtain the optimal solution for the multi-objective response. 
In the Desirability approach, the solution with the highest combined 
desirability factor is considered the optimal solution. The individual 
desirability(dn) for the output parameter with the goal to maximize is 
determined with Equation (6), and for output parameter with the goal to 
minimize is determined with Equation (7). The combined desirability 
(CD) is determined as provided in Equation (8). 

dn =

⎧
⎪⎪⎪⎨

⎪⎪⎪⎩

0 n < Ln

n − Ln

Gn − Ln
× rn Ln < n < Gn

1 n > Gn

⎫
⎪⎪⎪⎬

⎪⎪⎪⎭

(6)  

dn =

⎧
⎪⎪⎪⎨

⎪⎪⎪⎩

0 n > Hn

n − Hn

Gn − Hn
× rn Gn < n < Hn

1 n < Gn

⎫
⎪⎪⎪⎬

⎪⎪⎪⎭

(7)  

CD = [Π( dnwn)]
1
W (8)  

where n, Gn, Ln, Hn, rn represent predicted, goal value, lower suitable 
values, higher suitable value, desirability function weight for nth outputs 
respectively, wn = nth output importance, W= Ʃwn. The desirability 
factor varies from 0 to 1, with 1 being the most desired ideal option and 
0 being the least desired. Each output parameter’s goal has been spec
ified. While the other five outputs goals are set to minimize, BTE goal is 
set to maximize. Each of the output parameter goals and weight was 
assigned equal importance. 

Fig. 4. ANN Architecture (4-X1-X2-6).  

Table 4 
ANN architecture for engine outputs.  

BTE BSEC NOX HC CO SO 

4-6-5-6 4-9-3-6 4-9-3-6 4-10-8-6 4-6-6-6 4-4-2-6  
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2.11. Optimization of ANN model with genetic Algorithm(GA) 

GA is an evolutionary algorithm that is an exploration and investi
gation method akin to the principle of natural selection. The trained 
network created corresponding to each output response in the ANN 
model is used to define a fitness function in GA. Fitness function is an 
objective function where the goals of either maximizing or minimizing 
the responses are fed. The input parameters’ upper and lower bounds are 
then provided to the GA program, including the selection parameters 
listed in Table 5. Initial Population, Fitness function, Selection, Cross
over, and Mutation are the five phases that are utilized for GA optimi
zation. GA is accountable for grading and selecting the solution from the 
ANN-based objective function[26]. 

2.12. Validation of optimized results from ANN and RSM model 

Validation is necessary to assess the correctness of the outcome 
attained from optimization. An experimental test is conducted for the 
optimized input parameters of the RSM and ANN model. The percentage 
of error for experimental results in comparison to the RSM and ANN 
models predicted optimized response parameters is calculated as per 
Equation (2). 

3. Results and discussions 

3.1. Design of experiment analysis 

The experimental data observed from DOE runs are given in Table 6. 
Three repetitions of each experimental run were performed with 
consistent outcomes. After collecting data from each replicate, the mean 
value for each experimental condition was determined using a conven
tional averaging method. 

3.2. RSM model analysis 

Analysis of Variance (ANOVA) is evaluated by fitting Equation (1) 
into DOE data. The model formulated in the ANOVA Table S3, and S4 for 
engine parameter outputs is considered significant since the P-value for 
all output parameters was less than 0.05 for both the model and existing 
inputs. High F-values as given in Table 7, implies that it could conclu
sively interpret the variation in data obtained from the experiments. 
Engine load offered the highest F-value among the input parameters, 
followed by BFR, BBR, and NDR. It is construed that engine load has the 
most substantial influence in deciding the value of output responses, 
followed by BFR, BBR, and NDR, respectively. Since load is a major 
contributing factor for outputs, therefore the effects of other input pa
rameters for outputs are taken in reference to engine load and studied 
using a 3D surface response plot as given in Figs. 5–10. The combined 
effects of different input parameters(other than engine load) on output 
are presented in the supplementary Fig. S2 to Fig. S7. High R2 and 
Adjusted (adj.) R2 values were observed for all the output responses, 
which implies that the model produces significantly similar data 
compared to the experimental data. The adj. R2 and Predicted (Pred.) R2 

values had a lesser than 2% disparity for all the responses, indicating 
good prediction reliability. Tables S3 and S4 show that the lack of fit is 
insignificant since its P value is greater than 0.05. The second-order 
polynomial equation (Equation (1)) derives the coded relationship for 
the RSM model formed between the input variables and engine 

responses, as given in Table S5. 

3.2.1. Impact of input factors on BTE for RSM model 
BTE indicates the effectiveness of converting fuel energy into me

chanical work. The interaction impact of engine load vs. NDR for BTE is 
depicted in Fig. 5(a). BTE rises as a function of increased engine load., 
reaching its maximum at the peak load (100%) owing to an increase in 
fuel supply and a rise in cylinder temperature [27]. With an increment in 
NDR, fuel’s evaporation time lowers, and the ignition delay minimizes, 
thereby improving the combustion efficiency and increasing BTE. 
Additionally, a BTE increase was observed for higher NDR fuel blends 
because of higher CV[28]. At each load, an average increase in BTE of 
4% and 8% for NDR 50 and NDR 100 is observed compared to an engine 
run on non-doped blended fuel. Previous research on biodiesel-Co3O4 
blend under comparable testing conditions reveals a similar increase in 
BTE with an increase in NDR. A fish oil biodiesel-Co3O4 blend (B20 +
120 ppm NDR) utilized in the CI engine reported a rise in BTE of 8.6% 
[29,30] The interaction impact of Load vs. BBR for BTE is depicted in 
Fig. 5(b). Due to higher viscosity and lower CV of linseed biodiesel, BTE 
declines with a rise in BBR[31]. In comparison to an engine run on non- 
biodiesel blended fuel, there was an average reduction in BTE of 2.25% 
and 4% for BBR 10 and BBR 20 at all loads. Previous research on linseed 
biodiesel under comparable testing conditions reveals a similar decline 
in BTE with an increase in BBR. A decrease in BTE of 4.63% and 13.82% 
was observed for an engine operated with BBR 10 and BBR 20 [32]. The 
interaction impact of Load vs. BFR for BTE is depicted in Fig. 5(c). With 
an increase in the BFR, BTE declines. The BTE has dropped due to 
incomplete combustion brought on by a lack of oxygen and the slower 
flame propagation speed of biogas[33]. Compared to an engine run on 
0.5 kg/h BFR blended fuel, there was an average reduction in BTE of 
7.2% and 14.4% for 0.75 kg/h BFR and 1 kg/h BFR, respectively. 
Research conducted under comparable testing conditions with varying 
BFR reveals a similar decline in BTE with an increment in BFR. A 16.6% 
decline in BTE was reported for engine run on 1.2 kg/h BFR compared to 
0.3 kg/h BFR [34]. 

3.2.2. Impact of input factors on BSEC for RSM model 
The quantity of fuel energy required to generate one kilowatt of 

output power is measured by BSEC[35]. The interaction impact of en
gine load vs. NDR for BSEC is depicted in Fig. 6(a). As the engine is 
subjected to a greater load, the combustion chamber’s temperature also 
increases, resulting in a decrease in BSEC. As the engine’s load increases, 
BSEC tends to decrease due to the catalytic chemical oxidation of 
nanoparticle fuel blends, enhancing fuel combustion and greater fuel 
efficiency[36]. Compared to an engine run on non-doped blended fuel, 
there was an average reduction in BSEC of 3% and 6.5% for NDR 50 and 
NDR 100, respectively, for all loads. Previous research on biodiesel- 
Co3O4 blend under comparable testing conditions reveals a similar 
decrease in BSEC with an increase in NDR. A jatropha oil biodiesel- 
Co3O4 blend(B20 + 100 ppm NDR) used in the CI engine reported 
decrease in BSEC of 7.95%[36,37]. The interaction impact of Load vs. 
BBR for BSEC is depicted in Fig. 6(b). BSEC declined with an increase in 
BBR due to lower volatility and lower CV[38]. Compared to an engine 
run on non-biodiesel blended fuel, there was an average increase in 
BSEC of 4% and 8% for BBR 10 and BBR 20, respectively, for all loads. 
Previous research conducted with linseed biodiesel under comparable 
test conditions revealed a similar increase in BSEC with an increment in 
BBR. An increase in BSEC of 10% was reported for engine run on BBR 20 
[38]. The interaction impact of the Load vs. BFR for BSEC is illustrated in 
Fig. 6(c). As engine load increases, BSEC decreases for all BFR due to 
better combustion quality resulting from the combustion temperature 
and pressure rise. However, as BFR increases, BSEC also increases due to 
biogas’ lower calorific value than diesel, resulting in a higher fuel con
sumption rate[34]. Compared to an engine run on 0.5 kg/h BFR blended 
fuel, there was an average increase in BSEC of 7.5% and 15% for 0.75 
kg/h BFR and 1 kg/h BFR, respectively, for all loads. Previous research 

Table 5 
Selection Parameters for GA optimization.  

Population 
Type 

Initial 
Population 

Mutation 
Rate 

Crossover 
Fraction 

Selection 
Function 

Double 
Vector 

50  0.01  0.8 Tournament  
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conducted under comparable testing conditions with engine run with 
varying BFR reveals a similar increase in BSEC with an increase in BFR, 
reporting a 34.54% increase in BSEC for BFR 1.2 kg/h compared to BFR 
0.3 kg/h[39]. 

3.2.3. Impact of input factors on NOX for RSM model 
The combustion chamber’s high temperature and its prolonged 

duration are the factors that accelerate the oxidation of Nitrogen mol
ecules resulting in NOX formation[40]. The interaction impact of the 
Load vs. NDR for NOX is depicted in Fig. 7(a). As the load on the engine 
rises, there is a significant rise in NOX, highest at peak load(100%) 

Table 6 
DOE with experimental responses.  

Run A:load B:NDR C: BBR C:BFR BTE BSEC NOX HC CO SO  

% ppm % kg/h % MJ/kWh ppm ppm % % 
1 60 50 10 0.75 15.53 23.27 216.37 63.92 0.0882 29.06 
2 20 0 0 0.5 10.44 34.31 114.89 94.23 0.1495 20.47 
3 20 0 20 0.5 10.02 37.05 129.83 76.32 0.1345 19.26 
4 60 50 10 0.5 16.46 21.86 271.13 53.68 0.0838 34.99 
5 20 100 20 0.5 10.62 34.83 122.04 71.74 0.1197 17.14 
6 60 50 10 0.75 15.3 23.5 220 66 0.089 30 
7 100 0 20 1 17.36 24.39 371.18 64.03 0.1109 37.51 
8 100 100 20 0.5 21.86 19.58 473.81 44.26 0.0856 45.21 
9 60 100 10 0.75 15.97 22.52 211.51 62.49 0.0863 27.23 
10 100 0 20 0.5 20.43 21.06 509.47 47.59 0.0996 50.80 
11 60 0 10 0.75 14.52 25.02 243.11 71.82 0.0999 30.59 
12 20 100 0 1 9.28 38.71 77.014 123.85 0.1446 13.45 
13 60 50 10 1 14.32 26.16 191.23 75.60 0.0933 25.83 
14 100 100 0 0.5 23.13 18.13 419.30 49.17 0.0952 48.59 
15 20 0 0 1 8.68 41.63 83.71 134.62 0.1625 15.12 
16 100 50 10 0.75 20.77 20.57 373.47 52.32 0.0968 42.18 
17 60 50 10 0.75 15.8 23 212 60 0.087 28 
18 20 100 20 1 8.91 41.81 87.02 100.31 0.1301 12.66 
19 60 50 20 0.75 14.93 24.16 224.54 60.37 0.0808 27.90 
20 60 50 10 0.75 15.4 23.4 218 64 0.0885 29.5 
21 20 0 20 1 8.33 44.96 94.59 109.04 0.1462 14.22 
22 100 0 0 1 18.38 22.59 328.48 71.15 0.1233 40.32 
23 100 100 0 1 19.85 20.78 298.92 64.74 0.1060 35.88 
24 100 100 20 1 18.75 22.44 337.78 58.27 0.0954 33.39 
25 60 50 10 0.75 15.6 23.1 215 63.92 0.0882 29 
26 60 50 0 0.75 15.88 22.37 204.12 71.03 0.091 29.75 
27 100 0 0 0.5 21.62 19.5 450.86 52.88 0.1107 54.6 
28 60 50 10 0.75 15.45 23.2 219 65 0.0886 29.5 
29 20 50 10 0.75 9.78 37.70 97.26 101.13 0.1363 15.85 
30 20 100 0 0.5 11.06 32.25 108 88.57 0.1330 18.22  

Table 7 
ANOVA F-value for performance and emission responses.  

Source BTE BSEC NOX HC CO SO 
F-value F-value F-value F-value F-value F-value 

Model  1427.07  2144.67  1220.70  246.86 1191.07  1405.3 
A-Load  18517.73  22443.87  15030.67  2101.57 6331.88  16949.80 
B- NDR  191.95  356.87  77.94  45.63 1136  280.15 
C-BBR  103.28  378.47  150.39  188.09 725.42  96.67 
D-BFR  970.84  1903.27  1139.68  669.39 579.28  1892.86 
R2  0.9992  0.9995  0.9991  0.9957 0.9991  0.9992  

Fig. 5. Effect of (a) Load, NDR, (b) Load, BBR, and (c) Load, BFR on BTE.  
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owing to the rise in fuel consumption and cylinder temperature [41]. 
The integration of nanoparticles reduces the ignition delay and opti
mizes the combustion progression by serving as a reducing element and 
converting NOX to N2 and O2 [42]. Compared to an engine run on non- 
doped blended fuel, there was an average reduction in NOX of 4% and 
6% for NDR 50 and NDR 100, respectively, for each engine loads. Pre
vious research conducted with biodiesel-Co3O4 blend under comparable 
testing conditions reveals a similar decrease in NOX with an increase in 
NDR. The study with citronella oil biodiesel-Co3O4 blend(B25 + 100 
ppm NDR) used in CI engine reported a decrease in NOx of 1.78% 
[42,43]. The interaction impact of Load vs. BBR for NOX is depicted in 
Fig. 7(b). Using biodiesel in an engine increases the amount of oxygen 
accessible for combustion, resulting in a higher peak combustion tem
perature, which in turn causes an increase in NOX as BBR increases[44]. 

Compared to an engine run on non-biodiesel blended fuel, there was an 
average increase in NOX of 8% and 13% for BBR 10 and BBR 20, 
respectively, for all loads. Previous research with linseed biodiesel under 
comparable testing conditions reveals a similar increase in NOX with an 
increase in BBR. The study reported an increase in NOX of 1.92% and 
10.70% for engine run on BBR 10 and BBR 20, respectively[45]. The 
interaction impact of Load vs. BFR for NOX is depicted in Fig. 7(c). A 
decline in NOX was observed with an increment in the BFR for all loads. 
The high specific heat of CO2 in biogas, combined with the decreased 
oxygen in the fuel blend resulting from the substitution of biogas, leads 
to a decrease in peak temperature, which in turn minimizes the forma
tion of NOX[46]. Compared to an engine run on 0.5 kg/h BFR blended 
fuel, there was an average reduction in NOX of 16% and 27.2% for 0.75 
kg/h BFR and 1 kg/h BFR, respectively, for all loads. Previous research 

Fig. 6. Effect of (a) Load, NDR, (b) Load, BBR, and (c) Load, BFR on BSEC.  

Fig. 7. Effect of (a) Load, NDR, (b) Load, BBR, and (c) Load, BFR on NOX.  

Fig. 8. Effect of (a) Load, NDR, (b) Load, BBR, and (c) Load, BFR on HC.  
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conducted under comparable testing conditions with varying BFR 
revealed a similar decline in NOX with an increase in BFR, reporting a 
38.6% decrease in BSEC for BFR 1.2 kg/h compared to BFR 0.3 kg/h 
[39]. 

3.2.4. Impact of input factors on HC for RSM model 
Unburned fuels that are present close to the cylinder walls due to 

insufficient in-cylinder temperature are known as hydrocarbon (HC) 
emissions[47]. The interaction impact of the Load vs. NDR on HC is 
illustrated in Fig. 8(a). HC drops as the load increases. At low engine 
load due to low engine cylinder temperature, improper combustion is 
attained, resulting in higher HC. However, the homogenous mixing of 
fuel and air is more efficient at higher loads, resulting in lower HC 
emissions[48]. HC was found to decrease with the increase in NDR. The 
inclusion of Co3O4 reduced the quantity of HC emission owing to se
condary atomization and oxidation of HC. Additionally, Co3O4 worked 
as an O2 reservoir, increasing the oxidation rate of HC[42]. Compared to 
an engine run on non-doped blended fuel, there was an average reduc
tion in HC of 4.5% and 6.4% for NDR 50 and NDR 100, respectively, for 
each engine load. Previous research on biodiesel-Co3O4 blend under 
comparable testing conditions revealed a similar decrease in HC with an 
increase in NDR. The study with citronella oil biodiesel- Co3O4 blend 
(B25 + 100 ppm NDR) used in the CI engine reported a decrease in HC of 
4.91%[30,43]. The interaction impact of Load vs. BBR for NOx is 
depicted in Fig. 8(b). Increased oxygen availability in biodiesel leads to 
better combustion, resulting in lesser HC with increased BBR[16]. 
Compared to an engine run on non-biodiesel blended fuel, there was an 
average reduction in HC of 13% and 19% for BBR 10 and BBR 20, 
respectively, for each loads. Previous research on linseed biodiesel 
under comparable testing conditions revealed a similar decline in HC 
with an increase in BBR, reporting a decrease in HC of 7.27% for engine 

run on BBR 30[49]. The interaction impact of the Load vs. BFR on HC is 
depicted in Fig. 8(c). As BFR increases, there is a corresponding increase 
in HC emissions for all engine loads. Biogas has a low flame velocity, and 
the partial substitution of air for biogas reduces the amount of 
combustible oxygen, leading to increased HC emissions[6]. Compared to 
an engine run on 0.5 kg/h BFR blended fuel, there was an average in
crease in HC of 7.9% and 13.5% for 0.75 kg/h BFR and 1 kg/h BFR, 
respectively, for each load. Previous research conducted under compa
rable testing conditions with a BFR of 0.3 kg/h to 1.2 kg/h revealed a 
similar increase in HC with an increase in BFR, reporting a rise of 12.6% 
in HC for engine run on BFR 0.9 kg/h in contrast to BFR 0.3 kg/h[39]. 

3.2.5. Impact of input factors on CO for RSM model 
Carbon monoxide is produced due to poor fuel-to-oxidant mixing and 

incomplete combustion of fuel[28]. The interaction impact of Load vs. 
NDR on CO is depicted in Fig. 9 (a). For engine operating at low to 
medium loads, the amount of carbon monoxide (CO) emitted is reduced 
because the air–fuel mixture is closer to the ideal stoichiometric ratio. 
However, as more fuel is added to the combustion process at higher 
loads, the amount of oxygen available for combustion is limited, 
resulting in a rich fuel mixture, thereby promoting an increase in CO 
emissions[50]. CO emissions were found to decrease as the amount of 
NDR in the fuel blend increased. Adding Co3O4 nanoparticles reduced 
CO emissions by shortening the ignition duration and promoting sec
ondary atomization through micro explosions. Compared to an engine 
run on non-doped blended fuel, there was an average reduction in CO of 
8% and 11% for each loads for NDR 50 and NDR 100, respectively. 
Previous research on biodiesel- Co3O4 blend under comparable testing 
conditions revealed a similar decrease in CO with an increase in NDR. 
The study with jatropha oil biodiesel- Co3O4 blend(B20 + 100 ppm 
NDR) used in CI engine reported a reduction in CO of 5.24%[37,43]. The 

Fig. 9. Effect of (a) Load, NDR, (b) Load, BBR, and (c) Load,BFR on CO.  

Fig. 10. Effect of (a) Load, NDR, (b) Load, BBR, and (c) Load, BFR on SO.  
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interaction impact of Load vs. BBR for CO is depicted in Fig. 9(b). The 
stoichiometric air–fuel ratio of an engine running on biodiesel is lower 
than that of diesel, requiring less oxygen for combustion. Biodiesel 
contains more oxygen than diesel fuel, allowing carbon atoms to find 
enough oxygen to make CO2, decreasing CO emissions[44]. Compared 
to an engine run on non-biodiesel blended fuel, there was an average 
reduction in CO of 5% and 10% for BBR 10 and BBR 20, respectively, for 
each loads. Previous research conducted with linseed biodiesel under 
comparable testing conditions revealed a similar decline in CO with an 
increase in BBR, reporting a decrease in BTE of 10% and 17.97% for 
engine run on BBR 10 and BBR 20, respectively[32]. The interaction 
impact of the Load vs. BFR on CO is illustrated in Fig. 9(c). Under each 
engine load, CO is realized to rise with an increment in BFR. The oxygen 
content of the air decreases as biogas is introduced into the cylinder, 
increasing CO emission as the BFR rises [46]. Compared to an engine run 
on 0.5 kg/h BFR blended fuel, there was an average increase in CO of 6% 
and 11.5% for 0.75 kg/h BFR and 1 kg/h BFR, respectively, for all loads. 
Previous research conducted under comparable testing conditions with 
a BFR of 0.3 kg/h to 0.9 kg/h revealed a similar increase in CO with an 
increase in BFR, reporting a rise of 14.1% in HC for engine run on BFR 
0.9 kg/h contrast to BFR 0.3 kg/h[39]. 

3.2.6. Impact of input factors on smoke Opacity(SO) for RSM model 
Diesel SO is an amalgamation of partially combusted fuel and soot 

particles[51]. The interaction impact of the Load vs. NDR on smoke 
opacity is depicted in Fig. 10(a). A rise in smoke opacity with increment 
in engine load is observed, with maximum smoke opacity to be found for 
the peak engine load(100%) owing to the rise in fuel consumption and 
cylinder temperature [41]. As NDR increased, smoke opacity emissions 
decreased due to the reduction in combustion temperature and the 
microexplosion action[50]. Compared to an engine run on non-doped 
blended fuel, there was an average reduction in smoke opacity of 5% 
and 11% for NDR 50 and NDR 100, respectively, for each loads. Previous 
research conducted with biodiesel- Co3O4 blend under comparable test 
conditions revealed a similar reduction in smoke opacity with rise in 
NDR. The study with a citronella oil biodiesel- Co3O4 blend(B25 + 100 
ppm NDR) used in CI engine reported a decrease in smoke opacity of 
10%[29,43]. The interaction impact of Load vs. BBR for CO is depicted 
in Fig. 10(b). Smoke opacity decreases with increase in BBR because of a 
better combustion process due to increased oxygen availability in bio
diesel[38]. Compared to an engine run on non-biodiesel blended fuel, 
there was an average reduction in smoke opacity of 1.9% and 5.9% for 
BBR 10 and BBR 20, respectively, for each load. Previous research 
conducted with linseed biodiesel under comparable testing conditions 
revealed a similar decline in smoke opacity with an increase in BBR, 

reporting a decrease in smoke opacity of 6.54% for CI engine run on BBR 
30[49]. The interaction impact of the Load and BFR on smoke opacity is 
illustrated in Fig. 10(c). Smoke opacity realized a decline for increment 
in BFR for each engine load. The drop in smoke opacity is attributed to 
the lower combustion temperatures caused by the presence of CO2 in the 
biogas[52]. Compared to an engine run on 0.5 kg/h BFR blended fuel, 
there was an average reduction in smoke opacity of 16% and 28% for 
0.75 kg/h BFR and 1 kg/h BFR, respectively, for each load. Previous 
research conducted under comparable test conditions with varying BFR 
revealed a similar decline in smoke opacity as BFR increases while 
reporting the highest drop of 25.88% in smoke opacity for BFR 1.2 kg/h 
compared to BFR 0.3 kg/h[39]. 

3.3. ANN model analysis 

The coefficient of correlation (R) for each stage (i.e., training, testing, 
and validation) is obtained for the network created corresponding to 
output parameters. The overall coefficient of correlation (R) for every 
dependent response is given in Fig. 11 and Fig. 12. High R values for 
each network suggest good data training from DOE, and a further 
conclusion of the reliable regression model is reached. The predicted 
interaction impact graphs of NDR (Fig. S8 and Fig. S9), BBR (Fig. S10 
and Fig. S11), and BFR (Fig. S12 and Fig. S13) on the output parameters 
reveal the congruency with interaction impact observed for the RSM 
model (section 3.2.1 to 3.2.6). 

3.4. Comparison of ANN model and RSM model 

For each run in the DOE Table (Table 6), the percentage error using 
Equation (2) is calculated for both the ANN and RSM predicted re
sponses and presented in Fig. S14. In contrast, Table 8 shows the R2, 
RMSE, and MAD evaluation metrics for prediction by the ANN and RSM 
models. Higher R2 values, while lower RMSE and MAD values were 
analyzed mainly for the RSM prediction model compared to the ANN 
prediction model. Although the ANN model exhibits good prediction, 
lower error percentages were observed in the RSM model, indicating a 
better regression analysis for the input variables. 

3.5. Optimization of input parameters 

The RSM model with the optimized condition is obtained with the 
highest desirability of 0.742(Fig. S15), indicating the process being 
evaluated is operating at a level that is relatively close to the optimal 
conditions. RSM optimization predicted an optimal value of BTE, BSEC, 
NOX, HC, CO, and SO at 17.02 %, 20.95 MJ/kWh, 256.58 ppm, 56.18 

Fig. 11. R for the trained network in response to outputs (a)BTE, (b)BSEC, and (c) NOX.  
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ppm, 0.081 %, and 30.45 % respectively at 67.53% engine load, 99.998 
ppm NDR, 12.084 % BBR and 0.694 kg/h BFR. 

ANN-GA optimization process terminated at 102 generations 
(Fig. S16), suggesting that the GA optimization process has reached a 
satisfactory level of convergence and the algorithm can be stopped. 
ANN-GA predicted optimal value of BTE, BSEC, NOX, HC, CO, and SO at 
17.16 %, 20.92 MJ/kWh, 264.75 ppm, 44.06 ppm, 0.093 %, and 33.78 
% respectively at 79.11% engine load, 61.06 ppm NDR, 11.17% BBR and 
0.776 kg/h BFR.. 

3.6. Validation of optimized results from ANN and RSM model 

Three experiments were conducted at the optimum input conditions 
identified by RSM and ANN models. Data was collected from each 
repetition, and the average value for each experimental condition was 
calculated using a standard averaging technique. Table 9 display the 
optimized predicted results from RSM and ANN, experimental test 
validation results, and the percentage error. The percentage error is less 
than 5% for both model optimized results which are considered signif
icant for acceptance. The RSM optimized result exhibits a lower error 
percentage than the ANN-GA results, thus confirming that RSM opti
mization is more accurate and reliable. 

4. Conclusions 

This study prepared the CCFCD matrix of 30 experimental runs for 
the DOE. From the DOE results, an RSM and ANN prediction model has 
been generated. The primary findings from the study are as follows: 

1. The model generated gave an insight into the effects of input vari
ables on output responses. F-value of engine outputs from the RSM 
model suggests that among the input variables, Engine load is the 
most substantial influence in deciding the value of output responses, 
followed by BFR, BBR, and NDR, respectively.  

2. The evaluation metrics suggest low prediction error and high model 
performance for both regression analysis. Higher R2, lower RMSE, 
and lower MAD were observed mainly for RSM model prediction, 
indicating RSM to be more accurate and reliable.  

3. The optimization of the RSM model indicated an optimum response 
of 17.02 %, 20.95 MJ/kWh, 256.58 ppm, 56.18 ppm, 0.081 %, and 
30.45 %, respectively, for BTE, BSEC, NOX, HC, CO, and SO with 
operating input parameters of 67.53% engine load, 99.998 ppm 
NDR, 12.084 % BBR and 0.694 kg/h BFR. The optimization on the 
ANN-GA model indicated an optimum response of 17.16 %, 20.92 
MJ/kWh, 264.75 ppm, 44.06 ppm, 0.093 %, and 33.78 %, respec
tively for BTE, BSEC, NOX, HC, CO, and SO with operating input 
parameters of 79.11% engine load, 61.06 ppm NDR, 11.17% BBR 
and 0.776 kg/h BFR.  

4. Although the validation test runs for the optimized result from RSM 
and ANN models suggest low error percentages for both, a lower 
error percentage was observed for the RSM optimized results. 

Considering the optimized results from both the RSM and ANN 
model, a conclusion can be drawn that combining nanoparticles, bio
diesel, and biogas is beneficial for CI engine performance and emissions. 
Also, RSM is found to be more accurate and reliable in studying the 
effects of Engine load, BBR, NDR, and BFR on CI engine. 

Fig. 12. R for the trained network in response to outputs (d)HC, (e)CO, and (f) SO.  

Table 8 
R2, RMSE, and MAD evaluation metrics for RSM and ANN Model.  

Responses R2 RMSE MAD  

ANN RSM ANN RSM ANN RSM 

BTE 0.9982 0.9992 0.184 0.116 0.092 0.087 
BSEC 0.9920 0.9995 0.701 0.172 0.189 0.131 
NOX 0.9998 0.9991 1.875 3.601 0.815 2.657 
HC 0.9805 0.9957 3.061 1.438 1.231 1.132 
CO 0.9979 0.9991 0.001 0.001 0.001 0.001 
SO 0.9992 0.9992 0.302 0.310 0.152 0.194  

Table 9 
Validation test result and Percentage of error for the ANN & RSM optimized parameter.  

Responses Model Technique: RSM Model Technique: ANN  

Experimental Predicted Error Experimental Predicted Error 

BTE 17.32 17.018 1.774 18.02 17.6 2.36 
BSEC 20.5 20.954 2.166 20.3 20.89 2.84 
NOx 249 256.584 2.955 324.5 329.92 1.64 
HC 55.15 56.18 1.833 44.25 45.18 2.07 
CO 0.0792 0.081 2.22 0.0965 0.0988 2.4 
SO 31.3 30.445 2.8 40.5 41.52 2.46  
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Abstract
In this work, we constrain the time-varying vacuum energy models in Brans-Dicke theory within the framework of a flat
Friedmann-Lamaître-Robertson-Walker space-time by using the latest observational data. In the first step, the analytical
solution of field equations are found by considering the two functional forms of cosmological constant, viz. power-series
form: � = n1H + n2H

2 and power-law form: � ∝ a−n, where n1, n2 and n are all constants, and H and a are the Hubble
parameter and scale factor, respectively. Then, to test the viability of the models, the latest data sample such as Hubble H(z)

data, Type Ia supernovae and baryon acoustic oscillations are used to constrain the model parameters. We apply the Markov
Chain Monte Carlo (MCMC) method to find the best-fit values of the space parameters of both the models. The cosmological
implications of the models are discussed by using the best-fit values of parameters. It is found that both the models are in
good agreement with the datasets and are consistent with the analytical solutions. We use jerk parameter and selection criteria
(AIC and BIC) to find the consistency of the proposed models with the observation as compared to �CDM model. Both the
models explain the late-time acceleration of the Universe.

Keywords Cosmology · Vacuum dark energy model · Brans-Dicke theory

1 Introduction

In the current view of modern cosmology, the nature and
origin behind the current accelerating expansion of the Uni-
verse constitute a major problem. The analysis and inter-
pretation of many observational data like Type Ia supernova
(Perlmutter et al. 1999; Riess et al. 2004; Astier et al. 2006),
galaxy clustering (Feldman et al. 2003), cosmic microwave
background radiation (Spergel et al. 2007) and other cosmo-
logical observations (Komatsu et al. 2009, 2011; Sanchez
et al. 2011; Ade et al. 2014, 2016) provide a cosmic ex-
pansion of the Universe that involves a recent accelerated
expansion. This phenomena has been discussed either by
adding an energy component in energy-momentum tensor
usually called “dark energy” (DE) which has negative pres-
sure, or modifying the general theory of relativity. The cos-

mological constant (CC), which was initially introduced by
Einstein to make the static Universe, is a natural and sim-
plest candidate of DE. This DE model, so-called standard
Lambda-cold dark matter (�CDM) model, contains the cold
dark matter for explaining cluster formation and a CC, �.
Although the �CDM model fits accurately the current ob-
servational data and describes well the observed Universe,
this model faces two serious problems, namely, the fine-
tuning and the cosmological coincidence problems (Wein-
berg 1989; Copeland et al. 2006).

In the recent years, these longstanding problems have
galvanized a variety of alternative theories for the cosmic
acceleration beyond the �CDM model. One of such theo-
ries includes dynamical � instead of just assuming the �

as a constant. A varying � has been proposed in literature
to alleviate the CC problems. A number of works was pro-
posed using varying � even before the discovering of the ac-
celerating Universe (Ozer and Taha 1986; Peebles and Ratra
1988; Carvalho et al. 1992; Lima 1996; Overduin and Coop-
erstock 1998). This �(t) model may act as an important al-
ternative to the �CDM model. The �(t) model is based on
vacuum quantum fluctuations in the curved space-time. The
resulting effective vacuum energy density depends on the
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space-time curvature which decays from high initial values
to smaller ones as the Universe expands (Carneiro 2003).

Due to lack of a concrete theory to model a time-varying
� function, we generally parametrize the vacuum energy
density by using phenomenological approach. In quantum
field theory, the renormalization group (RG) (Shapiro and
Solá 2000) describes a dynamical vacuum energy, in which
the �-term varies as � ∼ H 2, where H is the Hubble
parameter. In a series of recent papers (Schützhold 2002;
Borges and Carneiro 2005; Carneiro et al. 2006, 2008;
Basilakos 2009; Basilakos et al. 2009; Perico et al. 2013;
Bessada and Miranda 2013; Lima et al. 2013; Szydlowski
and Stachowski 2015; Jayadevan et al. 2019), a number
of flat Friedmann-Lemaître-Robertson-Walker (FLRW) type
cosmologies have been studied by assuming the vacuum en-
ergy density as a truncated power-series in terms of Hubble
parameter H . Carneiro et al. (2008) proposed a cosmologi-
cal model by assuming the vacuum term as proportional to
the Hubble parameter, � ∝ H . Carvalho et al. (1992) and
Grande et al. (2006) proposed a time-dependent vacuum,
� ∼ c1H

2 (here c1 is a constant), which arises from the RG
in quantum field theory. Bessada and Miranda (2013) have
studied the evolution of the model with a phenomenological
law � = �0 + 3βH 2. Basilakos (2009) and Basilakos et al.
(2009) investigated the properties of flat FLRW model by
assuming the function form of �(t) as a power series expan-
sion in H up to the second order, � ∼ n1H + n2H

2, where
n1 and n2 are constants. Later on, Oliveira et al. (2014)
have discussed the cosmological consequences of a model
in which the vacuum varies as a truncated power series of
the Hubble parameter.

On the other hand, the scalar tensor theories have been re-
considered extensively in literature, in particular, the Brans-
Dicke (BD) scalar-tensor theory. Brans and Dicke (1961) in-
troduced this scalar tensor theory to incorporate the Mach’s
principle in general relativity. In this theory, a scalar field
ψ is included in the Einstein-Hilbert action that makes the
Newtonian gravitational constant G as a function of coordi-
nates. We replace the gravitational constant G by an inverse
of time-varying scalar field ψ , which couples to gravity with
a coupling parameter ω. However, in the limit ω → ∞,
BD theory reduces to the corresponding general relativity.
In recent years, this theory has received significant atten-
tion as it successfully describes the early inflationary era
and late-time evolution of the Universe. Many authors (Pi-
mental 1985; Johri and Kalyani 1994; Ram and Singh 1999;
Sen et al. 2001; Banerjee and Pavon 2001a,b; Sen and Sen
2001; Mota and Barrow 2004; Das et al. 2006; Arik and
Çalik 2006; Arik et al. 2008; Xu et al. 2010; Singh 2012;
Karchi and Shojaie 2016; Kumar and Singh 2017; Singh and
Kumar 2017; Srivastava and Singh 2018; Singh and Kaur
2019; Sharif and Syed Asit Ali Shah 2019; Karimkhani and
Khoadam-Mohammadi 2019; Singh and Kaur 2020) have

extensively studied FLRW model in the framework of BD
theory. Since the vacuum energy models have the dynami-
cal behavior, it is more suitable to consider the models in a
dynamical framework such as BD theory.

In the present paper, we extend the successful approach
recently presented on BD cosmology with decaying vacuum
energy by Singh and Solà Peracaula (2021) with the some
other suitable form of �(t). However, the model could not
gain the consistency with the analytical solutions. Here, we
assume two different functional form of time-varying �: a
power series up to the second order of H and a power-law
form. We focus our attention on exact solutions and discuss
the observational aspects of �(t) models in the framework
of BD theory. Additionally, we perform a Bayesian MCMC
method to constrain the space parameters using the obser-
vational data of Type Ia supernova, Hubble data and baryon
acoustic oscillations. Using the best-fit values of parameters
we discuss the evolution of the Universe through Hubble pa-
rameter, deceleration and equation of state parameters, and
check the consistency of the analytical solution sofar ob-
tained for the both models. The model selection criteria and
jerk parameters are also discussed and compared the models
with the standard �CDM model.

The paper is organized as follows: In Sect. 2, we pro-
pose the model and basic field equations in BD theory with
cosmological constant. The analytical solutions of the field
equations are presented in Sects. 3 and 4 with two different
functional forms of �(t). In Sect. 5, we discuss the latest ob-
servational data and method to constrain the main parame-
ters of our vacuum models. In Sect. 6, we analyze the models
by using the best-fit values of model parameters. Section 7
discusses the statistical criteria of AIC and BIC in respect
of the models along with �CDM. In Sect. 8, we draw our
conclusions.

2 BD field equations with dynamical
vacuum energy

We start with a spatially homogeneous and isotropic flat
Friedmann-Lemaître-Robertson-Walker (FLRW) line ele-
ment in standard spherical coordinates xi = (t, r, θ, φ)

ds2 = −dt2 + a2(t)
[
dr2 + r2(dθ2 + sin2θdφ2)

]
, (1)

where a(t) is the scale factor of the Universe. The field equa-
tions of BD theory in the presence of cosmological constant
(in the unit c = 1) is given by (Uhera and Kim 1982; Kim
2005)

Gμν = Rμν − 1

2
gμνR = 8π

ψ
T̃μν + 8π

ψ
T BD

μν , (2)

where ψ is the scalar field known as BD scalar field,
ω is a dimensionless BD coupling constant and T̃μν ≡
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Tμν − gμνρ� is the total energy-momentum tensor, that
is, the sum of the matter and vacuum contributions. Here
ρ� = �/8πG = �ψ/8π is the vacuum energy density
which has the equation of state (EoS) p� = −ρ�, and
Tμν = (ρm + pm)uμuν + pm gμν is the ordinary energy-
momentum tensor of perfect fluid, where ρm is the energy
density of matter, pm is the corresponding pressure and uμ

is the four-velocity vector. Thus, we consider T̃μν as a per-
fect fluid form of energy-momentum tensor which is given
by

T̃μν = (ρ + p)uμuν + p gμν, (3)

where ρ = ρm + ρ� and p = pm + p�.
In Eq. (2), T BD

μν is considered as the energy-momentum
tensor for the BD scalar which is defined by

T BD
μν = 1

8π

[ ω

ψ

(
∇μψ∇νψ − 1

2
gμν∇αψ∇αψ

)

+∇μ∇νψ − gμν∇α∇αψ
]
. (4)

The BD wave equation is given by

�ψ = 8π

(2ω + 3)

(
T μ

μ − 4ρ�

)
, (5)

where T
μ

μ is the trace of Tμν .
For energy-momentum tensors (3) and (4), the BD field

equations (2) and (5) for metric yield

3H 2 + 3H
ψ̇

ψ
− ω

2

ψ̇2

ψ2
= 8π

ψ
ρ, (6)

2Ḣ + 3H 2 + ψ̈

ψ
+ 2H

ψ̇

ψ
+ ω

2

ψ̇2

ψ2
+ = −8π

ψ
p, (7)

ψ̈ + 3Hψ̇ = 8π

(2ω + 3)
(ρ − 3p), (8)

where dots means time derivatives and H = ȧ/a is the
Hubble parameter. Let us assume the perfect fluid like
form of BD energy-momentum tensor as T BD

μν = (ρBD +
pBD)uμuν + pBDgμν , where the energy density and pres-
sure for BD are defined as

ρBD = 1

8π

[
ω

2

(
ψ̇2

ψ

)
− 3Hψ̇

]
, (9)

pBD = 1

8π

[
ω

2

(
ψ̇2

ψ

)
+ 2Hψ̇ + ψ̈

]
. (10)

The consistency of the BD field equations (2) yield

∇ν

(
Rμν − 1

2
gμνR

)
= 0 = ∇ν

(
8π

ψ
T̃ μν + 8π

ψ
T

μν
BD

)
.

(11)

Assuming that the matter with vacuum and scalar field con-
serve separately, i.e., T̃ μν obeys the usual conservation law,
∇ν T̃

μν = 0, which leads to

ρ̇m + 3H(ρm + pm) = −ρ̇�. (12)

One should note here that the EoS of the vacuum en-
ergy density follows the same usual form, i.e., p�(t) =
−ρ�(t) = −ψ�(t)/8π despite it evolves with time. From
(11), we obtain

8πT̃ μν ∇ν

(
1

ψ

)
+ ∇ν

(
8π

ψ
T

μν
BD

)
= 0, (13)

which simplifies to

ρ̇BD + 3H(ρBD + pBD) = (ρm + ρ� + ρBD)
ψ̇

ψ
. (14)

In this paper, we assume that the scalar field ψ is related
to scale-factor a by a power-law relation (Pimental 1985;
Banerjee and Pavon 2007; Sheykhi 2010):

ψ = ψ0 a(t)ε, (15)

where ψ0 and ε are constants. Using (15) into (6), we get

H 2 = 2

(6 + 6ε − ωε2)

8π

ψ
(ρm + ρ�), (16)

where � = 8πρ�/ψ . One can find that the standard cosmol-
ogy is recovered in the limit of ε → 0.

Finally, using (12) and (16), we find

Ḣ + (3 + ε)

2
H 2 = 3�

(6 + 6ε − ωε2)
. (17)

In the following sections, we find the exact solutions with
two forms of �(t): power-series and power-law forms.

3 A power series �(t) model

In this paper, we assume the time-varying � as a truncated
power series of the Hubble parameter up to the second order
[hereafter, �PS -model], that is, (Basilakos 2009; Basilakos
et al. 2009; Oliveira et al. 2014)

�(t) = n1H + n2H
2, (18)

where n1 is a constant with dimension of H , while n2 is
a dimensionless constant. The first term, i.e., � ∝ H was
discussed in Refs. (Schützhold 2002; Borges and Carneiro
2005; Carneiro et al. 2006, 2008) where as the second term,
i.e., � ∝ H 2 was proposed in Refs. (Carvalho et al. 1992;
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Grande et al. 2006). Thus, Eq. (18) is a combination of linear
and quadratic form of �(t). Using (18) into (17), we get

Ḣ +
(

3 + ε

2
− 3n2

(6 + 6ε − ωε2)

)
H 2 = 3n1H

(6 + 6ε − ωε2)
.

(19)

Now, considering the current value of � as �0 = 3H 2
0 
�,

where 
� is the density parameter for vacuum, Eq. (18)
gives n1 = H0(β −3
m), where 
� = 1−
m. Here, 
m is
the matter density parameter. Using this value of n1, Eq. (19)
can be rewritten as

dh

dx
+

(
(3 + ε)(6 + 6ε − ωε2) − 6(3 − β)

2(6 + 6ε − ωε2)

)
h

= 3(β − 3
m)

(6 + 6ε − ωε2)
(20)

where x = ln a and h = H/H0 is the dimensionless Hubble
parameter and β = 3 − n2 (or |n2| � 1). It is obvious from
(20) that β > 3
m, where 0 < β < 3.

On solving (20), the dimensionless Hubble parameter as
a function of the scalar factor can be written as

h(a) = 6(β − 3
m)

(3 + ε)(6 + 6ε − ωε2) − 6(3 − β)

+
(

1 − 6(β − 3
m)

(3 + ε)(6 + 6ε − ωε2) − 6(3 − β)

)
a−k,

(21)

where k = (3+ε)(6+6ε−ωε2)−6(3−β)

2(6+6ε−ωε2)
. It is to be noted that for

ε → 0, we recover the result obtained in Ref. (Oliveira et al.
2014) and further for β → 3 i.e. n2 → 0 and ε → 0, we
recover the dynamical � solution derived in Ref. (Carneiro
et al. 2006).

Considering a = (1+ z)−1, we can define the normalized
Hubble expansion E(z) as

E(z) = H

H0
= 
̃�1 + 
̃m1(1 + z)k, (22)

where


̃�1 = 1 − 
̃m1 = 6(β − 3
m)

(3 + ε)(6 + 6ε − ωε2) − 6(3 − β)
.

(23)

One can observe that for ε → 0 and β → 3, Eq. (23) reduces
to 
̃�1 = 
�. Assuming the scale factor to unity at present,
i.e., a0 = 1, the scale factor evolves with time as

a(t) =
(

e(k
̃�1H0 t) − 1 + 
̃�1

˜
�1

)1/k

(24)

It is obvious from (24) that the scale factor varies as
a ∼ t1/k , i.e., power-law expansion during the early times.
Therefore, the model expands with decelerated rate. It is
followed by a transition to an accelerating epoch where the
scale factor varies a ∼ exp(
̃�1H0 t) in late time.

The observational data suggest that the accelerated ex-
pansion of the Universe is a recent phenomenon. It means
that the Universe might be decelerated phase in the early
epoch when there was no DE or when its effect was sub-
dominant. Therefore, the Universe must have a transition
from decelerating to accelerating phase. In this context, the
deceleration parameter, which is defined as q = −aä/ȧ2,
plays an important role to describe the evolution history of
the Universe. For this model, the deceleration parameter in
terms of redshift is calculated as

q(z) = −1 + k 
̃m1 (1 + z)k


̃�1 + 
̃m1 (1 + z)k
. (25)

The present-day value q0 can be found by putting z = 0 in
(25), which is given by

q0 = k 
̃m1 − 1. (26)

We now discuss the deceleration-acceleration transition red-
shift, ztr which is defined as a redshift where q(z) = 0 and
it is given by

ztr = −1+
[

2(6 + 6ε − ωε2) 
̃�1(
(1 + ε)(6 + 6ε − ωε2) − 6(3 − β)

)

̃m1

]1/k

.

(27)

At this stage, we also discuss another important parameter,
known as equation of state (EoS) parameter which describes
the dynamics of the Universe. In this model, we discuss the
effective EoS parameter, which is defined as weff = −1 −
2a
3

dh
da

. Using (21) in this expression, we get

weff (z) = −1 + 2k
̃m1

3h
(1 + z)k. (28)

The present value of EoS parameter is given by

weff (z = 0) = −1 + 2k

3

̃m1. (29)

The condition for acceleration of the present universe is
given by

3weff (z = 0) + 1 = 2
(
−1 + k
̃m1

)
. (30)

It should ne noted here that for an accelerated expansion of
the Universe the effective EoS parameter must be weff <

(−1/3). This condition is satisfied if 
̃m1 < 1/k, which is
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also compatible with the analysis of deceleration parame-
ter as given in Eq. (26). From Eq. (28), it is found that
weff (z) → −1 as z → −1, i.e., as a → ∞. Thus, the model
exhibits to de Sitter Universe and coincides with the �CDM
model in later stages of its evolution.

In what follows, we check the consistency of the model.
Using (9), (10) and (16) into (14), we get

2(ωε − 3)Ḣ + (ωε2 + 6ωε − 12)H 2 = 0. (31)

We substitute the solution of Hubble function H from (22)
into (31), we get

2k(ωε − 3)
̃m1(1 + z)k + (12 − ωε2 − 6ωε)

× (
̃�1 + 
̃m1(1 + z)k) = 0. (32)

It can be observed that, in general, the above equation is
not satisfied. However, we can get a relation between the
constants at present epoch, i.e., for z = 0, which is given by

2k(ωε − 3)
̃m1 + (12 − ωε2 − 6ωε) = 0. (33)

Once we get the best-fit values of model parameters by ob-
servations, we can check the consistency of the Eq. (33) for
the present epoch.

4 A power-law �(t) model

Bertolami (1986), Ozer and Taha (1987), and Chen and Wu
(1990) have studied the model with vacuum energy density
in general relativity which evolves as � ∝ a−2. In the fol-
lowing, we assume that the vacuum energy density evolves
as the general power of the scale factor (hereafter �PL-
model):

�(a) = 3γ a−n, (34)

where γ is a constant. Using (34) in (17) and simplifying,
we get

dH 2

da
+ (3 + ε)

a
H 2 = 18γ

(6 + 6ε − ωε2)
a−n−1. (35)

Using the present value of vacuum energy density, �0 =
3H 2

0 
� into (34), we get γ = 
�H 2
0 . Using this value of γ ,

the solution of (35) with H(a = 1) = H0 in terms of redshift
is given by

E(z) = H

H0
=

[

̃m2(1 + z)(3+ε) + 
̃�2(1 + z)n

]1/2
, (36)

where


̃�2 = 18
�

(6 + 6ε − ωε2)(3 + ε − n)
, (37)

and


̃m2 = 1 − 18
�

(6 + 6ε − ωε2)(3 + ε − n)
. (38)

The deceleration parameter which is defined in the previous

section is redefined as q = −1 − a
2H 2(a)

dH 2

da
and it gives

q = −1+ 1

2

(3 + ε)
̃m2(1 + z)(3+ε) + n
̃�2(1 + z)n


̃m2(1 + z)(3+ε) + 
̃�2(1 + z)n
. (39)

It is clear from (39) that q(z) tends to −1 in the future (neg-
ative redshifts). The present value q0 is obtained as

q0 = −1 + (3 + ε)
̃m2 + n
̃�2

2
. (40)

The transition redshift is given by

ztr =
(

(2 − n)
̃�2

(1 + ε)
̃m2

)1/(3+ε−n)

− 1, (41)

where as the effective EoS parameter is calculated as

weff = −1 + 1

3

(3 + ε)
̃m2(1 + z)(3+ε) + n
̃�2(1 + z)n


̃m2(1 + z)(3+ε) + 
̃�2(1 + z)n
.

(42)

The weff at z = 0 is obtained as

weff (z = 0) = −1 + 1

3

(
(3 + ε)
̃m2 + n
̃�2

)
. (43)

From above equation, we observe that the condition for ac-
celeration of the present Universe 3weff (z = 0) + 1 < 0 is
satisfied if (3 + ε)
̃m2 + n
̃�2 < 2, which is also com-
patible with the analysis of deceleration parameter. From
Eq. (43), it is found that w → −1 as z → −1, i.e., as
a → ∞. Thus, the model attains to de Sitter Universe and
coincides with the �CDM model in late time evolution.

Let us check also the consistency of the model. Sub-
stituting the solution of Hubble function H(z) obtained in
Eq. (36) in Eq. (31), we get

(ωε − 3)[(3 + ε)
̃m2a
−(3+ε) + n
̃�2a

−n]
− (ωε2 + 6ωε − 12)[
̃m2a

−(3+ε) + 
̃�2a
−n] = 0.

(44)

We can get the relation between the constants at present
epoch which is as follows.

(ωε−3)[(3+ε)
̃m2 +n
̃�2]−(ωε2 +6ωε−12) = 0. (45)

We will check the above consistency equation for the model
once the best-fit values of model parameters by observations
are obtained.
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5 Data sample and methodology

In this section we discuss the observational constraints on
the free parameters of �PS and �PL models by using the
latest observational data of H(z), Type Ia supernovae and
baryon acoustic oscillations.

5.1 Hubble data

The Hubble parameter measurements (abbreviated as H(z))
is an effective tools to constrain the free parameters of
the model. In literature, there are two different techniques,
differential-age method (Stern et al. 2010) and radial BAO
method (Gaztañaga et al. 2009) to measure the Hubble pa-
rameter. We use 30 data points of Hubble parameter ob-
tained by the so-called differential-age technique applied
passively evolving galaxies in the redshift range 0.07 ≤
z ≤ 1.965 as listed in Table 3 of Ref. (Solà et al. 2017).
These Hubble data inputs are uncorrelated with the BAO
data points.

The chi-square is defined as

χ2
H(z) =

30∑
i=1

[
Hobs(zi) − Hth(zi,p)

σH,i

]2

, (46)

where Hth(zi) is the theoretical values and Hobs(zi) repre-
sents observed values as given in Table 3 of Ref. (Solà et al.
2017) and p is the set of space parameters.

5.2 Type Ia supernovae

We use the recent Type Ia supernovae (SNe) data points, the
so-called Pantheon sample which includes 1048 data points
of luminosity distance in the redshift range 0.01 < z < 2.3
(Scolnic et al. 2018). This sample contains PanSTARRS1
Medium Deep Survey, SDSS, Low-z and HST samples
(Scolnic et al. 2018). The chi-square function for Pantheon
SNe data is

χ2
SNe(Pan) = �μT · C−1 · �μ, (47)

where �μ = μobs
i −μth(zi,p). The observed distance mod-

ulus, μobs
i reads μobs = mB − MB , where mB is the ob-

served peak magnitude in the rest frame of the B band and
MB is the absolute magnitude nuisance of SNe. The the-
oretical distance modulus, μth, which depends on redshift
and the cosmological parameters, is defined by

μth(z,p) = 5 log10[dL(z,p)/10 pc] +M, (48)

where dL(z) is the luminosity distance which is given by

dL(z,p) = (1 + z)c

∫ z

0

dz′

H(z′,p)
, (49)

where c is the speed of light. Also, M is the nuisance pa-
rameter in which H0 and MB can be absorbed. It is to be
noted that M has been assumed to be 23.83. It is mentioned
that C is the total covariance matrix which takes the form
C = Dstat + Csys , where the diagonal matrix Dstat and co-
variant matrix Csys denote the statistical uncertainties and
the systematic uncertainties, respectively.1

Simple analytical models of light curve predict that the
SNe peak luminosity is proportional to the mass of nickel
synthesized which in turn, to a good approximation, is a
fixed fraction of the Chandrasekhar mass (MNi ∝ MCh),
which satisfies M ∝ G−3/2 (Khokhlov et al. 1993; Gomez-
Gomar et al. 1998; Karimkhani and Khoadam-Mohammadi
2019). Based on the fact that luminosity L ∝ MCh, a mod-
ification is required to the absolute magnitude of a SNe in
the case of varying G. Thus, for the luminosity distance we
have L ∝ G−3/2, i.e., for a slow decrease of G with time,
the distant supernovae should be dimmer than predicted for
a standard scenario. Using the definition of absolute magni-
tude

M = −2.5 log
L

L⊙ , (50)

the modulus distance relation (48) must be corrected as (Li
et al. 2015; Karimkhani and Khoadam-Mohammadi 2019)

μth(z,p) = 5 log10[dL(z,p)/10 pc] + 15

4
log

G

G0
+M.

(51)

Since, in BD theory, G ∝ ψ−1, where ψ = ψ0a
ε , we rewrite

(51) as

μth(z,p) = 5 log10[dL(z,p)/10 pc]+ 15

4
ε log(1+z)+M.

(52)

5.3 Baryon acoustic oscillations (BAOdz)

In recent years, measurements of BAO have been proven as
an important geometric probe that we can employ to con-
strain the dark energy models. In this paper, we have used
BAO estimator dz(z) collected by Blake et al. (2011). It can
computed as follows:

dz(zi,p) = rs(zd)

DV (zi)
, (53)

where

rs(zd) =
∫ ∞

zd

cdz

H(z)

√
3
(

1 + δρb

δργ

) (54)

1https://archive.stsci.edu/prepds/ps1cosmo/index.html.

https://archive.stsci.edu/prepds/ps1cosmo/index.html
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Fig. 1 Two-dimensional
confidence contours and
one-dimensional posterior
distributions on free parameters
in �CDM model obtained from
the datasets DS1 : SNe + H(z)

(red contours) and
DS2 : SNe + H(z) + BAOdz

(grey contours)

is the comoving sound horizon prior to the drag redshift
epoch, zd , i.e., the epoch at which baryons are released from
the Compton drag of photons, and ρb and ργ are the baryon
and photon densities, respectively.

The remaining term, DV (z) is the “dilation scale” intro-
duced by Eisenstein et al. (2005) and can be calculated by

DV (z) ≡
[
(1 + z)2D2

A(z)
c z

H(z)

] 1
3

. (55)

Here, DA(z) = (1 + z)−2dL(z,p) is the angular diameter
distance.

The chi-square function for BAOdz is defined as
(Gomez-Valent et al. 2015a,b)

χ2
BAOdz

(p) =
6∑

i=1

[
dz,th(zi,p) − dz,obs(zi)

σz,i

]2

(56)

The values of zi , dz,obs , σz,i can be found in Table 3 of Blake
et al. (2011).

6 Results and discussion

In our analysis, we use the publicly available MCMC sam-
pling algorithm in emcee python library (Foreman-Mackey
et al. 2013) to generate the chain. In MCMC method, the
best-fit of the parameters are maximized by using the prob-
ability function L ∝ exp(−χ2/2).

In order to find the best fit, we minimize the overall
χ2 function using two different combinations of datasets,
namely, DS1 : χ2

min = χ2
Sne + χ2

H(z) and DS2 : χ2
min =

χ2
SNe + χ2

H(z)
+ χ2

BAOdz
. The main cosmological parame-

ters are ε, ω and H0 which are common for both models.
In addition to this �PS -model has two extra parameters 
m

and β , and �PL-model has two extra parameters n and 
�.
We constrain the space parameters in three models: �CDM,
�PS and �PL. The contours of our statistical analyses are
shown in Figs. 1, 2, 3 and best-fit values of parameters are
summarized in Table 1 that arise from the joint analysis de-
scribed above. Using fitting values of parameters of �CDM,
�PS and �PL models, a comparative study of �PS and
�PL models with concordance �CDM are as follows:
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Fig. 2 Two-dimensional
confidence contours and
one-dimensional posterior
distributions on free parameters
in the �PS model obtained from
the datasets DS1 : SNe + H(z)

(red contours) and
DS2 : SNe + H(z) + BAOdz

(grey contours)

Table 1 The fit values of parameters of �CDM , �PS and �PL, respectively obtained from DS1 : SNe+H(z) and DS2 : SNe+H(z)+BAOdz

datasets. The H0 parameter is expressed in Km s−1 Mpc−1

Models → �CDM �PS �PL

Parameters ↓ DS1 DS2 DS1 DS2 DS1 DS2

H0 68.179+2.008
−1.670 68.126+1.311

−1.788 67.801+1.688
−1.634 67.706+1.617

−1.575 67.266+1.440
−1.683 67.182+1.615

−1.612

ε − − 0.036+0.032
−0.037 0.036+0.031

−0.037 0.038+0.034
−0.030 0.038+0.035

−0.029

ω − − 48.234+18.385
−19.161 48.384+18.593

−19.664 46.489+20.241
−18.530 46.151+19.415

−19.238

β − − 3.710+0.414
−0.447 3.709+0.419

−0.417 − −
n − − − − 0.219+0.101

−0.136 0.222+0.116
−0.136


m 0.313+0.018
−0.016 0.314+0.015

−0.018 0.344+0.023
−0.024 0.341+0.026

−0.024 − −

� 0.708+0.023

−0.027 0.706+0.027
−0.022 − − 0.672+0.021

−0.021 0.669+0.021
−0.021

χ2
min 569.617 10684.353 553.587 10659.909 544.063 10633.291

AIC 575.639 10690.355 563.642 10669.964 554.685 10643.346

�AIC − − 11.997 20.391 20.954 47.029

BIC 578.714 10693.458 568.750 10675.084 559.226 10684.474

�BIC − − 9.964 18.374 19.488 8.984
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Fig. 3 Two-dimensional
confidence contours and
one-dimensional posterior
distributions on free parameters
in the �PL model obtained from
datasets DS1 : SNe + H(z) (red
contours) and
DS2 : SNe + H(z) + BAOdz

(grey contours)

Table 2 The transition value ztr and the present values of q , weff of �CDM , �PS and �PL, respectively

Model → �CDM �PS �PL

V alues ↓ DS1 DS2 DS1 DS2 DS1 DS2

ztr 0.651+0.048
−0.048 0.647+0.055

−0.055 0.735+0.051
−0.180 0.735+0.064

−0.180 0.667+0.045
−0.052 0.607+0.045

−0.052

q0 −0.541+0.032
−0.032 −0.535+0.031

−0.031 −0.770+0.23
−0.23 −0.780+0.23

−0.23 −0.459+0.018
−0.018 −0.459+0.018

−0.018

weff (z = 0) −0.694+0.021
−0.021 −0.690+0.021

−0.021 −0.850+0.15
−0.15 −0.850+0.16

−0.16 −0.639+0.012
−0.012 −0.639+0.012

−0.012

In �PS model, we find 
m = 0.344+0.023
−0.024 and 
m =

0.341+0.026
−0.024 from DS1 and DS2, respectively which are

subsequently higher than the respective values 
m =
0.3130.018

−0.016 and 
m = 0.314+0.015
−0.018 of �CDM model. How-

ever, these results are close to 
m = 0.32+0.01
−0.02 obtained in

Ref. (Basilakos et al. 2009) in general relativity.

The respective transition from deceleration to accelera-

tion takes place at the redshift ztr = 0.735+0.051
−0.180 and ztr =

0.735+0.064
−0.180, which show that the transitions occur earlier

than �CDM model as mentioned in Table 2, and also ztr =
0.660 as obtained in Ref. Aghanim et al. (2020).

The present values of q and weff are listed in Table 2
which show that the q0 and weff (z = 0) of �PS are lower
than the �CDM obtained from DS1 dataset. However, these
values, which are obtained with dataset DS2, are little-bit
higher than �CDM model. From Figs. 6 and 8, we ob-
serve that as z → −1, both q and EoS parameter weff

tend to −1. The present values of Hubble parameter are
H0 = 67.801+1.688

−1.634 Km s−1 Mpc−1 and H0 = 67.706+1.617
−1.575

Km s−1 Mpc−1, which are good agreement with Planck
result (Aghanim et al. 2020), where H0 = 67.7 ± 0.46
Km s−1 Mpc−1. However, these values are slightly lower
than the values of �CDM obtained from the same datasets.
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In this model we have two extra free parameters, namely
ε and β with respect to the �CDM model. In dataset DS1
we find ε = 0.036+0.032

−0.037 and β = 3.710+0.414
−0.447 whereas for

DS2 dataset, we have ε = 0.036+0.031
−0.037 and β = 3.709+0.419

−0.417.
The χ2 is an important quantity which is used to data

fitting process. In this analysis, we find χ2 = 553.587 and
χ2 = 10659.909, respectively with respect to DS1 and
DS2 datasets. The reduced chi-square is defined as χ2

red =
χ2

min/ν, where ν = (N − n) is the degree of freedom (dof).
Here, N is total number of combined data, which are 1078
and 1084 and n is the number of estimated free parameters
of model, which is 5 for each dataset DS1 and DS2, re-
spectively. If χ2

red ≤ 1, then the fit is good and the observed
data is consistent with proposed model. For �PS model, it is
χ2

red = 0.515 and χ2
red = 9.879, respectively. Thus, the data

DS1 is compatible with the considered model.
An another way to analyze the departure from the con-

cordance �CDM model is through the jerk parameter (j),
which is a dimensionless third order derivative of the scale
factor a(t) with respect to cosmic time t . It is defined as
(Blandford et al. 2004; Rapetti et al. 2007)

j =
...

a(t)

aH 3 = −q + (1 + z)
dq

dz
+ 2q(1 + q), (57)

where q is the deceleration parameter as given by (25) and
(39). This parameter gives the information about the dynam-
ics of DE corresponding to j (z) = 1 (constant) for �CDM
model. Any deviation from j = 1 would favor a non-�CDM
model. The plot of jerk parameter j (z) is shown in Fig. 10
using the best-fit values of parameters obtained from DS1
and DS2 datasets in (57). It is found that j (z) → 1 as
z → −1 which incorporates the flat �CDM model well in
late times. The current value j (z) at z = 0 is j0 = 0.6214
and j0 = 0.6247 with DS1 and DS2 datasets, respectively
which differ from j0 = 1 at present-day.

In �PL, we find 
� = 0.672 ± 0.021 from DS1 and

� = 0.669 ± 0.021 from DS2, which are compara-
tively lower than the value 
� = 0.708+0.023

−0.027 and 
� =
0.706+0.027

−0.022, respectively. The redshift transition values are

ztr = 0.667+0.045
−0.052 and ztr = 0.607+0.045

−0.052, which are consis-
tent with the values of �CDM model.

The present values of Hubble constant for this model are
H0 = 67.266+1.440

−1.683 and H0 = 67.182+1.615
−1.612 obtained from

DS1 and DS2 datasets which are slightly lower than the val-
ues of �CDM model. The evolution of H(z) for this model
with �CDM are shown in Fig. 4 and 5. The present values
of q are higher than �CDM model whereas the weff (z = 0)

are very closed to standard model (refer to Table 2). From
Fig. 6, 7, 8, 9, we observe that as z → ∞, q → −0.779
and −0.802, where as weff → −0.850 and −0.864 for
datasets DS1 and DS2, respectively. This model shows the
quintessence-like behavior (−1 < w ≤ 0) in late-time evo-
lution. This model has two extra parameters, namely ε and

Fig. 4 Best fits over H(z) obtained from DS1 dataset. The grey bars
show the data points of H(z)

Fig. 5 Best fits over H(z) obtained from DS2 dataset. The grey bars
show the data points of H(z)

Fig. 6 Plot of evolution of deceleration parameter with redshift using
fitting values of parameters obtained from DS1 dataset. The dot de-
notes the present value of deceleration parameter

n with respect to the �CDM model. The best-fit values of
these parameters are ε = 0.038+0.034

−0.030 and n = 0.219+0.101
−0.136

from DS1 dataset, and ε = 0.038+0.035
−0.029 and n = 0.222+0.116

−0.136
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Fig. 7 Plot of evolution of deceleration parameter with redshift using
fitting values of parameters obtained from DS2 dataset. The dot de-
notes the present value of deceleration parameter

Fig. 8 Plot of evolution of EoS parameter with redshift using fitting
values of parameters obtained by DS1 dataset. The dot denotes the
present value of EoS parameter

Fig. 9 Plot of evolution of EoS parameter with redshift using fitting
values of parameters obtained by DS2 dataset. The dot denotes the
present value of EoS parameter

from DS2. The values of n are much larger than the value
n = −0.06 ± 0.04 obtained in Ref. (Basilakos et al. 2009).

Fig. 10 Plot of evolution of jerk parameter j (z) with redshift z using
fitting values of parameters of �PS . The horizontal line represents the
�CDM model

Fig. 11 Plot of evolution of jerk parameter j (z) with redshift z using
fitting values of parameters of �PL. The horizontal line represents the
�CDM model

The respective chi-square values from DS1 and DS2
datasets are χ2 = 544.063 and χ2 = 10633.291 for which
χ2

red = 0.507 and χ2
red = 9.854. Thus, the χ2

red is less than
unity for DS1 dataset which show that the model provides a
very good fit to this dataset.

The plot of jerk parameter j (z) as a function of redshift
z is shown in Fig. 11 using the best-fit values of parameters
obtained from DS1 and DS2 datasets. It is observed that the
�PL deviates from the �CDM model at current epoch (j0 =
0.6004 and j0 = 0.6574, respectively) as well as z → −1.
These deviations from �CDM model need attention which
would be found to know the real cause behind the cosmic
acceleration.

In a paper (Singh and Solà Peracaula 2021), the au-
thors explored two functional forms of �: � = const. and
� = σH , so-called �H1 and �H2 models in BD theory.
It was found that the BD version of the �-cosmology, i.e.,
�H1 is on an essentially equal footing position as compared
to the concordance model in the light of observational fits.
However, despite the quality fit of the �H2, the model does
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not adapt to the consistency equation and 
� comes to very
poor with this equation which is not acceptable in the present
scenario. It has been shown that model �H1, in the context
of the BD theory, is more favored than �H2 and is compa-
rable to the concordance �CDM model within general rela-
tivity.

In the present �PS and �PL models, the observational
values obtained from DS1 and DS2 datasets are much more
favored and satisfy the consistency equations (33) and (45),
respectively, which show that the �PS and �PL models are
also analytically consistent. The analytical values of 
� are
much favored with the observed values obtained from DS1
and DS2 datasets in both the models. The version of the BD
framework with these dynamical forms of � improve the
efficiency with respect to the two datasets used. This can
also be observed by information criteria as discussed below.

7 Selection criteria

In order to compare the proposed models with �CDM, we
implement the selection information criteria in terms of the
strength of the evidence according to Akaike information
criteria (AIC) (Akaike 1974) and Bayesian information cri-
teria (BIC) (Schwarz 1978). These information criteria pe-
nalize the presence of extra degree of freedom (d.o.f.). For
detail discussion about these criteria, we refer to Ref. (Lid-
dle 2007). The AIC and BIC are respectively defined as

AIC = χ2
min + 2nN

N − n − 1
, (58)

and

BIC = χ2
min + n log(N), (59)

where n is the number of free parameters and N is the size
of the data sample. It is to be noted that the dataset DS1 has
a total of 1078 data points (1048 data points of SNe and 30
points of H(z)), where as the dataset DS2 has 1084 data
points (1048 data points of SNe, 30 points of H(z) and 6
points of BAOdz).

Assuming AIC (or BIC) value of �CDM as the refer-
ence, the AIC (or BIC) differences are defined as �AICi =
AICi − AIC�CDM (or �BICi = BICi − BIC�CDM ),
where i denotes either the �H1 or the �H2 model. A model
having 0 ≤ �AIC (or �BIC) ≤ 2 gives “weak evidence in
favor”. In contrast, for 2 < �AIC < 4 and 2 ≤ �BIC < 6,
the model has “positive evidence in favor”, where as for
6 ≤ �AIC (or �BIC) < 10, the model is considered to
have “strong evidence in favor” and finally, for �AIC (or
�BIC) > 10, the model has “very strong evidence in favor”
(Liddle 2007). The AIC and BIC and their difference val-
ues �AIC and �BIC for models PS-model and PL-model

with reference to the corresponding values of AIC and BIC
of �CDM model are given in Table 1.

According to AIC and BIC in DS1 dataset, we find
�AIC(�BIC) = 11.997(9.964) for �PS whereas it is
�AIC(�BIC) = 20.954(19.488) for �PL. Similarly, in
DS2 dataset, we find �AIC(�BIC) = 20.391(18.374) for
�PS and �AIC(�BIC) = 47.029(8.984) for �PL. These
values suggest that according to AIC, there is a very strong
evidence in favor whereas as per BIC there is a strong evi-
dence in favor of these two models.

8 Conclusion

In this work, we have discussed the dynamics of a flat FLRW
model in BD theory with varying vacuum energy density.
We have assumed two different functional forms of vacuum
energy density, namely power series expansion in H up to
the second order excluding constant term (�PS -model) and
power-law form in terms of scale factor (�PL-model), in
order to parametrize the vacuum energy density. In the first
step, we have solved the BD field equations analytically us-
ing these two forms of vacuum energy density. These two
models have different theoretical solutions. We have dis-
cussed the cosmological consequences of cosmic acceler-
ation based on these two forms of interacting � scenar-
ios. Secondly, we have performed two different combina-
tions of joint likelihood analysis DS1 = SNe + H(z) and
DS2 = SNe + H(z) + BAOdz for each model including
�CDM model in order to put the constraints on the main
free parameters by χ2 minimizing technique. It is noted that
there are extra parameters, namely ε and β in �PS , and ε

and n in �PL with respect to the �CDM model. The fit val-
ues of these free parameters are provided in Table 1.

Figures 1-3 show the two-dimensional confidence con-
tours and one-dimensional posterior distributions on the free
parameters in �CDM, �PS and �PL models obtained from
two different datasets. The best-fit values of the model’s pa-
rameters, transition redshift ztr , q0 and weff (z = 0) are dis-
played in the Tables 1 and 2, respectively. Using the fitting
values we have discussed the dynamical behavior of vari-
ous cosmological parameters, like H(z), q(z), weff (z) and
j (z) by plotting the trajectories of evolution with redshift as
shown in Figs. 4-11. In view of the observational datasets,
we find datasets DS1 and DS2 are very much compatible
for the considered models. The present values H0, q0 and
weff (z = 0) are very close to the �CDM model. However,
the current value of jerk parameter j0 deviates from concor-
dance model. We have found that the �PS model behaves
as a de Sitter model in late-time evolution of the Universe
where as the �PL model behaves as a quintessence DE
with an EoS lying in (−1 < w ≤ 0). The χ2

red implies the
same goodness of the models considered here. Also, using
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the best-fit values of models parameters, we have found that
the consistency equations (33) and (45) for the both models
are satisfied. In what follows, we have summarized our main
results in more detail.

Assuming �CDM as a reference model, we have dis-
cussed the performance of these two proposed models. We
have found that both the �PS and �PL models show a
smooth transition from deceleration (q > 0) epoch to ac-
celeration (q < 0) epoch in recent past. The trajectories of
q(z) clearly show that the models generate decelerated ex-
pansion in past and late time cosmic acceleration in present.
Figures 6 and 7 also show the transition from decelerated
to accelerated expansion happen in the range 0.667 ≤ ztr ≤
0.735 which are comparatively same as �CDM model. The
parameters q(z), weff and j (z) tend to �CDM model in
late-time evolution in �PS . In �PL, these parameters do not
tend to respective values of �CDM in late-time evolution.
It has been observed that both the model are well consistent
with H(z) data at low redshifts. Therefore, we conclude that
both the models are well fitted with the present H(z) data.

As for as the AIC and BIC statistical criteria is con-
cerned, we have discussed these two criteria for the mod-
els against the �CDM to observe the performance of each
model beyond the standard concordance �CDM model and
have analyzed any deviation against or in favor of these
models. According to �AIC and �BIC we have found
large positive values which show that �PS and �PL models
have strong evidence in favor over the �CDM model with
reference to datasets DS1 and DS2. Finally, it should be
mentioned that the results of our studied could be improved
if more observational data is involved.
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Abstract
The research problem addressed in this study is how to effectively combine multi-
modal data from imperfect text transcripts and raw audio in a deep framework for
automatic speech recognition. In this study, we suggest combining audio and text
modalities late in the process. We propose a self-attention based deep bidirectional
long short-term memory (SA-deep BiLSTM) for processing audio and text data
independently. For training each type of feature, we use the SA-deep BiLSTM
model which comprises of five BiLSTM layers and a self-attention module between
the third and fourth layers. The linguistic data, like the word stem extracted from the
text transcript, and acoustic features like Mel frequency cepstral coefficients
(MFCC) and Mel-spectrogram are taken into consideration. The GloVe word em-
bedding is used to vectorize the linguistic data. By fusing the posterior class
probabilities of SA-deep BiLSTM models trained on individual modalities, we were
able to achieve an accuracy of 98.80% on the 10-word categories of the Google
speech command dataset. Numerous tests using the Google speech command dataset
and ablation analysis prove that the suggested method performs better than the state
of the art because of the high classification accuracies attained.

Keywords Acoustic features . Linguistic features . Fusion framework . Self-attention .

Bidirectional long short-termmemory

1 Introduction

Speech is a natural and efficient form of communication. However, the diversity of
accents in a globalized society and the existence of background noise makes automatic
speech identification from real-world audio samples a difficult task. To provide robust,
efficient and natural interaction is one of the needs for speech-related tasks given the

Multimedia Tools and Applications
https://doi.org/10.1007/s11042-023-15118-1

* Sunakshi Mehra
mehra.sunakshi623@gmail.com

1 Department of Information Technology, Delhi Technological University, Delhi, India

http://crossmark.crossref.org/dialog/?doi=10.1007/s11042-023-15118-1&domain=pdf
http://orcid.org/0000-0002-6397-6049
https://orcid.org/0000-0002-6709-6591
mailto:mehra.sunakshi623@gmail.com


growing adaptive environment for voice interfaces in smart devices [42, 53]. In order to
detect category labels of text and speech, natural language processing (NLP) is crucial
[28]. However, due to the vast amount of multilingual speech data available online, voice
search and open-ended dictation cannot cover the linguistic contents [7]. Along with
natural language processing, acoustic properties taken from raw audio, including the Mel
Frequency Cepstral Coefficients (MFCC), are frequently employed for speech recogni-
tion [12, 51].

Literature has extensively examined the fusion of speech elements for effective classifica-
tion. One instance is the combination of two acoustic features: MFCC and Gammatone
Frequency Cepstral Coefficients (GFCC) to classify speech signals in [23]. Effective features
for the problem of Alzheimer’s dementia (AD) recognition include MFCC and Log-mel-
spectrograms [34]. For the purpose of classifying ambient sounds, many acoustic parameters
including Log-mel Spectrogram, Chroma, MFCC, Tonnetz and Spectral Contrast have been
combined by Su et al. in [47]. Combination of machine learning models is also investigated
such as the fusion of neural network language models with recurrent neural network trans-
ducers in [22]. The encoders of the acoustic pre-trained model wav2vec 2.0 and the linguistic
pre-trained model BERT were fused in [58] to classify low-resourced speech data.

In this paper, we explore multi-modal fusion in a deep framework that is trained from
scratch on a speech command dataset. We thus combine the goodness of multi-modal
representations and deep learning in a unified framework. The study investigates acoustic
and linguistic learning for recognizing the speech commands. In particular, we analyze the
auditory and linguistic information using tailored self-attention based deep recurrent neural
network model and combine the probabilistic predictions for speech command identification.
The following are the contributions made by our work:

1. We propose a self-attention based deep bidirectional long short-term memory (SA-deep
BiLSTM) architecture for learning the acoustic and linguistic features independently from
raw audio and text transcript, respectively.

2. The linguistic feature (morpheme) is the stem of each word in the text transcript, that is
vectorized using GloVe embedding, and the acoustic features are MFCC and Mel-
spectrogram.

3. Late fusion on the probabilistic predictions of the individual SA-deep BiLSTM models is
performed for identifying the speech command.

4. To demonstrate the efficacy of the fusion framework in comparison to the individual
models trained on smaller subsets of audio and text modalities, an ablation analysis is
presented.

5. An extensive comparative analysis with the state of the art is performed to prove the
efficacy of our method for speech command recognition.

The article’s remaining sections are organized as follows. A brief synopsis of the research done
so far on spoken word recognition is provided in Section 2. Section 3 presents the proposed
deep fusion framework for multi-modal fusion. In Section 4, the experimental strategy is
described, and the results are thoroughly analyzed. Section 5 wraps up the work and suggests
possible future research trajectories.
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2 Related work

The field of speech and language processing has engaged the interest of researchers since many
decades, and a lot of noteworthy work has been achieved in this area, some of which are
discussed in this section. Today, the usage of multimedia systems that teach users how to speak
and enunciate sounds is gaining in popularity [4, 31]. Real-time applications for speech-based
communication exist, and voice interface modules are built into smart appliances like the Alexa
Echo, TV, and refrigerators. The usage of acoustic features such as MFCC and its variants have
been well explored [48, 51] and, more recently, deep networks such as SincNet fused with X-
Vectors, wav2vec 2.0 pre-trained model, and audio ALBERT have been proposed [10, 44, 52]
that extract deep features from raw audio. As an alternative, text transcriptions that are produced
from the raw audio with the use of API [35] may serve as the foundation for automatic speech
recognition (ASR) models. Spectrogram [23] is another speech feature in addition to MFCC.
The two-dimensional map known as a spectrogram shows the amplitude of sound on a
frequency-time graph. A different field of study known as “spectrographic speech processing”
analyzes the two-dimensional spectrogram to derive visual acoustic information [45]. Recently,
deep neural networks trained on spectrograms were utilized to classify music [26]. Acoustic
scene classification algorithms were found to bemore effective when spectrogramswere added,
whether in the form of sub-spectrograms, ensembles, or combinations with auditory data
[20, 40, 43]. According to the observations of Gallardo-Antolín et al. in [16], the
speech intelligibility level can be adjusted by mixing acoustic and modulated spec-
trograms that are sent to an attention LSTM-based speech system. By introducing an
attention mechanism, the final sentence embedding can use the attention summation to
directly access earlier LSTM hidden states [27]. Despite the fact that neural networks
have been successfully applied for ASR applications, they have some drawbacks such
as overfitting, difficulties processing huge datasets, insufficient training with limited
resources, and computational cost [5].

It is thus important to examine spoken word recognition from both a functional and a
temporal standpoint [32]. Online spoken word recognition in templatic languages has only
been the subject of a small number of investigations. The conventional gating paradigm was
used to analyze the lexical (neighborhood density and frequency) and morphological (role of
root morpheme) components of spoken word recognition in a templatic language [38]. The
mapping is tested on a spoken word classification task that is akin to ASR, although it
performs with a very low level of accuracy [2]. In unsupervised speech translation or query-
by-example search, emphasizing semantic elements in embeddings can be helpful, but they are
insufficient to reliably classify spoken words for robotic speech transcription [2]. On similar
lines, certain efforts were made to detect spoken terms in Persian in broadcast news in [54].

Researchers claim that combining audio and text data for ASR improves recognition accuracy.
Human perception of theworld involves the integration ofmultimodal inputs [37].Macary et al. in a
recent work [30] demonstrated how to combinewav2vec 2.0 andCamemBERT pre-trainedmodels
to extract acoustic and contextual information for speech emotion recognition. On similar lines,
acoustic and linguistic encoders of pre-trained models were fused in [58] for low-resourced speech
recognition. All of these studies were motivated by the limitations of models that are trained on a
single modality. To encode dynamic contextual information, the integration of shallow fusion,
neural network language model, and trie-based deep biasing was investigated in [24].
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A recent idea to fuse linguistic and acoustic information in a single representation was
presented by Zheng et al. by combining acoustic and text-masked language models [61]. In the
decoupled transformer model introduced by Zhang et al. in 2021 [60], audio-to-phoneme
networks learn acoustic patterns while the phoneme-to-text network performs the classification
task. A Recurrent Neural Network Transducer (RNN-T) is trained using pairs of YouTube audio
and text transcripts in [33]. RNN-T has an implicit neural network language model (NNLM),
which makes it challenging to use unpaired text inputs during training [22]. This is true of the
majority end-to-end voice recognition model architectures. The RNN-T is used with source and
target domain language models in the study proposed by [6] to assess ASR. The transfer learning
method in [6] exhibited improved outcomes in speech emotion identification when acoustic and
linguistic knowledge were combined. The authors of [36] proposed a transfer learning method
based on cellular learning automata (CLA) to reduce negative transfers.

3 Proposed deep fusion framework for acoustic and linguistic features

In this work, multimodal fusion of audio and text modalities is investigated for speech
command recognition. A self-attention based deep bidirectional long short-term memory
(SA-deep BiLSTM) is proposed for classifying the speech commands by using acoustic
features such as MFCC, Mel-spectrogram, and linguistic feature- morpheme of each word in
the text transcript, i.e., stem. The process flow is shown in Fig. 1 which depicts the sequence in
which the experiment was conducted.

The performance of the speech recognition system is anticipated to be improved by the
merging of acoustic and linguistic decision streams in a deep framework. This is the primary
assumption in our work. A late fusion strategy is employed to probabilistically fuse the output
predictions. The complete algorithm of our proposed approach is shown below.

Algorithm Acoustic and linguistic feature extraction, classification with SA-deep BiLSTM, and Fusion

We first describe the proposed SA-deep BiLSTM model architecture that is used to
independently learn the acoustic and linguistic modalities. One of the biggest problems of
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the basic RNNs is that they lose vital information while working with long sequences. To
overcome these difficulties and recall specifics from extended data sequences for understand-
ing the correlations between dispersed data, long short-term memories (LSTMs) [19] were
developed. These models include a cell state (i.e., the network’s memory), a hidden state, and
three gates that permit the gradient to continue to flow (used to make predictions). The trio is
composed of an output gate, an input gate, and a forget gate. The forget gate determines which
information will be removed from the cell state. When the data xt and and the hidden state ht-1
are given as inputs, this gate, which is effectively a sigmoid function, outputs a number
between 0 and 1 for each component of the cell state. A 0 indicates discarding of information,
whereas 1 indicates retaining the information. Initially, the data xt and hidden state ht-1 are
passed through a sigmoid layer in the output gate. The new hidden state ht is then produced by
multiplying the results with ct after it has been passed through a tanh layer. The term “bi-

Fig. 1 Process flow for learning the acoustic and linguistic features using SA-deep BiLSTM model
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directional LSTM” describes the technique of first computing the hidden states from front to
rear, and then vice versa, and then combining the two results. LSTM accepts inputs in the form
of samples × features × time-steps. Each time-step input is recursively linked to the previous
memory. It is popularly used to classify sequential data, including audio and text [9, 16].

Let xt be the LSTM input which stands for the audio or text vectors originating from
sequential data. ht is the hidden state of the present timestamp and ht-1 is the hidden state of the
previous timestamp. The input and previous hidden state combine to create the vector X as
depicted in (1), which serves as the input for the forget, input and output gates (Eq. (2–4)).
Here, Wi, Wf, Wo ∈ R d × h are weight matrices, bi, bf, bo ∈ R h are the biases of the input (i),
forget (f) and output (o) gates, respectively, that are determined during the training phase. σ is
the sigmoid function.

X ¼ ht−1; xt½ � ð1Þ

f t ¼ σ W f X þ bf
� � ð2Þ

it ¼ σ Wi X þ bið Þ ð3Þ

ot ¼ σ Wo X þ boð Þ ð4Þ
In Eq. (2)–(4), f, i and o represent gate activations. The tanh is the hyperbolic tangent function,
and * represents the element-wise multiplication. ct-1, ct in Eq. (5) represent the previous and
current cell states, respectively.

ct ¼ f t*ct−1 þ it*tanh Wc*X þ bcð Þ ð5Þ
The hidden state at time-step t is computed as.

ht ¼ ot*tanh ctð Þ ð6Þ

The major difference between LSTM, BiLSTM and Deep BiLSTM is that LSTM is unidirec-
tional and preserves information only from the past, while BiLSTM runs the inputs from past
to future and also from future to past [11], whereas deep BiLSTM has a stack of multiple
recurrent layers that enhances the efficiency of the BiLSTMmodel [21]. In BiLSTM, there are
two hidden layers, one for the forward pass and the other for the backward pass. The final
hidden state is the concatenation of the hidden states computed in the forward and backward
passes is shown in Eq. (7).

ht ¼ ½ht→; ht
←� ð7Þ

Attention mechanisms allows the model to gather information about the context by looking at
the neighbors of the target word [3]. Another type of attention mechanism is self-attention
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which is also termed intra-attention [9] which is different from the inter-attention proposed by
Bahdanau et al. (2014). Attention mechanisms let a model directly look at and draw the state of
earlier vectors. The clear utility of the attention mechanism was proved in neural machine
translation (NMT) [3]. The computations for self-attention are given in Eq. (8)–(10).

lt ¼ ∑t0 αt;t0X t0 ð8Þ

αt;t0 ¼ softmax σ Wa ht;t0 þ ba
� �� �

ð9Þ

ht;t0 ¼ tanh xTt Wt þ xTt0Wx þ bt
� � ð10Þ

We hypothesize that the deep BiLSTMmodel with self-attention would perform even better on
the fusion of audio and linguistic-based information than when learning from the different
modalities independently. We obtain the predictions of the individual deep models trained on
acoustic and linguistic features, and fuse the predictions using a soft fusion technique. Soft
fusion of prediction probabilities is a well-known technique in machine learning used for
combining the predictions of individual models in an ensemble [49]. The fusion strategy opted
in our work is late fusion in which we fuse the probabilistic predictions by taking the average
or maximum probabilistic score associated with each class. The soft fusion procedure in our
deep fusion framework is detailed below.

Let the posterior class probability associated with the spoken word category c be denoted
by pc. We fuse the three probabilistic decision scores of the SA-Deep BiLSTMmodels trained
on MFCC, Mel-spectrogram (ms), and stem, using both maximum and average functions as
shown below.

pc ¼ max pc
mfccð Þ; pc

msð Þ; pc
stemð Þ

� �
ð11Þ

pc ¼ mean pc
mfccð Þ; pc

msð Þ; pc
stemð Þ

� �
ð12Þ

The class of the test sample is calculated.

class ¼ ∀c argmax pcð Þ ð13Þ
To sustain the spectral information of the audio, the MFCC [12] and Mel-Spectrogram [46]
acoustic features are extracted from the .WAV raw audio files and stored in the form of
matrices of dimensions samples ×features. To sustain linguistic properties of the audio file, the
stemming algorithm: Porter stemmer [41] is applied after acquiring the text transcript using
Google API. The stemmed transcript is further converted to a feature-matrix using GloVe
word embedding [39]. In Fig. 2, the architecture of our proposed self-attention based deep
bidirectional long short-term memory (SA-deep BiLSTM) is shown. In Fig. 2, the “MATRIX”
represents the feature vectors extracted from each of the modalities: audio and text. The frame
length is fixed to 44 for all audio files. MFCCmatrix dimension is (44 × 39), the shape of Mel-

Multimedia Tools and Applications



spectrogram is (44 × 128), and the shape of the stem’s GloVeword embedded vectors is (50 × 1).
After extracting the acoustic and linguistic features (MFCC,Mel-spectrogram, stem), each feature
is given as an input to a SA-deep BiLSTM model and the trained model is used to generate the
posterior class probabilities for each test sample.

Fig. 2 Proposed architecture of deep BiLSTM with self-attention
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Our deep BiLSTM model consists of three initial BiLSTM layers with (512, 256, 128)
units, self-attention layer (128) units, two high-level BiLSTM layers with (256, 128) units, and
further, we have dense (32) layer, dropout (32) layer, and dense (10) layer. In total, we have 5
BiLSTM layers, hence making the model quite deep. The input features are fed to a forward
LSTM, and in reverse order to a backward LSTM, thereby obtaining the forward and
backward hidden states. The last layer in our SA-deep BiLSTM model is a dense layer which
has the activation function “softmax”, that generates a probability for each class prediction. In
Fig. 2, L represents the cells of forward LSTM while L’ represents the cells of backward
LSTM, which together constitute one layer of BiLSTM.

Figure 3 depicts the flowgraph of the predictions made by the three deep models in our
fusion framework. The decision fusion is performed using both maximum and average
functions, as shown in Eqs. (11) and (12), to determine the more suitable choice of the two.

4 Experimental setup and results

4.1 Dataset and experimental settings

Our dataset is version 2 of the Google Speech Command Dataset [55]. It was released by
Tensor-Flow and AIY teams, for the speech recognition challenge. The GSCD dataset has a
variety of accents and speakers, which makes it harder to recognize spoken words. Because of
this, the experiment is both difficult and applicable to real-world situations. Each audio file is a
16 kHz file in the .WAV format. The following speech commands are the 10-word target
categories employed in our experiments: “YES”, “NO”, “UP”, “DOWN”, “LEFT”, “RIGHT”,
“ON”, “OFF”, “STOP” and “GO” [55]. The training and testing folders are segregated at the
source as shown in Fig. 4 which specifies the train: test split of each category. The unknown
and silence categories are not considered for our experiments.

4.2 Results and discussions

The tests are carried out using the Python software 3.9.0 version, on a Mac running macOS
High Sierra with an Intel Core i5 processor clocked at 1.8 GHz. We have made our code
available online1 to facilitate future research. The Librosa library is used to extract the MFCC

1 https://github.com/sunakshimehra/Deep-Fusion-Framework-for-Speech-Command-Recognition-using-
Acoustic-and-Linguistic-Features

Fig. 3 Proposed deep fusion framework for speech command recognition using the acoustic and linguistic
features
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and Mel-spectrogram features. For extracting the MFCC features from a raw audio file, we use
a hop length of 512 and 22,050 sample points per second. The 13 MFCC features are extracted
and concatenated with delta (1st order) and delta-delta (2nd order) cepstral coefficients. After
extracting the 39 MFCC features for timestamps fixed to a length of 44, the obtained feature
matrix of dimension 44×39 is given as input to the proposed model SA-deep BiLSTM.
Samples of the 2D representations of the frame-wise MFCC coefficients computed from raw
audio files of the ten word categories of the Google speech command dataset are shown in
Fig. 5.

The Mel-spectrogram is extracted from audio using the Librosa package by following the
same process. Applying short-time Fourier transform to the speech signal, changing the
amplitude to decibels, and then further converting the frequencies to Mel scale are the steps
required to extract the Mel-spectrogram from the audio. The Mel-spectrogram 2D representa-
tions for samples of the ten word categories of the Google speech command dataset are shown
in Fig. 6. The Mel-spectrogram feature matrix of dimension 44 × 128 derived for 44
timestamps from each raw audio file is passed as input to the SA-deep BiLSTM model. The
trained model yields the probabilistic scores for each prediction. 100 epochs are chosen for
each experiment. The activation function “ReLu” increases the model’s nonlinearity. The
optimizer used to manage the learning rate for stochastic gradient descent is the Adam
optimizer [14] known for its robust performance in various classification tasks. Adam opti-
mizer calculates the current gradients by storing the average of past decaying gradients. The
advantages of using Adam optimizer are fast convergence, and a healthy learning rate which
does not vanish. The loss function used is sparse categorical cross- entropy.

The text transcript is used to record the linguistic characteristics. Using Google API, the
written transcript of the speech is obtained. Stemming and conversion of the text’s words into
50-dimensional GloVe word embeddings are done before they are passed as input to the SA-
deep BiLSTMmodel. As described in Section 3, the posterior class probabilities from the three
deep models are combined.

Fig. 4 Characteristics of Google speech command dataset
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The proposed SA-deep BiLSTMmodel remains the same for each of the input modalities in
our fusion framework. The probabilistic scores associated with each class are fused by soft
fusion using the average or mean function, as shown in Eq. (11–13). The maximum function is
less effective than the average function, as proved by results shown later on. The maximum
(fused) probability indicates the class of the test sample. The model summaries for the acoustic
and linguistic features used in our experiment are described in Table 1.

Table 2 compares the performance of our multimodal fusion approach to the state of the art.
The outcomes demonstrate that in the current environment of adequately resourced data, our
technique performs better than the alternatives, achieving the highest test accuracy of 98.80%.
We compared our suggested approach with a convolutional neural network (CNN), whose
input is provided as a 2D matrix of MFCCs features [17]. Our technique has been found to
perform better at speech recognition than the MFCC with CNN by 5.52%. It has been noted
that while using the Mel Spectrogram as an input feature, LSTMs perform well in sound
classification [25]. Our suggested method, however, performs 3.73% better than Mel

Fig. 5 Mel Frequency cepstral coefficients (2D-image representation) is shown for the ten word categories of the
Google speech command dataset (from top to bottom and left to right)- “DOWN”, “GO”, “LEFT”, “NO”,
“OFF”, “ON”, “RIGHT”, “STOP”, “UP” and “YES”
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Fig. 6 Mel-spectrogram (2D-image representation) is shown for the ten word categories of the Google speech
command dataset (from top to bottom and left to right)- “DOWN”, “GO”, “LEFT”, “NO”, “OFF”, “ON”,
“RIGHT”, “STOP”, “UP” and “YES”

Multimedia Tools and Applications



Spectrogram with LSTM [56]. The accuracy obtained with this method is 95.44%, which is
3.36% less accurate than ours.

EdgeCRNN [57] uses a feature-enhanced method that is based on residual structure and
depth wise separable convolution. The accuracy obtained on 10 spoken word categories is
98.20%, which is 0.60% less accurate than our method. Our method outperformed [1] which
used CNN and Gammatone Frequency Cepstral Coefficients as input by 5.71%. GFCCs are
occasionally seen as superior signal representations for emotion perception [29]. The combi-
nation of DenseNet and BiLSTM was proposed recently by Zeng and Xiao [59] for keyword
spotting. The experimental findings by Zeng and Xiao [59] demonstrate that DenseNet-Speech
feature-maps effectively store time series information. DenseNet-BiLSTM can reach an
accuracy of 94.88%; ours is better by 3.92%.

Table 1 SA-deep BiLSTM model summary for the MFCC, Mel-spectrogram and stem features

MFCC
Layer (type)

Activation function Output shape Parameters

Bidirectional 1 _ (44, 512) 606,208
Bidirectional 2 _ (44, 256) 656,384
Bidirectional 3 _ (44, 128) 164,352
SeqSelfAttention Sigmoid (44, 128) 8257
Bidirectional 4 _ (44, 256) 263,168
Bidirectional 5 _ (128) 164,352
Dense 1 ReLu (32) 4128
Dropout _ (32) 0
Dense 2 Softmax (10) 330
Total parameters: 1,867,179
Trainable parameters: 1,867,179
Non-trainable parameters: 0
Mel-Spectrogram
Layer (type)

Activation function Output shape Parameters

Bidirectional 1 _ (44, 512) 788,480
Bidirectional 2 _ (44, 256) 656,384
Bidirectional 3 _ (44, 128) 164,352
SeqSelfAttention Sigmoid (44, 128) 8257
Bidirectional 4 _ (44, 256) 263,168
Bidirectional 5 _ (128) 164,352
Dense 1 ReLu (32) 4128
Dropout _ (32) 0
Dense 2 Softmax (10) 330
Total parameters: 2,050,276
Trainable parameters: 2,050,276
Non-trainable parameters: 0
Stem2Vec
Layer (type)

Activation function Output shape Parameters

Bidirectional 1 _ (50, 512) 528,384
Bidirectional 2 _ (50, 256) 656,384
Bidirectional 3 _ (50, 128) 164,352
SeqSelfAttention Sigmoid (128) 8257
Bidirectional 4 _ (256) 263,168
Bidirectional 5 _ (128) 164,352
Dense 1 ReLu (32) 4128
Dropout _ (32) 0
Dense 2 Softmax (10) 330
Total parameters: 1,789,355
Trainable parameters: 1, 789,355
Non-trainable parameters: 0
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We also compare our results with the LSTM architecture explored by Zia and Zahid in [62]
for Urdu acoustic modelling. The utterances are preprocessed using the Python Speech
Features Toolkit’s MFCC approach. For comparison, a frame size of 10 ms, a frame shift of
5 ms, 40 filterbank channels, 20 cepstral coefficients, and 58 cepstral parameters are chosen.
We outperform this method by 3.66%. For the Google Speech Command dataset, accuracy is
presented as the mean of five runs; standard deviation, which is virtually always 0.1%, is not
reported. Our method also outperformed the Deep CO-Training algorithm (DCT) [8] by
3.22%. Our approach transcends the attention convolutional recurrent neural network [13]
by 4.69%. The architecture developed by [13] takes raw. WAV files as inputs, computes mel-
scale spectrogram using a non-trainable Keras layer, extracts short- and long-term dependen-
cies, and then employs an attention mechanism to determine which region contains the most
useful information, which is then fed to a series of dense layers. On a short vocabulary
keyword classification challenge, attention-based encoder-decoder models [18] have proved to
outperform baselines, achieving 97.5% accuracy on TensorFlow’s Speech Commands dataset.
However, our method outperforms [18] by 1.30%.

It is summarized from Table 2 that with a high accuracy of 98.80%, the proposed method
outperformed the state of the art for the categorization of the 10-word categories of the Google
speech command dataset.

Table 2 Performance comparison with the state of the art for the 10-word category of Google Speech Command
Dataset

Methods Accuracy (%)

Attention based sequence to sequence model [18] (Higy and Bell, 2018)
Semi supervised audio tagging [8] (Cances and Pellegrini, 2021)
EdgeCRNN [57] (Wei et al., 2021)
RNN Neural attention [13] (de Andrade et al., 2018)
DenseNet + BiLSTM [59] (Zeng and Xiao, 2018)
MFCC + LSTM-RNN [62] (Zia and Zahid, 2019)
Mel Spectrogram with LSTM [25] (Lezhenin et al., 2019)
MFCC + LSTM-RNN [56] (Wazir et al., 2019)
GFCC + CNN [1] (Abdelmaksoud et al., 2021)
MFCC + CNN [17] (Haque et al., 2020)
Proposed Method

97.50%
95.58%
98.20%
94.11%
94.88%
95.14%
95.07%
95.44%
93.09%
93.28%
98.80%

Table 3 Ablation-analysis of each method with accuracy score obtained for each class

Speech command MFCC (%) MS (%) Stem (%) OURS (%)

RIGHT 97.47 97.98 64.90 98.23
GO 97.26 95.77 52.99 97.26
NO 99.75 99.01 67.16 99.75
LEFT 99.51 99.76 47.57 100
STOP 99.51 99.76 53.28 99.51
UP 99.76 99.06 27.29 99.53
DOWN 96.06 96.80 49.26 96.80
YES 98.28 99.04 63.96 99.52
ON 98.23 97.73 44.95 98.48
OFF 98.26 98.26 97.26 98.76
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4.3 Ablation study

In this section, we investigate the impact of individual features (acoustic/linguistic), in an ablation
study, on our SA-deep BiLSTM model. We investigate the significance of each acoustic/
linguistic component (MFCC, Mel-spectrogram, stem), and pairwise combinations of these, for
the proposed deep fusion framework involving our deep model: - SA-deep BiLSTM. The
ablation analysis, whose results are summarized in Tables 3, 4, 5 yield the following observations.

& For the proposed deep framework, audio feature-based classification outperforms text-
based classification.

& In our work, we have incorporated acoustic and text modalities as MFCC, Mel-
spectrogram and stem, that have performed better than combinations of other popular
acoustic/linguistic features such as GFCC, Log Mel Filter bank, Linear Predictive Cepstral
Coefficients (LPCC) and lemma.

Table 5 The results of soft fusion by using maximum function on combination of features for the 10-word
Google speech command dataset

Combinatory results Type of combination Accuracy

Single Component Stem 56.70%
Single Component Lemma 56.31%
Single Component MFCC 98.53%
Single Component Mel-Spectrogram 98.33%
Two Components MFCC + LEMMA 98.55%
Two Components MS+LEMMA 98.43%
Two Components MFCC + STEM 98.60%
Two Components MS+STEM 98.50%
Two Components MFCC + MS 98.70%
Two Components LEMMA + STEM 62.13%
Three Components MFCC + LEMMA + STEM 98.60%
Three Components MS+LEMMA + STEM 98.50%
Three Components MS+LEMMA + MFCC 98.77%
Three Components MS+STEM + MFCC 98.75%

Table 4 The results of soft fusion by averaging on combination of features for the 10-word Google speech
command dataset

Combinatory results Type of combination Accuracy

Single Component Stem 56.70%
Single Component Lemma 56.31%
Single Component MFCC 98.53%
Single Component Mel-Spectrogram 98.33%
Two Components MFCC + LEMMA 98.60%
Two Components MS+LEMMA 98.43%
Two Components MFCC + STEM 98.67%
Two Components MS+STEM 98.53%
Two Components MFCC + MS 98.70%
Two Components LEMMA + STEM 62.13%
Three Components MFCC + LEMMA + STEM 98.64%
Three Components MS+LEMMA + STEM 98.43%
Three Components MS+LEMMA + MFCC 98.72%
Three Components MS+STEM + MFCC 98.80%

Multimedia Tools and Applications



& A key component in the recognition of spoken words is the self-attention module, which is
inserted between the three initial BiLSTM layers and two higher-level BiLSTM layers of
the proposed SA-deep BiLSTM model. Self-attention is used to highlight context in the
input sequence that is specific to the classification task at hand.

& It was found that the MFCC and Mel-Spectrogram had individual accuracy values of
98.53% and 98.33%, respectively, which was increased to 98.80% following fusion.

& On applying stemming alone, the word recognition rate was observed to be 56.70%.
However, including stemming in the proposed fusion framework boosted the accuracy to
98.80%. On substituting stemming with lemmatization, the accuracy dropped marginally
to 98.72%. Lemmatization alone achieved an accuracy of 56.31% which is marginally
lower than the performance of stemming.

& It is clear that the speech command “LEFT” was correctly identified with almost 100%
accuracy using our suggested deep-BiLSTM attention strategy following soft fusion.

& The word categories “RIGHT,” “STOP,” “NO,” “LEFT,” “UP,” “YES,” “ON,” and
“OFF” have shown high accuracies.

& The proposed technique was not able to significantly improve the accuracies of some word
categories.

Table 3 yields the ablation study of accuracy obtained per word categories by applying
stemming, MFCC, and Mel spectrogram individually and after decision-level fusion of all. It is
evident that each word category’s recognition accuracy increased due to the soft fusion. The
high accuracies could also be attributed to our SA-deep BiLSTM model that effectively learns
from each modality separately.

Tables 4 and 5 provide the results of various homogeneous and heterogeneous combinations of
the auditory and linguistic features used in our investigation. Morphological analysis of text is
common in NLP and information retrieval [28, 35, 42, 53]. The stem and lemma are two common
morphemes. The stemming algorithm is used to convert words from their affixes to their root form
or morpheme, which is “stem,” in the text transcript [41]. The stemming technique supports
vocabulary and text transcript size reduction in information retrieval. The WordNet lemmatizer is
used to transform each word in the text transcript to its lemma, after which it is vectorized by 50-
dimensional GloVe embedding, using the same process as in stemming [15]. Lemmatization is
the process of removing the inflectional endings from a word to reveal its basic structure via
morphological analysis. Lemmatization and stemming differ significantly in that lemmas carry
contextual meaning, but stemming eliminates affixes without considering semantics.

The results of soft fusion by averaging (Eq. 12) for various combinations of acoustic/linguistic
features is shown in Table 4. The results of soft fusion by using maximum function (Eq. 11) for
various combinations of acoustic/linguistic features is shown in Table 5. We consequently draw
the conclusion from our ablation study that improved spoken word categorization can be
achieved by combining acoustic and linguistic modalities. Table 4 shows that, of the three feature
types (MFCC, Mel-Spectrogram, and stem), the stem performed the least well since faulty
transcriptions from raw audio files were used. The average score and maximum score have
improved by 0.10% and 0.10%, respectively, as a result of the combination of acoustic compo-
nents (MFCC and Mel- Spectrogram). However, the stem and lemma morphological features
when combined have resulted in improvements of 5.43% and 5.82% over the respective
baselines. The improvement over separate techniques are up to 42.10% for Stem, 42.49% for
lemma, 0.27% for MFCC, and 0.47% for Mel-Spectrogram, for the average metric score, when
MFCC, Mel-Spectrogram, and stem are combined as the recommended optimal fusion.
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Table 6 displays the Precision, Recall and f1-scores for each word category. Precision or
positive predictive value (PPV) is the ratio of the number of true positives to the total number
of positives detected by the model as defined in Eq. (14).

precision=positive predictive value PPVð Þ ¼ tp
tpþ fp½ � ð14Þ

The recall is true positive rate, also known as sensitivity. It is represented as

sensitivity=recall ¼ tp
tpþ fn½ � ð15Þ

Here, tp, tn, fn, fp mean true positive, true negative, false negative and false positive values,
respectively. The harmonic mean of precision and recall values is the f1-Score. The formula
for the f1-Score is

f 1−Score ¼ 2� precision� recall
precisionþ recall½ � ð16Þ

In our experiment, precision, recall and f1-Score each have high values, which indicates a
good classification performance.

Table 7 displays the proposed deep BiLSTM’s classification report for all word categories.
The evaluation metrics listed in Table 7 for each word class include accuracy, negative
predictive value (NPV), false positive rate (FPR), false negative rate (FNR), and false
discovery rate (FDR). The percentage of cases with negative test findings that are already
valid samples is known as the NPV. It determines the percentage of subjects that were
genuinely scanned as negative in relation to all other test-negative participants (including
samples that were incorrectly test as correct samples). The mathematical notation for NPV is
shown in Eq. (17).

negative predictive value NPVð Þ ¼ tn
fnþ tn½ � ð17Þ

Table 6 Statistical analysis per word-category

Categories Precision Recall f1-Score

RIGHT 1.00 0.98 0.99
GO 1.00 0.97 0.99
NO 0.99 1.00 0.99
LEFT 0.96 1.00 0.98
STOP 0.99 1.00 0.99
UP 0.97 1.00 0.98
DOWN 0.99 0.97 0.98
YES 1.00 1.00 1.00
ON 1.00 0.98 0.99
OFF 0.98 0.98 0.99
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The NPV value is 1 (100%) in a flawless test, one that yields no false negative results, and 0
(0%) in a test that yields no true negative results. The best possible PPV result in a perfect test
is 1 (100%), and the worst result is zero. Also known as the conditional likelihood of a
negative test result given the presence of the positives being tested for, the false negative rate is
the proportion of positive test results that result in a negative test result. The false discovery
rate is the anticipated proportion of type I errors (FDR). FPR, FNR, FDR are represented as

Table 7 Classification report per word-category without roundoff

Categories FNR FDR PPV NPV FPR

RIGHT 0.00 0.01 0.98 1.00 0.00
GO 0.00 0.02 0.97 1.00 0.00
NO 0.00 0.00 0.99 0.99 0.00
LEFT 0.04 0.00 1.00 0.99 0.00
STOP 0.00 0.00 0.99 0.99 0.00
UP 0.02 0.00 0.99 0.99 0.00
DOWN 0.00 0.03 0.96 0.99 0.00
YES 0.00 0.00 0.99 0.99 0.00
ON 0.00 0.01 0.98 1.00 0.00
OFF 0.01 0.01 0.98 0.99 0.00

Fig. 7 Confusion matrix of stemming
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false positive rate FPRð Þ ¼ fp
fpþ tn½ � ð18Þ

false negative rate FNRð Þ ¼ fn
fnþ tp½ � ð19Þ

false discovery rate FDRð Þ ¼ fp
fpþ tp½ � ð20Þ

Table 7 shows that almost all classes have high specificity and NPV, while some classes also
have high sensitivity and PPV. The FPR values are consistently low across all classes, and the
FNR and FDR values are on the lower side. The word category- LEFT performs the best overall.

Figures 7, 8, 9, and 10 show the confusion matrices of stemming, MFCC, Mel- Spectro-
gram, and soft fusion for the proposed SA-deep BiLSTM model. On the x-axis, we have
predicted values and, on the y-axis, we have actual values. It can be easily observed from the
confusion matrix that the stemming algorithm has poorly performed because of the inadequate
information gathered from Google API while transcribing. It is verified from Fig. 10 that the

Fig. 8 Confusion matrix of MFCC
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proposed approach achieves the highest accuracies for all 10 categories. In Table 8, we have
shown the misclassified words confused with other categories. And, the word category LEFT
has 1 misclassifications, hence number of errors are one. GO category is misclassified by NO,
LEFT, STOP, UP, DOWN, and reaches to 10 in number of errors, where the number of errors
caused is 1, 2, 2, 2, 3 which sums up to 10. DOWN category is the most misclassified. The
number of errors is 13, highest among others.

4.4 Implementation challenges

Working with multiple modalities, such as signal, speech, text, face and motion, is both
intriguing and challenging because there are several implementation changes. The first
challenge is the computational complexity involved for training the deep network from scratch
for large datasets. Our framework presents a partial solution in the form of independent
learning for different modalities. It should be noted that the computational complexity depends
on the length of the input rather than the machine’s real processing speed. The operation
complexity of our model is as follows-: the operations for each BiLSTM layer are O (Lp2),
self-attention layer is O (L2p) where p is the model dimension of hidden states and L is the
length of the input features. We can reduce the complexity of the model by using restricted
self-attention, at the cost of reduce in accuracy. For larger datasets, use of smaller mini-batch
sizes is recommended.

Fig. 9 Confusion matrix of mel-spectrogram
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Another obstacle in the experiments was the error-prone text transcripts obtained from
online speech translators like Google API. Inclusion of the acoustic modality derived from raw
audio in our deep framework helped to mitigate the errors induced due to this problem, to a
good extent. Accents present one of speech’s biggest challenges. Another factor that makes
speech recognition a challenging task is the variability and diversity of the speakers. Further,
the variety of phonemes, including vowels and diphthongs, in any language affects pronun-
ciation, translation, word recognition and keyword tagging. ASR development can also be
hampered by a lack of utterances, disorganized speech, or simple machine faults.

Fig. 10 Confusion matrix of proposed approach

Table 8 List of misclassified words

Category Confused with other categories Number of errors

RIGHT
GO
NO
LEFT
STOP
UP
DOWN
YES
ON
OFF

LEFT, UP
NO, LEFT, STOP, UP, DOWN
LEFT, DOWN
YES
UP
GO
NO, LEFT, YES
LEFT
YES, UP, OFF
GO, STOP, UP

6
10
2
1
2
1
13
1
7
7
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5 Conclusion and future work

In this paper, we propose late fusion of audio and text modalities using a novel SA-deep
BiLSTM model for learning each modality separately. With 10-word categories from the
Google speech command dataset, we were able to obtain an accuracy of 98.80% by training
each modality on a deep self-attention BiLSTM model. We describe a soft fusion method
based on posterior class probabilities for the stem (a linguistic feature) and MFCC and Mel-
spectrogram (acoustic features) taken from each audio file. For training each type of feature,
we suggest a deep model called SA-deep BiLSTM, which consists of five BiLSTM layers and
a self-attention module between the third and fourth layers. In terms of classification accuracy,
the suggested fusion method performs better than the current state of the art for spoken word
recognition. It was observed that the word category “LEFT” was almost completely correctly
predicted by our suggested deep fusion framework.

For the suggested deep fusion paradigm, it would be interesting to investigate early-cum-
late fusion in the future [50]. The disadvantage of speech transcriptions is that during Google
speech translation, a considerable amount of audio-to-text data is lost. Using a speech-to-text
conversion method that produces fewer errors can significantly enhance results can be used in
future scope. Working with articulatory features [31] and background noise are possible
extensions of this work. In our work, we have merged linguistic and acoustic elements such
that they work in harmony and supplement the information that one modality lacks. So, by
combining the acoustic and linguistic information, and incorporating in a deep fusion frame-
work, it is evident that spoken word classification is achieved more accurately, since it captures
the information contributed by both audio and text modalities effectively.

Data availability The data will be made available by the authors on request.
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Abstract. Underground structures can be used in various application 

such as trans- portation, sewage, gas pipelines, military purposes etc. 

Design parameters of under- ground structures play an important role in 

the stability of structures. Underground structures are subjected to 

various type of loads such as static, dynamic etc. So, the stability of 

underground structures is a major topic in order to keep structure safe in 

various loading conditions.This paper presents the deformation behavior 

of Twin Tunnels under the effect of static loading conditions. The 

objective of this work is to simulate the in-situ conditions through 

physical modeling. The spacing between the Twin Tunnels models is 

varied as 1.5D, 2D and 2.5D where “D” is the diameter of the tunnel. Both 

lined and unlined samples of Twin tunnel are prepared in laboratory. 

Plaster of Paris is used for making tunnel models. From the results it may 

be con- cluded that deformation of twin tunnels largely depends upon the 

spacing between the two tunnels. The results which are obtained from 

tests are studied for computation of stress and deformation in tunnels. 

Keywords: Underground Structures, Deformation, Static Loading, Geo-

material. 

 

1. Introduction 

Tunnels are horizontal, man-made underground passages that can be constructed 

without affecting the surrounding surface. Materials are typically transported through 

tunnels. Tunnels can be built through rocky terrain, including hills, rivers, etc. Tun- 

nels are utilised for many different things today. There are many different uses for  

tunnels, including for highways, railroads, sewage and water supply tunnels, under- 

ground power plants, storage facilities, etc. Given the wide range of underground 

applications, it is crucial to take into account the many facets of underground open- 

ings as well as their stress and deformation characteristics. Any opening initially 

stresses rock, which creates early stress.The construction of the underground tube is 

quite old. In general, a tunnel structure is needed when a railway or highway route 

encounters an obstruction. In ancient times, tunnels were created to deliver pure water 

to key cities. Such tunnels are still used for the same purpose in Jammu and Kashmir,  

Egypt, Greece, Rome, and other places. Historically, manual mining techniques were 

used to create a number of tunnels in hard rock. Timber was employed as a temporary 

support to ensure the security of the tunnel workers. Brunel created the tunnelling 

shield in the 19th century, which prevented numerous fatalities due to timber col- 

lapses. The tunnelling technique, which is still in use today, was somewhat modified 

in the 20th century and given the term "open-faced" approach. Later in the 20th cen- 

tury, circular tunnel linings were employed to transport the weight of the rock and 

soil. The first tunnel was built some 4000 years ago. That tunnel was built in Babylon 

to connect two structures. Both the Egyptians and the Babylonians built it. That tunnel 

measured 3.6 metres in width, 4.5 metres in height, and 910 metres in length. Clau- 

dius, the Roman emperor, constructed the first tunnel in Europe later on to transport 

spring water through the Appennine Mountains.Chehade and Shahrour (2008) con- 
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ducted a study on the interaction behaviour of twin tunnels with the help of numerical 

software. From the results, it can be concluded that higher settlement will occur if the 

upper tunnel is constructed first. Elshamy et al. (2013) conducted a study to determine 

the effect of different shapes of the tunnel on its deformation behavior. From the re- 

sult obtained from the study, it is noticed that the circular tunnel is the best shape of  

twin tunnels. Yingjie et al. (2014) investigated the failure process of weak rock sur- 

rounding the tunnel using physical and computational methods. According to the 

findings, the weak rocks surrounding the tunnel fail predominantly due to shear 

wedge failure in the minimal principle stress direction, causing the tunnel arch to 

collapse. Oliaei and Manafi (2015) noticed that vertically aligned tunnels experienced 

the maximum settlement. Bayoumi et al. (2016) determine the effect of the construc- 

tion of a twin tunnel on the structure with the help of PLAXIS 2D software. From the 

results, it has been concluded that the construction procedure affects the settlement of 

vertical twin tunnels.Kumar and Shrivastava (2017) and Kumar and Shrivastava 

(2019) reviewed the various factors which affect the stability of underground struc- 

tures. A study conducted by Shrivastava and Rao (2011), Shrivastava and Rao (2015) 

and Shrivastava and Rao (2018) concluded that the shear behaviour of infilled rock 

joints depends upon the thickness of the infill material. Singh et al. (2018) conducted 

a numerical investigation to analyze the spacing and diameter effect on the stability of 

twin tunnels and concluded that the minimum spacing for twin tunnels should be 0.8 

times the diameter of the circular opening. Kumar and Shrivastava (2021) conducted a 

study on the deformation behaviour of a single tunnel under static loading conditions 

and concluded that in the case of tunnels at shallow depths the extent of the damage 

along the tunnel axis depends upon the strength characteristics of the rock. Mishra et 

al. (2018) discuss the effect on the shallow tunnel under static and dynamic loading. 

The result shows that the strength of the rock plays an important factor in stability 

behaviour.Mishra et al. (2021) conducted a study to investigate the stability behaviour 

of a single tunnel in soft rock and found that depth of tunnel, intensity of drop load 

and strength of rock decide the extent of deformation in tunnel. Kumar and Shrivasta- 

va (2022) conducted a comparative study on the deformation behaviour of single and 

twin tunnels and concluded UCS value of the model material plays an important role 

in the deformation of tunnel. 

 
1.1 Selection of the Model Material. 

Finding a model material that can be utilised to imitate actual rock conditions is the 

main obstacle encountered during the testing phase because it is very difficult to in- 

corporate all the challenges that must be confronted in the field circumstances in the 

laboratory. As a result, a material that can be utilised to prepare rock tunnel samples 

and imitate real-world field conditions is discovered in order to address this issue. 

Plaster of Paris is chosen as the model material because it is commonly available and 

has the ability to mould into any shape when mixed with water. Kumar and Shrivasta- 

va (2021) used plaster of paris as a model material in creating rock tunnels models. 

The compressive strength plaster of paris is around 8MPa which is greater than 1MPa 

therefore it represents the rock behavior. According to Deere Miller classification 

(1968) the classification of plaster of paris is done as EM (Medium Elastic). The fol- 

lowing Table 1 gives a summary of properties of model material. 
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Table 1.Properties of Model Material 
 

Properties Value Testing Method 

Dry Density (kN/m3) 12.19 ISRM (1972) 

UCS (MPa) 10.6 ISRM(1979) 

Modulus Et50 (MPa) 2510 ISRM(1979) 

Tensile Strength (MPa) 0.79 ISRM(1979) 

Deere–Miller Classification 

(1968) 
EM 

Deere Miller classification 

(1968) 
 

 

1.2 Fixing dimension of tunnel models 

 
The twin tunnel sample measures 425x375x230mm in size (LxWxH). The boundary 

conditions, i.e., r=4a, where "a" is the tunnel's radius, indicate the twin tunnel's width. 

Three distinct spacings, 1.5D, 2D, and 2.5D (where "D" is the tunnel's diameter), are  

evaluated for twin tunnel samples. The tunnel's cover depth is kept between 3 cm and 

5 cm below the surface of the model. The tunnel's diameter is held constant at 5 cm. 

When it comes to twin tunnel models, PVC pipe is once again used as a liner material 

for lined tunnels. 

 
1.3 Casting of Twin Tunnel Models 

 
The plaster of paris used to create the twin tunnel samples. As indicated in Fig. 1, 

18 of the approximately 36 tunnel samples cast for twin tunnel samples are unlined 

tunnel samples whereas 18 lined twin tunnel models are casted. After the casting of  

tunnel sample, they are left undisturbed for 28 days under air curing conditions before 

being evaluated under static loading circumstances. Fig.1.shows the Twin Tunnel 

Samples having different c/c spacing and cover depth. 

 
 

Fig.1. Twin Tunnel Samples having different c/c spacing and cover depth. 

 
1.4 Physical modelling of Twin tunnel 
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Physical modelling technique is very useful to imitate  field circumstances in the 

lab because it is impossible to conduct all the experiments in the field. Because there 

are many unfavourable circumstances in the field that prevent the ideal testing from 

being done successfully. Field experiments are challenging to carry out for practical 

reasons, so physical model testing must be utilised instead. 

The sample used in the Twin Tunnel case is made of 100% plaster of paris with 60% 

water content. The twin tunnel sample remains 42.5x37.5x23 cm in size (LxWxH). 

Three distinct spacings, 1.5D, 2D, and 2.5D (where "D" is the tunnel's diameter), are 

investigated for twin tunnel samples. The tunnel's cover depth is kept between 3 cm 

and 5 cm below the surface of the model. Twin tunnels are prepared as lined and 

unlined samples in the laboratory. Six LVDTs are positioned in various positions to 

collect the tunnel sample's deformation. According to the degree of deformation that 

occurs in the tunnel sample, the placement of LVDTs is chosen.Each tunnel has three 

different locations for the three LVDTs. L is the length of the tunnel, and  the 

distances between LVDTs are L/3, L/2, and 9L/15. The identical approach used in 

one tunnel is used to insert the LVDTs. Six 10mm-diameter holes are drilled from the 

surface's bottom for installation. The LVDT is then secured with the use of a three-pin 

clamp to keep it tight and prevent movement. 

 
1.5 Result and Discussions 

Plaster of Paris material is employed as the model material for Twin tunnel samples. 

The static loading condition is applied to the 1.5D c/c spaced twin tunnel sample. The 

maximum crown deformation value for 3 cm unlined tunnels is 0.25 mm, measured at 

L/2 distance. While at L/3 and 9L/15, the deformation measured was 0.03mm and 

0.16mm, respectively. The crown deformation in 5 cm unlined tunnels is 0.20 mm at 

L/2 distance, 0.02 mm at L/3, and 0.12 mm at 9L/15, respectively. In the case of lined 

tunnels having 1.5D centre to centre spacing and 3cm cover depth, the crown defor- 

mation at L/2 distance is 0.12mm, whereas the deformation noticed at points L/3 and 

9L/15 is 0.01mm and 0.07mm.The crown deformation at L/2 distance in lined tunnels 

with 1.5D center-to-centre spacing and 3cm cover depth is 0.12mm, but the distortion 

seen at points L/3 and 9L/15 is 0.01mm and 0.07mm. The deformation encountered at 

L/3, L/2, and 9L/15 in the case of 5cm lined samples is 0.01 mm, 0.10 mm, and 0.05 

mm, respectively as shown in Fig 2. 
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Fig.2. Deformation profiles of 1.5D c/c spacing twin tunnels models obtained from 

experimental results. 

The highest crown deformation value for 2D c/c spacing twin tunnels of 3 cm unlined 

tunnels is 0.22 mm, obtained at L/2 distance. While at L/3 and 9L/15, the deformation 

measured was 0.02mm and 0.14mm, respectively. The crown deformation in 5 cm 

unlined tunnels is 0.18 mm at L/2 distance, 0.02 mm at L/3, and 0.11 mm at 9L/15, 

respectively. The crown deformation at L/2 distance in lined tunnels with 2Dcentre to 

centre spacing and 3cm cover depth is 0.10mm, while the distortion seen at L/3 and 

9L/15 is 0.01mm and 0.06mm, respectively. The deformation encountered at L/3, L/2, 

and 9L/15 for 5 cm lined samples is 0.01 mm, 0.07 mm, and 0.04 mm, respectively as 

shown in Fig 3. 
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Fig.3. Deformation profiles of 2D c/c spacing twin tunnels models obtained from 

experimental results.The highest crown deformation value for 2.5D c/c spacing twin 

tunnels of 3cm unlined tunnels is 0.19mm, obtained at L/2 distance. While at L/3 and 
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9L/15, the deformations are 0.02mm and 0.10mm, respectively. In 5 cm unlined tun- 

nels, the crown deformation at L/2 is 0.16 mm, whereas the deformation at L/3 and 

9L/15 is 0.02 mm and 0.09 mm, respectively. The crown deformation in lined tunnels 

with 2.5D center-to-centre spacing and 3cm cover depth is 0.09mm at L/2 distance, 

whereas it is 0.01mm and 0.04mm at L/3 and 9L/15, respectively. The deformation 

encountered at L/3, L/2, and 9L/15 in the case of 5cm lined samples is 0.01mm, 

0.08mm, and 0.03mm, respectively as shown in Fig 4. 
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Fig.4. Deformation profiles of 2.5D c/c spacing twin tunnels models obtained from 

experimental results. 

 

1.6 Conclusions 

 
A comparative study is carried out in this study on the deformation behaviour of 

twin tunnels with the help of experimental investigation. Various unlined and lined 

twin tunnel models are prepared in the laboratory with varying strength properties,  

cover depth and spacing between the tunnel. The following conclusion can be made 

for the present study. 

 The maximum deformation is recorded at center of the tunnel i.e at L/2 

distance in all the cases and minimum at L/3. 

 The extent of deformation in tunnels mainly depends upon the presence of 

liner material. Less deformation is observed in lined tunnels as compared to 

unlined tunnels. 

 With increase in the spacing between the twin tunnel,the value of 

deformation decreases. 
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Abstract  Since the beginning of Computer Vision, the 
resolution of image de-hazing has been a problem. Due to 
the presence of numerous air particles, resulting in haze, fog, 
and so on, photographs obtained under unfavorable weather 
circumstances often seem to be of low quality. This, in turn, 
makes recognizing objects in a picture difficult. This poses 
issues for many computer vision problems that depend on 
picture visibility. The image captured under haze as well as 
other weather conditions has a process of image deteriora-
tion. Image dehazing is a difficult as well as ill-posed task. 
It overcomes the difficulties of manually constructing haze-
related characteristics by using deep learning algorithms. We 
develop a neural network for image de-hazing in this study. 
The network model consists of two phases: first, the network 
is given a foggy image and is tasked with estimating the 
transmission map; next, the network is given the transmis-
sion map estimate and the ratio of the foggy image to the 
transmission map, and is used to perform haze removal. It 
avoids estimating ambient light as well as enhances dehazing 
performance. The haze and dehaze datasets are used as the 
training set for the proposed scheme. The experimental out-
comes for the full-reference metrics SSIM, PSNR, RMSE, 
MSE, or BRISQUE validate the suggested method’s reli-
ability and effectiveness.

Keywords  Haze Image dehazing · Deep learning · Neural 
network · AlexNet model

Introduction

Images having a high level of visibility are essential for tasks 
using computer vision. On the other hand [1], the quality of 
photographs that are taken on the hazy days tends to deterio-
rate because of the absorption of light by floating particles 
that are present in the surroundings. It is vital to create an 
efficient dehazing algorithm in order to accomplish the goal 
of restoring color and features of pictures that have been 
distorted [2].

Image de-hazing [3] is one of the primary obstacles 
to progress in computer vision research. Image dehazing 
remains difficult to achieve despite technological advance-
ments. Both the field of computer vision and everyday life 
can benefit from solving the problem of image dehazing. 
One such use is in the removal of haze from photographs. It 
is possible to find its applications in many different facets of 
day-to-day living. The issue is a component of a larger group 
of issues in image processing that pertain to the procedure 
of de-noising images. Before it reaches the camera, the light 
that has been reflected from an object will be dispersed by 
the atmosphere. The abundance of aerosol particles in the 
atmosphere is responsible for the phenomena of light rays 
being scattered as they travel through the atmosphere. In 
turn, this phenomenon has an effect on the way in which a 
picture is caught by a camera. The quality of the picture is 
impacted when there are elements such as dust, fumes, fog 
particles, etc. are present. The lack of vividness and detail 
in these photographs is due to the circumstances in which 
they were shot. When used as a reliable source in areas like 
transportation or surveillance [4], photos like these that 
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are lacking in detail present a risk that might have serious 
consequences. As a result, the need of picture dehazing has 
become more vital [5].

The formation of haze [6] may be attributed to either the 
scattering or the absorption of light that occurs as a result 
of droplets of water that are floating in the air or to a huge 
number of very small particles [7]. Images taken in hazy 
conditions have limited color fidelity and contrast, which is 
a problem for many optical imaging systems such as satel-
lite remote sensing, aerial photography, outdoor monitoring, 
and target identification. It introduces a lot of difficulties that 
must be solved in order to complete the research.

Image processing-based improvements and physical 
model-based restoration are the two primary types of image 
processing technologies now accessible for hazy image pro-
cessing. The more recent of the two is augmentation based 
on image processing. The technique of improving a picture 
that relies on image processing begins with the image itself, 
and it does not take into account the particular reason for 
the image’s deterioration. By increasing the contrast and 
brightness of the image, the visual impact of the picture can 
be improved to meet the goal of clarity. These methods are 
typically mature and effective, and the outputs of clarity can 
occasionally meet the criterion for clarity. However, such 
systems are not capable of adapting to a variety of pictures 
and scenarios. In particular, the picture that has a greater 
variety of scene depth transitions is ineffective. Because the 
approach is predicated on picture enhancement and does not 
take into account the process of fog quality reduction, it is 
unable to significantly increase image definition. This is the 
most crucial aspect of the method. It is unable to clear away 
the fog to restore the original look, and as a consequence, 
the resulting distortion is even more severe. Not only does 
the treated picture have a disappointing visual appearance, 
but it also does not lend itself well to further processing [8].

The remainder of the study is summarized below: Sec-
tion 2 discusses previous research that is pertinent to the 
topic of this research. Research methods will be covered 
in Section 3, while the experiment’s results and in-depth 
analysis will be covered in Section 4. This part also includes 
the outcomes of the experiment, and Section 5, the study’s 
last section, emphasizes the relevance of the experiment and 
identifies opportunities for further investigation.

Literature review

The following section is a review of the literature on image 
dehazing. This section offers information on earlier research 
work that is related to the present study. According to the 
findings of the provided literature review, it is akin to set-
ting a precedent among the already accessible approaches. 

Numerous research has been conducted using image de-
hazing technology and techniques.

Yin et al. [9] provide an image dehazing approach based 
on a color-transfer image dehazing concept that outper-
forms modern techniques. This may be accomplished by 
employing a Deep CNN-based deep framework to develop 
an image-dehazing model that uses color-transfer image 
dehazing to clear away the haze and learn about the model’s 
coefficient. The suggested technique outperforms currently 
available single-picture dehazing approaches, as shown by 
quantitative and qualitative assessments of synthetic and 
hazy images.

Golts et al. [10] explain an unsupervised training tech-
nique that involves decreasing the well-known energy func-
tion of the Dark Channel Before (DCP). We only utilize 
real-world outside photos to improve network performance 
by directly minimizing the difference between the best and 
worst-case variables, rather than providing the network with 
bogus data. The utilization of the network and the learning 
process has resulted in extra regularization, as indicated by 
this. Experiments show that the performance of our method 
is comparable to that of large-scale supervised algorithms.

Min et al. [11] provide a method for rating dehazing algo-
rithms that takes into account picture structure recovery, col-
our rendition, and contrast enhancement in low-light areas. 
Both types of images can benefit from the proposed method; 
however, they have made it more suitable for aerial photo-
graphs by taking into consideration the particular qualities 
of these. The recommended approaches have been shown to 
be successful based on the results of experiments conducted 
on two different subsets of the SHRQ database.

Huang et al. [12] create a new model that results in the 
removal of the need for a haze/depth data set by using 
unsupervised learning and a cycle generative adversarial 
network. Although evaluated on both synthetic as well as 
actual haze photos, descriptive and analytical testing indi-
cated that the proposed method outperformed existing state-
of-the-art dehazing algorithms. This was the case regardless 
of whether the haze was actual or synthetic.

Du and Li [13] suggested that the dehazed picture be fed 
back into the input of the Deep Residue Learning (DRL) 
network in a recursive manner. An interpretation of this 
recursive extension as a nonlinear optimization of DRL, 
the convergence of which can be logically evaluated by 
applying fixed-point theory, is one possible interpretation. 
Extensive experimental research has been carried out by our 
team on both simulated and actual data derived from hazy 
environments. The efficacy of the suggested recursive DRL 
approach has been shown by the results of our experiments, 
and it has been demonstrated that the algorithm gives better 
than other competing approaches.

Li et  al. [8] researchers have developed a dehazing 
method that is based on residual-based Deep CNNs as 
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part of this body of work. After first providing the net-
work model with a foggy picture, which it uses to derive 
an estimate of the transmission map based on this image, 
the network then receives a ratio of the foggy image to the 
transmission map, which causes the haze to be removed 
from the picture. Increases the efficiency of dehazing 
while also eliminating the need to estimate light levels 
throughout the environment. A training set based on the 
NYU2 depth datasets has been incorporated into the sug-
gested method. The exploratory results indicate that the 
proposed method is effective and trustworthy in terms of 
full-reference metrics peak ratio of signal to noise and 
correlation, in addition to feature similarity and the non-
reference metrics SSIM, PSNR, RMSE, and MSE. Addi-
tionally, the results show that the proposed method is good 
in terms of feature similarity.

Research methodology

Describe the research methodology that was employed 
for this study effort in the third subsection of this part. 
This section outlines the entire process, which includes 
the various steps, tools, and workflow.

Proposed methodology

The most challenging inverse problem is frequently ranked 
as image dehazing. Deep learning methods have appeared 
as an addition to traditional model-based techniques, help-
ing to define a fresh state-of-the-art in regards to the level 
of dehazed pictures that can be obtained. used its deep 
learning model in this study to solve the aforementioned 
issue. To begin this study, use the dataset that was gath-
ered. Gather the haze and dehaze datasets first. The col-
lection consists of 55 comparisons between haze-free and 
hazy images. This dataset is split into both testing and 
training halves in a 90:10 ratio. 30 s for training. Apply 
the next preprocessing method, which normalizes images, 
converts BRG images to RGB images, and converts images 
to NumPy arrays. Following this, carry out an EDA that 
displays histogram plots and implements AlexNet using 
a functional neural network that makes use of the Adam 
optimizer and a variety of activation functions. Because 
this takes a while, we have set the number of epochs to 
five and the batch size to eight. The experimental results 
verify the efficacy and robustness of the suggested method, 
which is then calculated using a performance evaluation 
matrix consisting of SSIM, PSNR, RMSE, MSE, as well 
as BRISQUE. Below is a brief description of each process.

Data collection

The collection of data. Assemble the datasets for haze and 
dehaze first. There are 55 comparisons between images with 
and without haze in the collection. There are training and 
testing versions of this dataset.

Image pre‑processing

Data pre-processing serves as a common and useful tech-
nique in the deep learning process. This is because it has 
the potential to both expand the original database’s size 
and enhance the data that is hidden within the dataset. As 
a result, the efficiency of the way the subsequent proce-
dures has been carried out is significantly influenced by 
how well the pre-processing was done. Image processing’s 
main objective is to improve the picture data by eliminat-
ing distorted noise and enhancing image pixels. Numerous 
techniques are used to achieve this. In this project, we gather 
the unprocessed dehaze images and convert them to RGB. 
The next step is to normalize the images, which modifies the 
pixel’s range of intensity. Next, create a NumPy vector with 
three images, each with a unique height, width, and color 
channel. Before merging the channels of the image, the next 
step is to make all of them the same.

Proposed model (AlexNet with functional neural network)

Applying a neural network to data [14, 15] a collection of 
methods that mimic the accuracy and processing speed of 
the brain in an effort to uncover hidden patterns. “Neural 
networks” are any systems, whether artificial or real, that 
are made up of neurons. Since neural networks are adapt-
able, they still can deliver superior outcomes even when the 
output requirements are essentially unchanged. More and 
more often, when creating new trading systems, neural net-
works, an idea derived from AI. In order to successfully 
classify pictures using ImageNet, AlexNet is the first sig-
nificant neural network with a convolutional architecture. 
Only the older models which weren’t deep learning-based 
were capable of outperforming AlexNet, which was joined 
in the competition.

Convolutional layers are followed by normalization lay-
ers, pooling layers, convolutional-pool-norm layers, a few 
additional convolutional layers, a max-pooling layer, and 
finally a number of fully connected layers in many ways 
resembles the LeNet network. In general, there really are 
simply more layers. The final fully connected layer, which 
connects to an output class, comes before These convolu-
tional layers have five actual layers, two of which are fully 
connected.

AlexNet is a very reliable model which can deliver high 
levels of accuracy—even when applied to datasets that are 
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exceedingly difficult. The performance of AlexNet would 
suffer significantly if any one of the convolution layers was 
removed. An established object-detection architecture with 
great potential for computer vision tasks is AlexNet. In the 
near future, it’s possible that CNNs [16] will be replaced by 
AlexNet as the go-to source for image jobs.

AlexNet architecture  AlexNet is a straightforward CNN 
architecture that performs well. As a part of the 2012 Ima-
geNet Large Scale Visual Recognition Challenge (ILS-
VRC-2012), Alex Krizhevsky et  al. made the initial sug-
gestion [17]. Stages built on top of one another make up 
the majority of it. Convolution, pooling, rectified linear unit 
(ReLU), and fully connected layers are some of these stages. 
The first, second, third, and fourth layers of AlexNet are 
convolutional layers. Following the fifth and pooling layers, 
there are 3 fully connected layers. AlexNet is a fundamen-
tal, straightforward, and successful CNN architecture that’s 
been initially proposed by Alex Krizhevsky et  al. in the 
ImageNet Large Scale Visual Recognition Challenge 2012 
(ILSVRC-2012) [17]. The majority of its components are 
layered on top of one another. These steps are the pooling 
layer, the rectified linear unit (ReLU), the fully connected 
layer, and the convolution layer. Alex Net’s first, second, 
third, and fourth convolutional layers are all present. The 
following two fully connected layers are the pooling layer 
and the fifth layer. Equation (1) illustrates how the ReLU, 
a form of half-wave rectifier, can be utilized to acceler-
ate training and reduce over fitting. When paired with the 
fully connected layers of the AlexNet design, the dropout 
approach can be viewed as a sort of regularisation.

Figure 1 depicts the pre-trained AlexNet network model.

Data splitting

The data have been converted into a 90:10 ratio. 90% of the 
time is spent on teaching, with 10% going towards assess-
ment. Overfitting can be avoided by splitting data using a 
machine learning method (ML). Overfitting is the process 
by which machine learning happens to fit the training data 
so well that it is unable to reliably fit any new data. That 
category includes this situation. Before entering this initial 
data into an ML model, it is frequently split into three to four 
different subgroups. Common examples of datasets are the 
testing and training datasets.

Proposed algorithm

Input: Haze and Dehaze Dataset
Output: Predicted Results

Step1—Dataset gathering and information

The gathering of information. Create the sets of data for 
haze as well as dehaze first. In the collection, there really 
are 55 comparisons among pictures with and without haze.

Step2—Data preprocessing
This preprocessing of the data from BRG to RGB lowers 

the contrast of the images. Creating a NumPy vector from 
just a single image, where each element has a height, width, 

(1)f (x) = max(x, 0)

Fig. 1   The AlexNet architecture
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and color channel. Combining the image after each channel 
has been adjusted into a single unit.

Step3—Exploratory data analysis (EDA)
Histogram maps of a predicted image and the raw image 

are plotted to show the differences. Likewise for data 
visualization.

Step4—Neural network model to dehaze images
For ground truth and dehazed images, prepare and test 

samples. 90% of the data are for training, and 10% are for 
testing. Parameters of a neural network. Used activation 
function (RELU, Sigmoid). Hyper-Training Conditions 
Functional neural network built on AlexNet that generates 
images.

Step5—Performance evaluation metrics

SSIM
PSNR
RMSE
MSE
BRISQUE

Step6—Predicted outcome

Proposed flowchart

The process flow of our work is shown in Fig. 2, below. 
Upon closer inspection, a structure can be seen inside the 
picture; this structure is made up of fundamental steps, and 
within each fundamental step is a sub-step. The study pro-
ject’s flowchart. The graph shows the steps as data collec-
tion, preprocessing, information splitting during the testing 
and training phases, implementing the suggested deep-
learning model, and calculating the proposed model’s per-
formance evaluation.

Figure 2 above is a diagram of the study project’s sug-
gested flowchart. The flow of events is shown in the graph 
as starting with data collection, then pre—processing, data 
splitting during testing and training, application of the sug-
gested deep-learning model, as well as calculation of the 
recommended model’s performance evaluation.

Results and discussion

In this part, the specifics of the implementation are followed 
by the outcomes of the model are described. This part dis-
cusses the dataset that is used for image dehazing, and its 
visualization, and brings attention to the analysis of experi-
ments that is included in the current study effort. During this 
research, the offered methods were applied using Python 
3.0, and the dataset used was called “dehaze”. In order to 
put the suggested idea into action, the computer language 
Python was used. Procedures for evaluation are carried out 

one after the other in order to verify that the selection of 
training and test datasets is completely at random. It has 
been determined that a selection rate of 90% of the data will 
be used for the training phase, and a selection rate of 10% 
will be used for the testing phase. In order to illustrate how 
well the recommended procedures worked, a number of dif-
ferent assessment markers were used. Several performance 
measures are used to figure out how well something worked.

Exploratory data analysis (EDA)

Expert data analysis (EDA) is a method that involves looking 
at multiple datasets to figure out how the data is organized. 
Usually, when people talk about EDA, they mean a way 

Dataset Split into 

Obtain Results  

Preprocessing (BGR to RGB, 
Normalizing and NumPy array 

Conversion 
)

Input Haze and Dehaze Dataset 

Start 

Calculate the Performance Measures  

Proposed Model 

● Training data  
● Testing Data 

Deep Learning 

End 

Fig. 2   Proposed flowchart
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of thinking and a set of tools for adaptable data analysis 
that doesn’t presuppose anything about how the data was 
originally created. There is a continuous increase in both 
the volume and the level of complexity of the data that are 
created by enterprises. EDA is a strategy for doing statistical 
data analysis.

Plotting some histogram maps of the raw image and the 
predicted image to clarify the difference.

Figure 3 shows the average columns and rows of every 
pixel of the haze and dehaze image. In the figure, the x-axis 
shows the rows and the y-axis shows the columns. Each pic-
ture is comprised of a grid of pixels, and each grid has its 
own width and height. The number of columns determines 
the width, while the number of rows determines the height.

Figure 4 shows the frequency of pixels of haze and dehaze 
images. Graph (a) and (b) shows the haze and dehaze image 
frequency. The frequency of the image shows on the x-axis 
and the range shows on the y-axis. The frequency range is 
0–250. The numbers that are closer to zero indicate shades 
that are deeper, while the numbers that are closer to 255 
describe shades that are lighter or whiter.

In Fig. 5 shows the color Intensity in haze and dehaze 
images. The graph (a) shows the intensity of color of the 

haze image and graph (b) shows the intensity of color of 
the dehaze images. The graph x-axis and the y-axis shows 
the range and frequencies of both types of data. The graph 
shows the RGB color performance. 

Performance evaluation measures

Measuring the performance of the trained DL [18] models 
require using performance assessment measures. This pro-
vides assistance in determining how much higher the DL 
model can execute on a dataset that it has never seen before. 
In this part, we provide an introduction to some of the most 
useful performance assessment measures that may be used 
in DL [7, 19, 20].

Fig. 3   Average columns and rows of every pixels of haze image and 
dehaze image

Fig. 4   Frequency of pixels in range 0–255 of haze image and dehaze 
Image
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MSE (mean square error)

The most common way to measure the quality of an image 
is with the MSE. It is a full reference measure, and the num-
bers are better the closer they are to zero.

MSE among 2 images for example g(x, y)andĝ(x, y)  is 
definite as:

From Eq. (2), we can see that MSE is a representation of 
absolute error.

RMSE (root mean square error)

The root-mean-squared error (RMSE) is another type of 
error assessment approach commonly used to evaluate the 
gaps between an estimator’s prediction and the actual result. 

(2)MSE =
1

MN

M
∑

n=0

N
∑

m=1

[ĝ(n,m) − g(n,m)]2

This method of error analysis is similar to the concept of 
root-mean-square error. The error’s significance is evalu-
ated. It is the gold standard for measuring the precision with 
which different estimators forecast a given variable. It’s the 
gold standard of precision, if you will.

Consider an estimator with respect to a specific estimated 
parameter, whereby the RMSE is defined as the square root 
of the MSE:

PSNR (peak signal to noise ratio)

To determine the quality of a signal’s representations, the 
PSNR is used to compute the ratio among the highest poten-
tial signal power as well as the power of the distorting noise. 
When comparing two photographs, the decibel ratio is used 
to calculate the difference between the two. The logarithm 
term of the decibel scale is often used to compute the PSNR 
because of the vast dynamic range of the signals being meas-
ured. Between the greatest and the lowest conceivable val-
ues, this dynamic range may be changed by their quality. In 
terms of PSNR:

(3)RMSE(𝜃̂) =

√

MSE(𝜃̂)

Fig. 5   Intensity of every color channel in haze image and dehaze 
Image (color figure online)

Table 1   Model performance between base and proposed model

Results RMSE SSIM PSNR BRISQUE MSE

Base – 0.90 27.81 22.32 –
Propose 0.012 0.99 66.5 15.42 3.21

0
0.9

27.81 22.32

0
0.012 0.99

66.5

15.42

3.21
0

10
20
30
40
50
60
70

PARAMETERS

Model Performance

Base

Propose

Fig. 6   Comparison graph of base and proposed model performance
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Fig. 7   Output images of before 
and after haze and dehaze
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Structure similarity index method (SSIM)

“SSIM is a technique that relies on people’s subjective per-
ceptions of similarity. Images are thought to be degraded 
when their structural information is altered. Other key per-
ception-based facts such as luminance masking or contrast 
masking are also involved in this process. The phrase “struc-
tural information” refers to pixels that have a high degree 
of interdependence or are located in close proximity to one 
other”. These intricately intertwined pixels point to more 
details about the visual items in the picture. It’s called lumi-
nance masking when the distortion is reduced at the image’s 
edges. Contrast masking, on the other hand, reduces the vis-
ibility of texture distortions in a picture. Image and video 
quality are assessed using SSIM. It compares two images: 
the original plus the one that was recovered.

Blind/reference less image spatial quality evaluator 
(BRISQUE)

“BRISQUE fits the mean subtracted contrast normalized 
(MSCN) coefficients plus their neighborhood coefficients 
using the generalized gaussian distribution (GGD) and the 
asymmetric generalized gaussian distribution (AGGD) mod-
els. The quality of a product is evaluated using these model 
parameters”.

From the Table 1 and Fig. 6, shows the performance of 
base and proposed model, we can see in figure and table 
proposed model get RMSE is 0.012. SSIM is 0.99, PSNR 
is 66.5, BRISQUE is 15.22 and MSE is 3.21, respectively. 
While base SSIM PSNR and BRISQUE are 0.99, 27.81 and 
22.32, respectively. The proposed model gets higher perfor-
mance in comparison to existing model.

The above Fig. 6 shows the after and before haze and 
dehaze image of the predicated results. Image dehazing’s 
primary goal is to make hazy pictures more clearly visible. 
The left side images of haze and right-side image of dehaze 
shows in above figure. First, a hazy picture is fed into the 
network model, which estimates the transmission map based 
on this image; next a ratio of foggy image to transmission 
map is fed into the network, which removes haze from the 
image. Improves dehazing performance by avoiding the esti-
mate of ambient light (Fig. 7).

Conclusion and future work

The process of visually enhancing the vision that has been 
deteriorated as a result of atmospheric circumstances is 

(4)PSNR = 10 log10(peakval
2)∕MSE referred to as image dehazing. The primary purpose of pic-

ture dehazing is to totally eliminate the haze or fog that is 
present in the image without causing any deterioration. This 
method has a wide range of potential applications, including 
video surveillance, imaging underwater, picture composting, 
image editing, interactive photomontage, and many more. 
Deep learning has been found to be an excellent way for 
picture dehazing in recent studies. In today’s world, there 
has been development in the application of deep learning 
techniques to the process of picture dehazing. The research 
presents an image-dehazing technique that makes use of 
AlexNet in conjunction with a functional NN model. The 
findings demonstrate that the suggested model not only 
executes dehazing processing successfully for a variety of 
scenarios, but that it also does not exhibit any evident color 
distortion, picture blur, or other such issues. It is more com-
parable to the expected outcome. On the dataset consisting 
of both haze and its removal, the performance of the sug-
gested method is assessed. We get good SSIM (0.99), PSNR 
(66.5), RMSE (0.012), MSE (3.21), and BRISQUE (15.42) 
scores on sets, and we also demonstrate how our technique 
produces superior visual results in comparison to previous 
learning-based approaches. In the not-too-distant future, one 
of our goals is to improve the structure of the network and 
find other applications for it. In addition to this, we are going 
to expand the data collection and make it more accurate. To 
further boost performance, we also need to raise the intensity 
of the training received by the network.

Funding  Each author confirms that he or she has no vested interest 
(financial or otherwise) in the contents of this document and has no 
financial or other ties to any organisations that could.
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ABSTRACT: The main therapeutic difficulties in treating hypoxia-induced glioblastoma multiforme
(GBM) are toxicity of current treatments and the resistance brought on by the microenvironment. More
effective therapeutic alternatives are urgently needed to reduce tumor lethality. Hence, we screened
plant-based natural product panels intending to identify novel drugs without elevating drug resistance.
We explored GEO for the hypoxia GBM model and compared hypoxic genes to non-neoplastic brain
cells. A total of 2429 differentially expressed genes expressed exclusively in hypoxia were identified. The
functional enrichment analysis demonstrated genes associated with GBM, further PPI network was
constructed, and biological pathways associated with them were explored. Seven webtools, including
GEPIA2.0, TIMER2.0, TCGA-GBM, and GlioVis, were used to validate 32 hub genes discovered using
Cytoscape tool in GBM patient samples. Four GBM-specific hypoxic hub genes, LYN, MMP9, PSMB9,
and TIMP1, were connected to the tumor microenvironment using TIMER analysis. 11 promising hits
demonstrated positive drug-likeness with nontoxic characteristics and successfully crossed blood−brain
barrier and ADMET analyses. Top-ranking hits have stable intermolecular interactions with the MMP9
protein according to molecular docking, MD simulation, MM-PBSA, PCA, and DCCM analyses. Herein, we have reported
flavonoids, 7,4′-dihydroxyflavan, (3R)-3-(4-hydroxybenzyl)-6-hydroxy-8-methoxy-3,4-dihydro-2H-1-benzopyran, and 4′-hydroxy-7-
methoxyflavan, to inhibit MMP9, a novel hypoxia gene signature that could serve as a promising predictor in various clinical
applications, including GBM diagnosis, prognosis, and targeted therapy.

1. INTRODUCTION
According to CBTRUS (Central Brain Tumor Registry of the
United States), 2021 recent research, glioblastoma multiforme
(GBM) accounts for 48.6% of primary malignant brain tumors.
Individuals aged 20−39 years experienced the most significant
increases in survival, with 5 year survival increasing from 44 to
73%. In contrast, the failure to enhance survival in older age
groups was primarily due to the inability to improve GBM
therapy.1 Currently, GBM is being treated with a combination of
surgery, radiation therapy, and chemotherapeutics [alkylating
drug temozolomide (TMZ) and antiangiogenic agent bevaci-
zumab]. Furthermore, novel treatments such as tumor-treating
fields and immunotherapy offer promise for a better prognosis.2

Despite these treatment options, GBM patients’ overall survival
and quality of life remain dismal. The plethora of research
mentioned numerous obstacles to GBM treatment, including
tumor heterogeneity, acidic microenvironment, and immuno-
suppression, all of which are linked to the hypoxic environment
to some degree.3

GBM, being a highly vascularized human tumor, its
microcirculation is poor, resulting in the hypoxia region inside
the tumor. In the tumormicroenvironment (TME), unregulated
cell proliferation in the tumor (tumor size exceeds the diameter
of >1 mm) often surpasses the capacity of the pre-existing blood
capillaries to meet the oxygen demand.4 This results in a
condition known as hypoxia, which impairs the availability of
nutrients and promotes genetic instability because of an increase

in the generation of reactive oxygen species making it a crucial
factor for tumorigenesis. As the master regulator orchestrating
cellular responses to hypoxia, hypoxia-inducible factor 1 (HIF-
1) plays an essential role in GBM aggressiveness. This modulates
the expression of angiogenic factors, such as vascular endothelial
growth factor (VEGF), insulin-like growth factor II, and platelet-
derived growth factor B (PDGF), and several glucose and fatty
acid metabolism factors, the tumor-immune microenvironment,
and stimulation of the epithelial−mesenchymal transition
(EMT), suppressing apoptosis and promoting autophagy.5,6 In
addition, hypoxia also serves as a niche environment for the
aggregation of cancer stem cells, which promotes carcinogenesis
and resistance. Tumor cells use a variety of strategies in response
to hypoxia, including the expulsion of cytotoxic anticancer drug
by ABC-transporters, manifesting a dormant state and exhibiting
pluripotency (stemness) traits, which can lead to the failure of
existing therapy.7 Studies showed that hypoxia promotes
secretion of cytokines and chemokines which affects immuno-
surveillance by affecting CD8+ T cell infiltration and disrupting
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the cytotoxicity of natural killer cells cells. In addition, hypoxic
tumor-associated macrophages reduce T cell responses and
encourage tumor proliferation and angiogenesis.8,9 Another
essential piece of research emphasizes the role of γδ T cells as
they do not require antigen presentation for activation
compared to conventional T cells and are thus an excellent
therapeutic target for brain tumors. This pathway is also
mediated by hypoxia.10 So, given hypoxia’s critical role in
intratumoral interactions, identifying targets that induce
adaptation to the hypoxic niche is crucial for a better
understanding of GBM origin, development, and treatment

resistance.11 Indeed, “hypoxia” is an essential driving force of
GBM and could be used as a novel treatment tool.12

Regardless of the fact that there have been few improvements
in the progression of GBM therapies to boost patient survival,
researchers and clinicians are indeed eager to study novel
therapies and techniques for treating this disease.13 Natural
compounds and their structure analogues have been the source
of most medicines’ active ingredients for various indications,
including cancer.14 Some widely used plant-derived natural
compounds are etoposide, irinotecan, paclitaxel, and vincristine,
bacteria-derived anti-cancer therapeutics are mitomycin C and

Figure 1. (A)Workflow scheme for identification of novel natural compounds (target) against GBM-hypoxia microenvironment. (B) Interactive Venn
analysis: (a) identification of DEGs in the GBM-hypoxia microenvironment. A total of 2429 altered DEGs exclusively expressed in hypoxia were
identified from the GSE77307 data set using the GREIN tool. The “cross areas” are commonDEGs in both cell lines. The cutoff criteria were p value≤
0.05 and [log fold change]≥ ±1.5. (b) A total of 32 hub genes among topology parameters (betweenness and degree) were identified from Cytoscape
software. The “cross areas” are common hub genes. HEB (purple): non-neoplastic brain cell; U87-MG (yellow): human GBM cell model.
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actinomycin D, and marine-derived anti-cancer therapeutics is
bleomycin.15 Numerous studies suggest that natural compounds
are used as chemosensitizers (such as quercetin, resveratrol,
withaferin A, etc.), radiosensitizers (such as tetrandrine, zataria,
multiflora, and guduchi), and anti-proliferative (such as
curcumin, oridonin, rutin, and cucurbitacin) alkaloids and
flavonoid agents.16,17 Identification of new drugs that can
modify the BBB (blood−brain barrier), decrease the tumor
growth, and prevent the development of recurring tumors is
critical for improving overall patient prognosis. In vitro and/or
in vivo, various natural compounds with well-established
biological benefits have oncologic effects on GBM.18 These
include flavonoids, terpenoids, alkaloids, tannins, coumarins,
curcuminoids, terpenes, lignans, natural steroids, and plant
extracts.19 Statistics show that over 60% of the approved anti-
cancer agents are of natural origin (natural compounds or
synthetic compounds based on natural product models).
The present study conducted transcriptomic analysis between

hypoxia and normoxia (in both normal non-neoplastic brain
cells and GBM tumor cells) samples to screen differentially
expressed genes (DEGs) related to hypoxia effects. Compre-
hensive bioinformatics and computational methodologies were
used to identify hub genes (LYN, MMP9, PSMB9, and TIMP1)
and significant modules and pathways related to the TME. We
found that matrix metalloproteinase 9 (MMP9) plays a vital role
as a hypoxic gene signature, which has the potential to be used as
a biomarker. Numerous studies have also shown the
dysregulation of MMP9 in the microenvironment associated
with hypoxia and cancer.20 MMP9 can cleave and remodel
extracellular matrix (ECM) proteins such as collagens and
elastin involved in invasion, metastasis, and angiogenesis.21

MMP9 is produced de novo by monocytes and inflammatory
macrophages, as well as most cancer cells, during stimulation
induced by various extracellular signals present in TME, such as
proinflammatory cytokines (such as TNF-α, IL-8, and IL-1β)
and growth factors (such as TGF-β, PDGF, and bFGF), which
can bind to their receptors and activate downstream signaling
cascades involved in the activation of transcription factors
including NF-κB, SP1, AP1, and HIF-1α. This affects various
downstream biological processes, including matrix degradation,
remodeling, EMT, enhanced tumoral invasion, metastasis,
angiogenesis, inflammation, drug resistance, and so forth;
hence, it acts as a challenging target for targeted therapy for
cancer.22

Targeting TME has been a significant focus in recent years,
and henceMMP inhibitors that will target a hypoxia condition in
the microenvironment could be of great significance as a new
antitumor agent. For this purpose, we have availed network
pharmacology, structure-based drug design approach such as
molecular docking, molecular dynamics (MD) simulation
analysis, and molecular mechanics Poisson−Boltzmann surface
area (MM-PBSA) approach to discover prospective classes of
natural compounds with druggable and nontoxic properties
from the plant-based natural compounds library. We identified
11 hits based on the particular interaction that satisfy the
ADMET and LIPINSKI rule of five analyses, pass the toxicity
profile, and have a significant affinity for the MMP9 binding site
domain. The three best-docked compounds were further
subjected to MDS for 50 ns to understand protein−ligand
complex stability. Previously also, researchers have explored the
potential of alkaloids and flavonoids for anti-cancer treat-
ments.23,24 Drugs, including natural compounds that target
MMP9, have not been used in the clinical setting. Therefore,

targeted MMP9 drugs must be screened for treating patients
with GBM. Our results can potentially benefit from managing
GBM malignancy caused by a hypoxia microenvironment. The
findings of this study contribute to a better understanding of the
role of the hypoxia microenvironment. Figure 1A depicts the
process of the methodologies used in this investigation.

2. MATERIALS AND METHODS
2.1. Data set Acquisition and Processing. The NCBI-

Gene Expression Omnibus (NCBI-GEO; https://www.ncbi.
nlm.nih.gov/geo) database25 is a publicly accessible library of
next-generation sequencing, RNA sequencing, and microarray
profiling used to gather GBM and non-neoplastic brain tissue
gene expression profiles from GEO accession number,
GSE77307. The transcriptome data in GSE77307 were derived
from GPL11154, a platform using Illumina HiSeq 2000 (Homo
sapiens). This included three replicates of each U87-MG cell line
as a human GBM cancer cell model and the human brain HEB
cell line as a non-neoplastic brain cell model cultured in 21%
oxygen (normoxia) and 1% oxygen (hypoxia) for transcriptional
profiling. This data set was chosen due to the availability of only
one data set in the database based on the filter (glioblastoma;
hypoxiaTME). High-throughput functional transcriptomic
expression data from GSE data sets were analyzed through
GEO RNA-seq Experiments Interactive Navigator online server
(GREIN; https://shiny.ilincs.org/grein).26 GREIN is provided
by the backend compute pipeline for uniform processing of
RNA-seq data and large numbers (>65,000) of processed data
sets.

2.2. Enrichment Analysis of Identified DEGs. Tran-
scriptomics data analysis was performed using the GREIN web
tool. DEGs were determined by comparing their expression
levels in hypoxia (1% oxygen) versus normoxia (21% oxygen) in
GBM cells, U87-MG, and normal brain cells, HEB. Statistically
significant DEGs were screened using cutoff filter criteria such as
unpaired t-test and p-value ≤ 0.05, false discovery rate ≤ 0.05,
and [log fold change] ≥ 1.5. DEGs only exclusively expressed in
hypoxia conditions were considered for further analysis. In
addition, enrichment analysis of DEGs, including both
upregulated and downregulated genes associated with GBM,
was performed by utilizing different omics approaches such as
the Database for Annotation, Visualization and Integrated
Discovery (DAVID) functional annotation tool (https://david.
ncifcrf.gov/),27 gene set to diseases (GS2D) tool (http://cbdm.
uni-mainz.de/geneset2diseases),28 and Enrichr-GWAS2019
and Enrichr-DisGeNET of Enrichr tool (https://amp.pharm.
mssm.edu/Enrichr)29,30 to identify and prioritize the most
significant genes associated with GBM. Furthermore, the
biological pathway and functional enrichment analyses of
candidate DEGs and hub genes were determined through a
freely available software known as the FunRichr tool (version
3.1.3) (http://www.funrich.org/)31 to identify the biological
pathways associated with them.

2.3. Integration of Protein−Protein Interaction Net-
work and Hub Genes Identification. The selected enriched
genes were then examined for designing Protein−Protein
Interaction (PPI) using an online Search Tool for the Retrieval
of Interacting Genes/Proteins (version 11.5) (STRING,
https://string-db.org/) for H. sapiens32 that covers known and
predicted interactions for different organisms. The experimen-
tally significant interactions (with high confidence scores ≥
0.700) were chosen to build a network model, while the others
were excluded from the analysis. Cytoscape software (version

ACS Omega http://pubs.acs.org/journal/acsodf Article

https://doi.org/10.1021/acsomega.3c00441
ACS Omega XXXX, XXX, XXX−XXX

C

https://www.ncbi.nlm.nih.gov/geo
https://www.ncbi.nlm.nih.gov/geo
https://shiny.ilincs.org/grein
https://david.ncifcrf.gov/
https://david.ncifcrf.gov/
http://cbdm.uni-mainz.de/geneset2diseases
http://cbdm.uni-mainz.de/geneset2diseases
https://amp.pharm.mssm.edu/Enrichr
https://amp.pharm.mssm.edu/Enrichr
http://www.funrich.org/
https://string-db.org/
http://pubs.acs.org/journal/acsodf?ref=pdf
https://doi.org/10.1021/acsomega.3c00441?urlappend=%3Fref%3DPDF&jav=VoR&rel=cite-as


3.8.1) (https://cytoscape.org/)33 was implemented to analyze
the PPI network and identify the hub protein. To calculate the
topological parameters such as the node degree (the number of
connections to the hub in the PPI network) and betweenness
(which corresponds to the centrality index of a particular node),
we used the CentiScaPe plugin (version 2.2). It denotes the
shortest route between two nodes. Genes with higher values
than the average score were chosen.

2.4. Hub Protein Shorting and Validation. To verify and
validate the expression of the shortlisted hub proteins, we have
utilized both transcriptomics and genomics data from GBM
patients. Different databases were explored for RNA sequencing
data, such as GEPIA2.0, TIMER2.0, TCGA-GBM, and GlioVis-
GILL, and microarray data, such as GlioVis-REMBRANDT,
GlioVis-AGILENT, and GlioVis-Gravendeel based on Cancer
Genome Atlas (TCGA)-GBM.34−36 GEPIA2.0 analyzed the
RNA sequencing expression data of 9736 cancers and 8587
normal samples from the TCGA and GTEx projects using a
standard processing pipeline. GlioVis is a user-friendly web tool
that allows users to study brain tumor expression data sets
through data visualization and analysis. For GlioVis-GILL, Gill
et al. conducted RNA-seq and histological examination on
radiographically labeled biopsies collected from different regions
of GBM.37 GlioVis-Repository of Molecular Brain Neoplasia
Data (REMBRANDT), a cancer clinical genomics database and
a web-based data mining and analysis platform, includes data
produced from 874 glioma specimens with approximately 566
gene expression arrays and 834 copy number arrays generated
through the Glioma Molecular Diagnostic Initiative.38 In
GlioVis-Gravendeel, gene expression profiling was carried out
on a large cohort of glioma samples from all histologic subtypes
and grades.39 In TIMER2.0, multiple immune deconvolution
algorithms were used to assess the quantity of immunological
infiltrates. Its Gene DE module allows users to investigate the
differential expression of any gene of interest in tumors and
surrounding normal tissues across all TCGA tumors. All hub
genes significantly expressed in all seven patient GBM databases
were chosen for subsequent research. Finally, shortlisted genes
were again subjected to Tumor IMmune Estimation Resource
(TIMER) (https://cistrome.shinyapps.io/timer)40 analysis.
Here, we utilized this database to link hub gene expression
with tumor purity and estimate the infiltration levels of six
immune cell types [CD4+ T cells, CD8+ T cells, B cells,
macrophages, neutrophils, and dendritic cells (DCs)] in GBM
data sets. This tool calculates immune infiltration based on
immune subsets’ preset characteristic gene matrix.

2.5. Localization Study and Construction of Tran-
scription Factor-Gene Network. CELLO (http://cello.life.
nctu.edu.tw/cello.html): subcellular localization predictor
combines a two-level support vector machine system and the
homology search method-based tool to predict the subcellular
localization of the protein.41 Regulatory transcription factors
(TFs) that control the expression of genes at the transcriptional
level were obtained using the JASPAR database, containing
curated and nonredundant experimentally defined TF binding
sites.42 The TF-gene interaction networks were constructed and
analyzed with NetworkAnalyst (version3.0) (https://www.
networkanalyst.ca/).43

2.6. Identification of Natural Compounds and Blood−
Brain Permeability Prediction. The plant-derived natural
compounds with known anti-cancer bioactivity information
were obtained from a literature survey through PubMed and the
central resource Naturally Occurring Plant-based Anti-cancer

Compound-Activity-Target database (NPACT, http://crdd.
osdd.net/raghava/npact/).44 This database, which presently
has 1574 compound entries, collects information on exper-
imentally confirmed plant-derived natural compounds with anti-
cancer action (in vitro and in vivo). We have chosen terpenoids
(513 entries), flavonoids (329 entries), alkaloids (110 entries),
polycyclic aromatic natural compounds (63 entries), aliphatic
natural compounds (20 entries), and tannin (6 entries).BBB
obstructions make it difficult to create drugs to treat brain
cancer. The BBB blocks the uptake of necessary therapeutic
drugs into the brain. The epithelial-like tight connections seen in
the brain capillary endothelium are the source of this
characteristic. For the treatment of GBM, it is crucial to screen
drugs that have the ability to cross the BBB.45 While designing a
drug for brain diseases, physicochemical properties and brain
permeation properties should be optimized. In consideration of
this challenge, we analyzed our candidate natural compounds for
physicochemical properties using the SwissADME (http://
www.swissadme.ch/)46 analysis tool and the CBLigand (version
0.90) online BBB predictor (https://www.cbligand.org/BBB/
).47

2.7. Prediction of Molecular Properties and Drug
Toxicity. Each natural compound’s molecular formula (MF),
molecular weight (MW), hydrogen bond acceptor (HBA),
hydrogen bond donor (HBD), log P value, and SMILES were
retrieved using the PubChem chemical database (https://
pubchem.ncbi.nlm.nih.gov/). The Lipinski rule of five was used
to estimate the druggability of each phytocompound using the
SMILES data of individual compounds on the MolSoft web
server (https://molsoft.com/mprop/).48 The server includes
structural data such as MF, MW, HBA, HBD, and logP and a
drug-likeness score prediction (DLS). The toxicity and
pharmacokinetics of natural compounds with positive DLS
were also predicted using the ADMETlab 2.0 (https://
admetmesh.scbdd.com/) webserver.49

2.8. Molecular Docking Studies. 2.8.1. Preparation of
Ligand. Based on the network analysis and pharmacology
approach, 11 natural compounds, viz., 6 flavonoids, 3 alkaloids,
and 2 terpenoids, were qualified for all criteria required for being
used as a drug candidate. Thus, the three-dimensional (3D)
structures of 11 natural compounds along with 2 reference drugs
(one natural compound and one conventional standard
molecule) were retrieved from the PubChem database
(https://pubchem.ncbi.nlm.nih.gov/) in the structure data file
(.sdf) format. These structures additionally went through the
dock prep section of Discovery Studio Visualizer50 (BIOVIA
Discovery Studio Visualizer; https://discover.3ds.com/
discovery-studio-visualizer-download) 2019. The conjugate
gradients algorithm was used to minimize the ligand structures
using the “uff” forcefield.51 The polar hydrogens and Gasteiger
charges were added to the ligands to convert them into the
“.pdbqt” format.

2.8.2. Preparation of Protein. Based on the network analysis
and TIMER analysis, the overexpressed MMP9 gene associated
with the TME was prioritized for future investigation. The
Research Collaboratory for Structural Bioinformatics (RCSB;
https://www.rcsb.org/) protein data bank was used to retrieve
the X-ray crystallographic structure of MMP9 (PDB: 4HMA).
Further, the PrankWeb (https://prankweb.cz/) server based on
P2Rank, a machine learning method, was used to retrieve the
information on the target active site and binding pockets, and
the ligand was docked within the predicted site. Functional
characteristics of protein structures were validated using
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Ramachandran plot, ERRAT, and VERIFY3D.52−54 For a good
quality model, the ERRAT quality factor should be greater than
50, and the number of residues having a score ≥ 0.2 in the 3D/
1D profile, as predicted by the VERIFY3D server, should be
more than 80%.

2.8.3. Protein−Ligand Docking. All ligands were docked
against protein using AutoDock vina 4.0 executed through the
POAP pipeline.55 The intermolecular interaction compounds
showing the least binding energy and maximum intermolecular
interaction with the active site residues were selected to visualize
protein−ligand interactions using BIOVIA Discovery Studio
Visualizer 2019 and further subjected for MD simulation.

2.9. MD Simulation of Best-Docked Protein−Ligand
Complex. In order to infer the stability of docked complexes,
we prioritized five complexes (three test and two standard
complexes) and subjected to all-atoms explicit MD simulation
for 50 ns production run using GROMACS version 2021.3
software package (GNU, General Public License; http://www.
gromacs.org).56 The ligand and protein topology were
generated using Amber ff99SB-ildn force field (https://
ambermd.org/AmberTools.php) via antechamber x-leap tool.
The system was solvated using the TIP3P water model in an
orthorhombic box with a boundary condition of 10.0 Å from the
edges of the protein in all directions. The system was neutralized
by adding necessary amounts of counterions. The conjugate
gradient approach was employed to obtain the near-global state
least-energy conformations after the steepest descent. Canonical
(constant temperature, constant volume, NVT) and isobaric
(constant temperature, constant pressure, NPT) equilibrations
were performed on the systems for 1 ns. A modified Berendsen
thermostat method was used in NVT equilibration to keep both
the volume and temperature constant (300 K). Similarly, a
Parrinello−Rahman barostat was used duringNPT equilibration
to keep the pressure at 1 bar constant. The particle mesh Ewald
approximation was used with a 1 nm cutoff to calculate the long-
range electrostatic interactions, van der Waals interactions, and
coulomb interactions. In order to control the bond length, the
LINCS algorithm (LINear Constraint Solver algorithm) was
utilized. The coordinates were recorded every two fs during each
complex’s production run of 50 ns. In-built GROMACS utilities
were used to evaluate the generated trajectories, and other
software packages were incorporated where necessary for a more
specialized analysis. MD trajectories were analyzed to determine
the c-alpha root-mean-square fluctuation (RMSF) and root-
mean-square deviation (RMSD) of the backbone and complex,
the protein radius of gyration (Rg), the protein solvent-
accessible surface area (SASA), and the number of hydrogen
bonds between the protein and the ligand.

2.10. Investigation of Binding Affinity Using MM-
PBSA. It is standard procedure to use the relative binding energy
of a protein−ligand complex in MD simulations and
thermodynamic calculations. MM-PBSA was performed by
“g_mmpbsa” tool.57 The total free energy of each of the three
entities (ligand, protein receptor, and complex) mentioned can
be calculated by adding the potential energy of the molecular
mechanics and the energy of solvation. Early research work58,59

was used to obtain the parameter that was used to determine the
binding energy.

=G G G G(binding) (complex) (protein) (ligand) (1)

where G(complex) is the total free energy of the ligand−protein
complex and G(protein) and G(ligand) are the total free energies of
the isolated protein and ligand in the solvent, respectively.

The binding energy was calculated over the stable trajectory
observed between 50 ns using 50 representative snapshots.

2.11. PCA and DCCM Analyses. Principal component
analysis (PCA) was used in the current work to analyze the main
types of molecular motions utilizing MD trajectories. It is
employed to study the eigenvectors, which are crucial to
understanding the overall movements of proteins during ligand
binding. The “least square fit” to the reference structure is used
to eliminate the molecule’s translational and rotational
mobilities. The “time-dependent movements” that the compo-
nents carry out in a specific vibrational mode are demonstrated
by projecting the trajectory onto a particular eigenvector. The
average of the projection’s time signifies the involvement of
atomic vibration components in this form of synchronized
motion. Using the “g_covar” and “g_anaeig” tools, which are
already included in the GROMACS software package, the PCA
was performed by first creating the covariance matrix of the Cα-
atoms of the protein and then diagonalizing it. The xmgrace tool
was used to plot the graphs.60−62

To determine if the motion between atom pairs is correlated
(positive or negative), the dynamic cross-correlation matrix
(DCCM) measures the magnitude of all pairwise cross-
correlation coefficients. Herein, we investigated each element
of DCCM, where Cij = 1 representing the case of positively
correlated fluctuations of atoms i and j have the same period and
same phase, while Cij = −1 and Cij = 0, respectively, represent
negatively or not correlated.63,64

2.12. Statistical Analysis. This study investigated the
expression of hub genes in the GEPIA2.0 database and their
connection with GBMusing ANOVA. |log2 fold change| cutoff≤
1.5 and Q-value ≤ 0.05 were considered significant. Tukey’s
Honest Significant Difference statistics were employed in the
GlioVis database, where the p-value of the pairwise comparisons
was used (***p ≤ 0.001; **p ≤ 0.01; *p ≤ 0.05; ns, not
significant). In TIMER2.0, the Wilcoxon test’s statistical
significance was indicated by the number of stars (***p ≤
0.001; **p ≤ 0.01; *p ≤ 0.05; ns, not significant). In the TIMER
database analysis, a partial Spearman’s correlation was applied.
When |ρ| > 0.1, it indicated a correlation between the genes and
immune cells. Significant data in the biological and KEGG
pathway enrichment were screened according to p-value ≤ 0.05
with the Students’ t-test.

3. RESULTS
3.1. Omics Data Mining and Identification of DEGs in

GBM Hypoxia Condition. This study used the expression
profile (GSE77307) from the NCBI-GEO database to identify
DEGs exclusively expressed in hypoxia-induced GBM because
targeting the hypoxic microenvironment could be a new tool for
treatment.7 Cells derived from GBM patient tumors and normal
brain tissue were grown in hypoxic and normoxic conditions.
GEO’s raw RNA sequence (RNA-seq) data were processed and
uploaded to GREIN using the GEO RNA-seq experiments
processing (GREP2) pipeline. GREIN workflows with a
graphical user interface provide complete interpretation,
visualization, and analysis of processed data sets.65 A normalized
MA plot has been shown in Supporting Information Figure S1.
GBM cancer cell model (U87-MG) and the human non-
neoplastic brain cell model (HEB) were analyzed separately by
comparing hypoxia with normoxia conditions to find dysregu-
lated genes in hypoxia conditions. Subsequently, Venn’s analysis
demonstrated the involvement of 364 genes that were common
in hypoxia conditions in both cell lines. 591 and 2429 genes
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expressed exclusively in hypoxia conditions in HEB and U87-
MG cell lines, respectively.66 Among them, we were interested in
2429 hypoxia-related DEGs exclusively expressed in hypoxia
conditions and hence were considered for further analysis
(Figure 1B,a). DAVID enrichment analysis of 2429 genes

revealed that 30 genes have a significant association with GBM.
In addition, G2SD enrichment (default cutoff parameter)
showed 25 genes related to GBM. Similarly, GWAS-2019 and
DisGeNET of Enrichr webtool enrichment analysis showed 3
and 242 genes linked with GBM, respectively. When we

Figure 2. PPI network complex and modular analysis. (A)Module 1: a total of 241 DEGs (129 upregulated genes and 112 downregulated genes) were
filtered into the DEG PPI network complex using STRING and Cytoscape software. It was composed of 163 nodes and 592 edges. (B) Module 2
showed a PPI network of 32 hub genes. Nodes in green signify upregulation and nodes in red signify downregulation. The colors from red to green
represent the intensities of expression (log2 fold change, value: −6 to +14; cutoff value ±1.5), where red represents downregulation and green
represents upregulation. In the presented figure, varying shades of red (from dark to light) show a decrease in the expression of downregulated genes,
while shades of green (from light to dark) show increase in the expression of upregulated genes. Upregulated genes with log2 fold change ≥ 1.5 and
downregulated genes with log2 fold change ≤ 1.5. STRING: Search Tool for the Retrieval of Interacting Genes/Proteins database.
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Table 1. In Silico Expression Analysis and Validation of all 32 HUB Signatures Using Various Databases Containing Data from
GBM Patient Samplesa

aDark green color = ***p ≤ 0.001; medium green color = **p ≤ 0.01; light green color = *p ≤ 0.05; gray color = ns, not significant. In all seven
GBM patient databases, including four RNA sequence data sets and three microarray data sets; the gene name printed in blue is among the top 10
hub genes that are significantly dysregulated.
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Figure 3. (A) Correlation analysis of 10 validated hub genes in GBM patient’s data sets with tumor purity and six tumor infiltrating immune cells (B-
cells, CD8+ T cells, CD4+ T cells, macrophages, neutrophiles, and DCs). Genes highlighted in blue show negative tumor purity and hence shortlisted
for further analysis. (B) Scatterplots from the TCGA-GBM data set illustrating the relationship between LYN, MMP9, PSMB9, and TIMP1 gene
expressions and tumor purity and six key tumor infiltrating immune cell types in GBM. On the left-most panel, gene expression levels are compared to
tumor purity, and genes that are highly expressed in the microenvironment are expected to have negative associations with tumor purity. In the TIMER
database analysis, partial Spearman’s correlation was applied.When |ρ| > 0.1 and p-value≤ 0.05, it indicated that there was a link between the genes and
immune cells. In general, the smaller the ρ value, the smoother the curve; the larger the ρ value, the fuller the curve; when ρ < 0.5, the curve is ellipse;
when ρ = 0.5, the curve is parabola; when ρ ≥ 0.5, the curve is hyperbola.
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integrated the 3 enrichment analysis methods, a total of 241
GBM-related DEGs were documented, including 129 upregu-
lated genes and 112 downregulated genes (Supporting
Information Table S1).

3.2. PPI Analysis and Exploration of HUB Signatures in
Hypoxia-Induced GBM. With the help of the STRING
database on Cytoscape software, we evaluated the PPI network
comprising 241 DEGs based on coexpression to explore the
possibility of hub genes. The network consists of 163 nodes and
592 edges with a high confidence score of ≥0.700. Molecular
signatures in the network were displayed based on their
expression (green for upregulation, red for downregulation)
and intensity based on fold change (log fold change, value:−6 to
+14). To evaluate the importance of nodes in the PPI network,
the topological parameters, including degree centrality and
betweenness centrality, were calculated and utilized in the
present study using the CentiScaPe plugin in Cytoscape
software to find hub genes. We observed degree with a range
of 1−14 and betweenness with a range of 0−684. Using the
online Venny 2.0 tool, we observed the exchange and generated
a Venn plot between “degree” and “betweenness” (Figure 1B,b).
The 32 hub genes, a small number of critical nodes for the
protein interactions in the PPI network, were chosen with a
degree centrality > 7.00 (average value) and betweenness
centrality > 342 (average value). PPI networks for DEGs and
hub genes are shown in Figure 2A,B, respectively.

3.3. Validation of HUB Signatures in GBM Patients.We
conducted the expression analysis of all 32HUB signatures using
various online web servers for RNA sequencing data, such as
GEPIA2.0, TIMER2.0, TCGA-GBM, and GlioVis-GILL, and
microarray data, such as GlioVis-REMBRAND, GlioVis-
AGILENT, and GlioVis-Gravendeel. These web servers from
the TCGA project provide extensive information concerning
GBM patients. The expression of all 32 genes was examined
using the databases described above as described in Table 1.
Based on the selection criteria (***p ≤ 0.001; **p ≤ 0.01; *p ≤
0.05; ns, not significant), 10 genes out of 32 exhibited significant
expression levels in both RNA and microarray databases of
GBM patient samples. This also explains that these 10 molecular
signatures, namel,y BRCA1, CCNB1, CDC20, EXO1, KIF11,
LYN, MMP9, PCNA, PSMB9, and TIMP1, were expressed in
GBM tumor samples. Molecular function of these signatures and
their role in various malignancies have been briefly explained
here. Breast cancer gene 1 (BRCA1) is a tumor suppressor
protein that is essential for DNA damage repair, chromatin
remodeling, and cell cycle regulation. Mutations in BRCA1
cause genetic changes, cancer, and a failure to repair DNA
damage. Patients with BRCA1 germ line mutations have been
associated with sporadic instances of GBM.67 Cyclin B1
(CCNB1) and cell division cycle protein 20 (CDC20), both
of which are associated with cell progression, demonstrated that
their increased expression was substantially correlated with poor
survival in GBM.68 Exonuclease 1 (EXO1) is a member of the
DNA damage repair enzyme family that is particularly active in
homologous recombination (HR) and nonhomologous end-
joining following DNA double-strand breaks. It increases cell
proliferation, invasion, and metastasis in glioma and hepatocel-
lular carcinoma.69 According to Liu et al., increased Kinesin
family member 11 (KIF11) enhances cell cycle development
and chemoresistance, negatively correlates with the TP53
expression, and is a major cause of malignancy in GBM.70

Lck/yes-related protein tyrosine kinase (LYN) showed a
substantial positive connection with PD-L1, was connected to

the control of carcinogenic genes, and was engaged in tumor
mutation. In gliomas, LYN may serve as both a potential
diagnostic and immunotherapy marker.71 Likewise, the
proliferative capacity of cells is impacted by high MMP9
expression in gliomas, which is also linked to patient survival
rates.72 Proteasome 20S subunit beta 9 (PSMB9), along with
PSMB8 and PSMB10 genes that encode catalytic subunits of the
immunoproteasome, was overexpressed in GBM and was
reported by Liu et al. as a novel biomarker for lower-grade
glioma prognosis and can be exploited as an immunotherapy
target.73 Similarly, a study by Smith et al., demonstrated that
proliferating cell nuclear antigen (PCNA), a nuclear DNA
replication and repair protein, has increased expression and poor
prognosis in pancreatic ductal adenocarcinoma.74 Last but not
least, tissue inhibitor of metalloproteinases-1 (TIMP-1) is
known to control the proteolytic activity of theMMPs that break
down the extracellular matrix. High tumor TIMP-1 protein
expression in GBM has been linked to irinotecan resistance and
anticipated to predict lower overall survival in GBM.75

Thus, only 10 molecular signatures were selected for further
analysis, which were significantly expressed in all seven patient
GBM databases.

3.4. Correlation between HUB Signatures and GBM
TME. Here, in this study, to filter out molecular signatures
involved in TME, we used the TIMER database to investigate
the connection and correlation of 10 molecular signatures
(BRCA1, CCNB1, CDC20, EXO1, KIF11, LYN, MMP9,
PCNA, PSMB9, and TIMP1) expression with tumor purity
and immune cell infiltration in patients with hypoxia-induced
GBM. Data have been compiled in Figure 3A. In addition, we
used GBM data sets to estimate the amounts of infiltration of six
immune cell types [ (CD4+ T cells, CD8+ T cells, B cells,
macrophages, neutrophils, and DCs). Tumor purity normalized
spearman correlation analyses revealed a positive and negative
correlation expression of hub genes with B cells, CD4+ T cells,
CD8+ T cells, macrophages, neutrophils, and DCs in GBM
cancer. After the inputs are successfully entered, scatterplots will
be created and displayed, displaying the purity-corrected partial
Spearman’s rho value (ρ) and statistical significance. Genes with
negative associations with tumor purity are highly expressed in
TME, and positive associations are highly expressed in the
tumor cells. Finally, we discovered four molecular signatures
(LYN, MMP9, PSMB1, and TIMP1) with negative tumor
purity, and it implicated in the GBM’s hypoxic microenviron-
ment. Figure 3B illustrates the scatterplot showing the
relationship between LYN, MMP9, PSMB9, and TIMP1 gene
expressions and tumor purity and six key tumor-infiltrating
immune cell types in GBM.
LYN expression shown positive correlation with B cells (ρ =

0.28, p < 0.001), CD8+ T cells (ρ = 0.23, p < 0.001),
macrophages (ρ = 0.24, p < 0.001), neutrophils (ρ = 0.39, p <
0.001), and DCs (ρ = 0.49, p < 0.001) and negative correlation
with CD8+ T Cells (ρ = −0.35, p < 0.001) in GBM. MMP9
shows positive correlation with DCs (ρ = 0.33, p < 0.001) and
negative correlation with CD8+ T Cells (ρ = −0.18, p < 0.001).
PSMB9 showed positive correlation with B cells (ρ = 0.32, p <
0.001), macrophages (ρ = 0.99, p < 0.001), neutrophils (ρ =
0.15, p < 0.001), and DCs (ρ = 0.22, p < 0.001) and negative
correlation with CD8+ T Cells (ρ = −0.21, p < 0.001).
A study by Wang et al., showed that cancer-derived MMP9

plays a crucial role in the development of tolerogenic DCs which
further affects regulatory T cells (Treg) in the case of laryngeal
cancer.76 Similarly, mounting evidence suggested that MMP9
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was involved in cancer-related inflammation by proteolyzing
extracellular signal proteins, primarily those belonging to the
CXC (C-X-C motif) chemokine family. As a result, MMP9 is
regarded as a key architect and organizer of the tumor immune

microenvironment.77 Last TIMP1 expression linked positively
with DCs (ρ = 0.54, p < 0.001) and negatively with B cells (ρ =
−0.11, p < 0.001) and neutrophils (ρ = −0.11, p < 0.001). In
contrast, BRCA1, CCNB1, CDC20, EXO1, KIF11, and PCNA

Figure 4. Significantly enriched biological pathway analysis: (A) Top 10 significantly functional enriched biological pathway terms of 241 DEGs
associated with hypoxia-GBM. (B) Top 10 significantly functional enriched biological pathway terms of 32 hub signatures associated with hypoxia-
GBM. (C) Top six enriched pathways of four molecular signatures (LYN, MMP9, PSMB9, and TIMP1) linked with the GBM microenvironment.
Functional and signaling pathway enrichments were conducted using the KEGG pathway (http://www.genome.jp/kegg) and FunRich tool.
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showed positive correlations with tumor purity, attributed to
their predominant expression and functions in tumor cells.
Further, we identified the relationship between somatic cell
number alteration and the presence of immune infiltrates of four
genes (Supporting Information Figure S2A). Additionally, we
have examined the connection between these molecular
signatures and immune checkpoint inhibitors (ICIs), including
PDCD1(PD1), CD274(PDL1), CTLA4, LAG-3, and
HAVCR2(TIM-3) (Supporting Information Figure S2B).
According to data, the genes LYN, PSMB9, and TIMP1 were
all positively correlated with ICIs except for LAG3, while
TIMP1 was negatively correlated with LAG3. MMP9 only had
positive correlation with PD1 and TIM-3.
Therefore, we have discovered four molecular signatures,

LYN, MMP9, PSMB9, and TIMP1, to target the microenviron-
ment of GBM and to further research whether they are
therapeutic targets or not. The study concluded that LYN and
PSMB9 were downregulated in hypoxia-induced GBMwith log2
fold change values of −2.247 and −2.096, whereas MMP9 and
TIMP1 were upregulated with log2 fold change values of 2.144
and 1.647, respectively. Thus, TIPM1 and MMP9 were selected
for the identification of novel natural compounds in hypoxia-
induced GBM therapeutics. However, TIMP1 lacks the
approved control drug in terms of chemical compound and
hence discarded for further analysis. Thus, the current study
aims to identify the novel natural compound against MMP9 in
hypoxia-induced GBM.

3.5. Biological Pathway Analysis of DEGs, HUB
Molecular Signatures, and TME-Related Signatures.
Biological pathway analysis using FunRich software was
performed on 241 DEGs, 32 hub genes, and 4 genes involved
in TME. As shown in Figure 4A, DEGs involved in the top 10
significant biological pathways were (a) VEGF and VEGFR
signaling, (b) sphingosine 1-phosphate (S1P) pathways, (c)
glypican pathway, (d) ErbB receptor signaling pathway, (e)
integrin family cell surface interactions, (f) TRAIL signaling
pathway, (g) plasma membrane estrogen receptor signaling, (h)
insulin Pathway, (i) urokinase-type plasminogen activator
(uPA) and uPAR-mediated signaling, and (j) class I
phosphatidylinositol-3-kinase (PI3K) signaling. Similarly, anal-
ysis of 32 hub genes enhanced in biological pathways were
(Figure 4B) (a) glypican pathway, (b) proteoglycan syndecan-
mediated signaling, (c) VEGF and VEGFR signaling, (d) S1P
pathway, (e) insulin pathway, (f) uPA and uPAR-mediated
signaling, (g) PDGFR-beta signaling, (h) ErbB1 signaling
pathway, (i) class I PI3K signaling, and (j) mTOR signaling
pathway. In addition, we have also analyzed four shortlisted
molecular signatures involved in TME in Figure 4C to
understand the major pathways involved, which were (a)
integrin-linked kinase (ILK) signaling, (b) activating protein-1
(AP-1) transcription factor network, (c) CDC42 signaling
events, (d) CXCR4-mediated signaling, (e) Amb2 integrin
signaling, and (f) lysophosphatidic acid (LPA) receptor-
mediated. Biological pathways with p-value ≤ 0.05 and count
> 2 were measured as statistically significant.

3.6. Localization Study and Construction of Target
Signature−Regulatory Transcription Factor Network.
Based on the CELLO localization predictor, we have predicted
the localization of four genes using their amino acid protein
sequences. Results showed that MMP9 and TIMP1 were
majorly localized in the extracellular space, followed by the
plasma membrane. At the same time, LYN and PSMB9 were
localized in the cytoplasm and chloroplast, respectively

(Supporting Information Figure S3A). Further, we have
predicted target genes (LYN, PSMB9, MMP9, and TIMP1)
related to TFs and their expression in GBM patient samples
using JASPAR and GEPIA2.0 databases, respectively. The main
transcription factor and its targets are listed in (Supporting
Information Figure S3B.1). TIMP1, MMP9, and PSMB9 all
share the Yin Yang 1 (YY1) TF with the highest degree (3) and
betweenness (109.00), but the expression in the GBM patient
sample is not statistically significant. In contrast, TIMP1 and
PSMB9 shared the RELA (degree: 2; betweenness: 33.83), but
TFAP2A and NFKB1 were elevated against PSMB9 with log2
fold change ≥ 1.4 (p-value ≤ 0.05) in GBM. However, TFs
against the MMP9 gene were FOS, JUN, and TP53. These TFs
were upregulated in GBM (log2 fold change ≥ 1.5, p-value ≤
0.05), whereas STAT3 was only upregulated TF against the
LYN gene. Supporting Information Figure S3B.2 demonstrates
the network showing the associated transcription factor with
molecular signatures in GBM.

3.7. Screening of Natural Compounds Based on BBB
and ADMET Analyses. We received plant-derived naturals
compounds from the NPACT database, including terpenoids,
flavonoids, alkaloids, polycyclic aromatic natural compounds,
aliphatic natural compounds, tannin, and PubMed database. We
carried out BBB permeability of all-natural compounds using the
SwissADME and CBLigand online tool with a cutoff value of
0.02 as we know that protein associated with GBMwill be found
in the particular region of the brain; thus, for a drug to be
effective, it must pass the BBB.78 In addition, these were checked
for positive DLS based on drug-likeness score prediction.79 Also,
compounds were studied for Lipinski rule (MW ≤ 500; log P ≤
5; HBA ≤ 10; HBD ≤ 5) and PAINS alert.80 Sixty-five novel
natural compounds had passed the criteria of BBB, Lipinski rule,
PAINS, and drug-likeness, which went under ADMET
(absorption, distribution, metabolism, excretion, and toxicity)
analysis.81 ADMET analysis of nominated compounds was
carried out to check the pharmacokinetics and pharmacody-
namics properties. This server was selected to assess whether a
ligand (drug) is hepatotoxic, nephrotoxic, arrhythmogenic,
carcinogenic, or respiratory toxic because poor pharmacoki-
netics and toxicity of candidate compounds are the significant
reasons for drug development failure. Our study predicts 18
ADMET properties of selected compounds out of the 3 of
absorption, 2 of distribution and excretion, 1 of metabolism, and
10 of toxicity properties.
For each compound to be an effective drug, it must fulfill these

parameters which have their own range values such as (a)
Absorption: Caco2 permeability > −5.15 log cm/s, MDCK
permeability (Papp) > 20 × 10−6 cm/s, intestinal absorption >
30%; (b) Distribution: plasma protein binding ≤ 90%, volume
distributionVD: 0.04−20 L/kg; (c) Metabolism: CYP1A2
inhibitor a cytochrome P450 enzymes. Inhibitors of CYP1A2
will boost the medication’s plasma concentrations, and in some
situations, this will result in negative consequences;82 (d)
Excretion: clearance of a drug ≥ 5, the half-life of a drug (T1/2):
0−0.3; (e) Toxicology: human ether-a-go-go related gene
(hERG blockers), human hepatotoxicity (H-HT), Drug-
induced liver injury, AMES Toxicity, Rat Oral Acute Toxicity,
toxic dose threshold of chemicals in humans (FDAMDD), skin
sensitization, carcinogenicity, eye corrosion/irritation, and
respiratory toxicity range between 0 and 0.3 (�): excellent
(green); 0.3−0.7 (+)/(−): medium (yellow); 0.7−1.0 (++):
poor (red).
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Table 2. List of Identified 11 Natural Compounds and Their Toxicity Profilesa

aColor code: green/(�): signifies excellent with score range between 0 and 0.3; yellow/(+)/(−): signifies medium with score ranging between 0.3
and 0.7; red/(++/+++) signifies poor with score range between 0.7 and 1.0.
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Papp is extensively considered to be the in vitro point of
reference for estimating the uptake efficiency of compounds into
the body. Papp values of MDCK cell lines were also used to
estimate the effect of the BBB. hERG-(Category 0) compounds
had an IC50 > 10 μM or <50% inhibition at 10 μM, whereas
hERG + (Category 1) molecules will have the opposite of this.
The voltage-gated potassium channel encoded by hERG genes
plays a key function in controlling the exchange of cardiac action
potential and resting potential during cardiac depolarization and
repolarization. Long QT syndrome, arrhythmia, and Torsade de
Pointes are all possible side effects of hERG blocking and can
result in palpitations, fainting, or even death. Hepatotoxicity
predicts the action of a compound on normal liver function.
Furthermore, if the given compound is AMES positive, it will be
considered mutagenic. Similarly, compounds have positive
carcinogenicity because of their ability to damage the genome
or disrupt the cellular metabolic processes. Recently, respiratory
toxicity has become the leading cause of drug withdrawal. Drug-
induced respiratory toxicity is frequently underdiagnosed due to
the lack of recognizable early signs or symptoms in commonly
used drugs, resulting in severe morbidity and mortality. As a
result, thorough monitoring and treating respiratory toxicity are
critical.83,84 Our study indicates that all 11 predicted
compounds, alkaloids (PubChem CID:124256, 162334, and
1548943), terpenoids (PubChem CID: 101477139 and
14313693), and flavonoids (PubChem CID: 158280, 185609,
10424988, 13886678, 44479222, and 15549893) fulfill the
eligibility criteria and show favorable results. Therefore, we
summarize in Table 2 that all 11 natural compounds meet the
ADMET criteria for being a novel compound to target GBM.
The detailed methodology used to screen natural compounds
are shown in Supporting Information Figure S4, and the
characteristics and physiochemical of natural compounds are
mentioned in Supporting Information Table S2.

3.8. 7,4′-Dihydroxyflavan, (3R)-3-(4-Hydroxybenzyl)-
6-hydroxy-8-methoxy-3,4-dihydro-2H-1-benzopyran),
and 4′-Hydroxy-7-methoxyflavan) as Promising Natural
Flavonoids Against MMP9: a Molecular Docking
Approach. To find effective drugs against the MMP9 gene,
11 natural compounds satisfied the filter criteria, and one
reference drug, Captopril (FDA approved retrieved from the
DrugBank database; https://www.drugbank.ca/) and one
natural compound (Solasodine) from previous studies85,86

were chosen. Autodock Vina 4.0 was used to perform blind
molecular docking experiments of all prioritized natural
compounds with MMP9 (PDB id: 4HMA) using default
parameters. The docking or binding free energy screens the
most effective chemicals and conformations. Table 3 depicts the
particular docking binding energy [−ΔG value (kcal/mol)] and
the detailed information regarding intermolecular interactions
between ligands and proteins. In addition, we have predicted the
binding residues for ligand binding using the PrankWeb tool.
Pocket 1 with highest probability (0.99) was chosen whose
residues for alpha chain were 179, 180, 186−193, 222, 223, 226,
227, 230, 233−238, 240, 242, 243, and 245−249.
The MMP9 3D structure revealed that 88.6% of the residues

were in the highly favored region and 0.4% were in the
disallowed region respectively. Further structures were validated
by ERRAT and VERIFY3D. The quality factor predicted by the
ERRAT server for both alpha and beta chains of MMP9 was
76.17. VERIFY3D server predicted that 100% of residues had
averaged a 3D−1D score ≥ 0.2respectively. Moreover, the
docking energy of reference drugs, Captopril and Solasodine,

were −6.6, −10.3 kcal/mol, respectively. Among 11 natural
compounds, flavonoid 7,4′-dihydroxyflavan) and (3R)-3-(4-
hydroxybenzyl)-6-hydroxy-8-methoxy-3,4-dihydro-2H-1-ben-
zopyran) scored the highest binding energy −10.3 kcal/mol
with 2 H-bond interaction with GLU241, ALA242, Leu188, and
HIS226 than both the reference drugs, whereas 4′-hydroxy-7-
methoxyflavan scored −10 kcal/mol binding energy with no H-
bond interaction. Supporting Information Figure S5 shows two-

Table 3. Binding Affinity and Binding Energy of Prioritized
Natural Compounds along with the Reference Drug
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dimensional (2D) interaction diagrams for the docked
complexes between MMP9 and ligand which includes all
interactions such as H-bond and other interactions such as the
van der waals force, π-alkyl, π-sigma, and so forth. Shortlisted
natural compounds’ binding energy and H-bond interaction
have been tabulated in detail in Table 3. Three natural
compounds 7,4′-dihydroxyflavan and (3R)-3-(4-hydroxyben-
zyl)-6-hydroxy-8-methoxy-3,4-dihydro-2H-1-benzopyran), and
4′-hydroxy-7-methoxyflavan) scoring the lowest binding energy
and forming interaction with the active site were shortlisted for
further studies along with Captopril and Solasodine. It was
intriguing to note that all best-identified natural compounds
showed stable and conserved intermolecular interactions as
demonstrated in Figure 5.

3.9. Assessment of the Most Promising Protein−
Ligand Complex by MD Simulation Run. MD simulation
(RMSD, RMSF, Rg, and SASA) results of all mentioned
protein−ligand complexes have been mentioned in Figure 6

along with the average score values of each parameter of three
best-docked compounds and two reference drugs.

3.9.1. Stability of MMP9-7,4′-Dihydroxyflavan Complex.
The time evolution of the RMSD was determined to check the
structural stability of the protein in complex ligands during the
simulation. The average RMSD values for the backbone and
complex were ∼2.06 and ∼2.62 Å, respectively. The complex
slightly deviated as RMSD > ∼3 Å between 19 and 24 ns. At the
binding site, a loop formed by the residues Pro240 and Arg249
that connects two helices displayed only slight residual
fluctuations up to 0.9 Å. Flexible loops in the N-terminal region
of the protein were extremely dynamic and exhibited RMSF >
2.5 Å. It was intriguing to observe that residues actively
contributed to the stable interaction and exhibited significantly
less fluctuation. The complex’s overall average RMSF value was
∼1.13 Å. The Rg value was determined for investigating the
compactness and structural changes in the MMP9-7,4′-
dihydroxyflavan complex. The root-mean-square distance of a
protein atom in relation to the protein’s center of mass is used to

Figure 5. 3D interaction diagrams for the docked complexes between MMP9 and ligands obtained in this study.
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compute the Rg value of the protein. The average value of Rg for
the complex is ∼15.25 Å. The SASA was examined to study the
protein compactness behavior. The initial and final surface areas
occupied by the docked MMP9-7,4′-dihydroxyflavan complex
are 91.40 and 92.90 nm2, respectively, with an average surface
area of ∼91.88 nm2. This complex constructed two stable H-
bonds, and both remained stagnant over the course of the

simulations. The stable H-bond interactions were thought to be
the primary factor that encouraged the stable complex
formation. In addition, according to MM-PBSA calculation,
the complex also demonstrated a binding energy of −85.24 kJ/
mol. Moreover, the residues that contributed the most to the
binding energy were found by computing the residue
decomposition energy. The analysis suggested that five residues,

Figure 6.MD simulation analysis ofMMP9 upon binding of the ligand as a function of time throughout 50 ns. Graph showing RMSD, RMSF, radius of
gyration (Rg), and SASA for MMP9 with three best-docked compounds and two reference drugs.
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namely, Leu222, Val223, Ala242, Met247, and Tyr248,
contributed considerably to the creation of the stable complex.
Most importantly, the residue Tyr248 showed significant
contributions to the binding affinity by scoring the lowest
contribution energy of −5.41 kJ/mol, followed by Leu222
(−4.71 kJ/mol), Met247 (−3.96 kJ/mol), Val223 (−2.67 kJ/
mol), and Ala242 (−2.01 kJ/mol). However, residues
Gln241and Pro255 did not favor the interactions.

3.9.2. Stability of MMP9-(3R)-3-(4-Hydroxybenzyl)-6-hy-
droxy-8-methoxy-3,4-dihydro-2H-1-benzopyran Complex.
This complex showed consistent structural stability during the
simulation run for the 50 ns production run. Protein backbone
and complex were found to have average RMSD values of∼1.91
and ∼2.58 Å, respectively. The complex was a little unstable as
RMSD > ∼3 Å between 33 and 37 ns and 39 to 47 ns. The
maximum residual fluctuations in the N-terminal residues were
>3.0 Å. However, the residues at the binding site from Leu222 to
His230 (helix) and residues from Ala242 to Arg249 (loop)
engaged in the stable and conserved nonbonded interactions
and showed significantly much fewer variations of ∼0.5 and
∼1.13 Å, respectively. The complex has an average RMSF value
of 1.13 Å. The average Rg value of 15.18 Å showed stable
complex formation during the MD simulation by forming a
compact structure. Meanwhile, the initial and final surface areas
employed by the complex were 92.17 and 93.16 nm2, with the
average SASA score of the complex being 92.15 nm2. During the
simulation, this complex created five H-bonds, of which four
were stable. The estimated binding affinity of the compound to
MMP9 protein was −94.16 kJ/mol. Additionally, the residues
Leu188, Leu222, Val223, His226, and Tyr248 encouraged stable
complex formation. Most importantly, the decreasing order of
binding affinity followed Leu222, Tyr248 and His226, Val223,
and Leu188 with the lowest contribution energy of −5.74,
−5.08, −4.58, −4.22, and −3.40 kJ/mol, respectively. However,
the interactions were not favored by the residues Gln227 and
Arg249.

3.9.3. Stability of MMP9-185609 (4′-Hydroxy-7-methoxy-
flavan) Complexes. The complex showed similar RMSD values
of 50 ns and was stable. The complex’s RMSD value ranged from
0.97 to 3.39 Å, whereas the backbone’s RMSD value ranged
from 0.85 to 2.5 Å. According to the residual fluctuations plotted
for the Cα, binding pockets encompassing residues between
Leu222 and Gly229 (helix) and Ala242 and Arg249 (loop)
showed the establishment of stable nonbonded contacts in
residues with lower fluctuations. Residues at the N-terminal and
residues adjacent to binding pockets, including Phe250 and
Glu252, show higher residual fluctuation >3 Å due to increased
local flexibility and ligand interaction observed during
simulation. The overall average RMSF of the complex was
1.32 Å. Moreover, the Rg value demonstrated steady complex
formation for 50 ns. In addition, the initial and final surface areas

occupied by complexes were 91.63 and 96.49 nm2, with the
average SASA score of complexes being 93.17 nm2. Two of the
three H-bonds the complex created during the simulated period
were consistent. The compound also had a binding energy of
about −78.44 kJ/mol. Furthermore, the per-residue contribu-
tion energy showed six residues from the binding pocket,
Leu188, Leu222, Val223, Leu243, Met247, and Tyr248, which
had a considerable impact on the creation of a stable complex.
The residues Leu188, Leu222, Val223, Leu243, Met247, and
Tyr248 from the binding pocket showed significant contribu-
tions to the binding affinity by scoring the least residue
decomposition/contribution energy of −2.36, −4.25, −6.22,
−3.44, −2.22, and −4.23 kJ/mol, respectively. Arg249 residues
do not favor the interaction.

3.9.4. Stability of MMP9-Captopril and MMP9-Solasodine
Complexes. MMP9-Captopril and MMP9-Solasodine com-
plexes showed stable interaction during the simulation run. The
average RMSD value of the backbone and MMP9-Captopril
complex was∼2.18 and∼2.81 Å, whereas the RMSD value with
Solasodine was ∼2.26 and ∼2.94 Å. Moreover, the average
RMSF values for the MMP9-Captopril complex andMMP9 and
MMP9-Solasodine were 0.99 and 1.16 Å, respectively.
Solasodine causes the N-terminal to fluctuate more than 3 Å,
whereas Captopril did not cause this variation. Also, MMP9-
Captopril and MMP9-Solasodine complexes have average Rg
values of 15.21 and 15.2 Å, respectively. Meanwhile, MMP9-
Captopril’s initial and final surface areas were 88.85 and 91.54
nm2, respectively, with an average SASA score of 90.18 nm2.
Comparatively, the MMP9-Solasodine complex had initial and
final surface areas of 89.94 and 93.58 nm2, with an average SASA
score of 91.98 nm2. Moreover, out of the three H-bonds formed,
only two were stable during simulation for the Captopril
complex and Solasodine complex. In addition, the the binding
energy of MMP9-Captopril and MMP9-Solasodine was
−518.50 and −588.15 kJ/mol, respectively. Furthermore, the
MMP9-Captopril complex also showed 10 residues from the
binding pocket, including Asp201, Asp205, Asp206, Asp207,
Glu208, Asp235, Glu241, Glu252, Asp259, and Asp260, and
significantly contributed to the stable complex formation.
Likewise, 12residues, Asp177, Asp182, Asp201, Asp205,
Asp206, Glu208, Asp235, Glu241, Pro246, Glu252, Asp259,
and Asp260, helped create the stable MMP9-Solasodine
complex.
Thus, data confirmed that the binding energies ofMMP9 with

ligands 7,4′-dihydroxyflavan, (3R)-3-(4-hydroxybenzyl)-6-hy-
droxy-8-methoxy-3,4-dihydro-2H-1-benzopyran, and 4′-hy-
droxy-7-methoxyflavan were similar (−10 kcal/mol) to that of
the reference drug Solasodine and better than Captopril. All
three natural compounds interact within the binding domain of
the MMP9 pocket, and this interaction was stable for 50 ns with
less deviation and fluctuations. The RMSD value difference

Table 4. MM-PBSA Calculations of Top Hit Complexes’ Binding Free Energy and Interaction Energiesa

MM-PBSA (kJ/mol)

complex ΔEVDW ΔEELE ΔGSol ΔGSurf ΔGbind
MMP9-7,4′-dihydroxyflavan −167.19 ± 7.82 −14.98 ± 4.06 111.60 ± 9.88 −14.68 ± 0.78 −85.24 ± 11.81
MMP9-Solasodine −148.31 ± 11.20 −777.73 ± 18.62 353.45 ± 15.04 −15.55 ± 0.91 −588.15 ± 17.82
MMP9-(3R)-3-(4-hydroxybenzyl)-6-hydroxy-8-methoxy-
3,4-dihydro-2H-1-benzopyran

−141.43 ± 13.78 −79.73 ± 8.29 142.50 ± 8.45 −15.49 ± 0.72 −94.16 ± 11.65

MMP9-4′-hydroxy-7-methoxyflavan −154.50 ± 16.07 −27.86 ± 8.96 119.80 ± 20.33 −15.87 ± 0.90 −78.44 ± 16.16
MMP9 - Captopril −83.65 ± 13.94 −622.30 ± 35.47 198.05 ± 38.01 −10.59 ± 1.54 −518.50 ± 22.39
aΔEVDW�van der Waal energy, ΔEELE�electrostatic energy, ΔGSol�polar solvation energy, ΔGSurf�SASA energy, and ΔGbind�binding energy.
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between the backbone and the complex was <3 Å. RMSF, Rg,
and SASA also showed steady complex formation.
The g_mmpbsa tool computed the binding affinity of the

protein−ligand complex using the MM-PBSA method. The free
energy (kJ/mol) contribution of lead hits and standard
molecules in relation to their respective targets is summarized

in Table 4. In addition, detailed description of the total number
of H-bond interactions in the protein−ligand complex has been
shown in Supporting Information Figure S6A. Similarly, the
contribution energy plot illustrated in Supporting Information
Figure S6B exhibits the importance of the binding pocket
residues in stable complex formation.

Figure 7. (A) PCA of protein−ligand complexes: In the scatterplot, the first two principal components (PC1, PC2) were plotted to analyze the
collective motion of ligand-bound protein complexes during the simulations. The dots with different colors (blue, red, black, aqua, and green)
represent the collective motion of MMP9 residue after ligand binding. Dots with smaller regions represent the higher structural stability and
conformation flexibility and vice versa. The collective motion of MMP9 in the presence of ligands is depicted in the second graph using projections of
MD trajectories onto two eigenvectors corresponding to the first two principal components. The first 50 eigenvectors were plotted versus eigenvalue
for 5 ligands including 3 hit natural compounds and 2 reference drugs. Color code used in the scatterplot and graph: blue: 7,4′-dihydroxyflavan; red:
Solasodine; black: (3R)-3-(4-hydroxybenzyl)-6-hydroxy-8-methoxy-3,4-dihydro-2H-1-benzopyran),;aqua: Captopril; Green: 4′-hydroxy-7-methoxy-
flavan. (B) DCCM of Cα atoms observed in complexes for 7,4′-dihydroxyflavan, Solasodine, (3R)-3-(4-hydroxybenzyl)-6-hydroxy-8-methoxy-3,4-
dihydro-2H-1-benzopyran), Captopril, and 4′-hydroxy-7-methoxyflavan. The positive regions, colored amber, represent strongly correlated motions
of Cα atoms (Cij = 1), whereas the negative regions, colored blue, represent anticorrelated motions (Cij = −1).
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3.10. PCA and DCCM Analysis of Complexes. We
employ PCA analysis to explore the dynamics of protein−ligand
conformation for five complexes (two complexes with the
reference drug and three complexes with the natural compound
ligand) obtained from an MD simulation run of 50 ns. A PCA
produces a matrix of eigenvectors and a list of related
eigenvalues, which together represent the principal components
and amplitudes of the internal movements of a protein. The first
two eigenvectors/principal components (eigenvector 1 and
eigenvector 2) are used to calculate the concertedmotions of the
past 50 ns trajectory since they can best describe the majority of
the internal movements within a protein. The first two
eigenvectors’ 2D projection as well as the scatterplot are
shown in Figure 7A. Captopril and Solasodine, two of the
reference drugs employed in this study and directed at the
MMP9 protein, were seen to have a greater range of
conformations during the simulations (shown as a red and
aqua line, respectively, in Figure 7A. Moreover, during
simulation, the shortlisted MMP9-targeting ligands 7,4′-
dihydroxyflavan, (3R)-3-(4-hydroxybenzyl)-6-hydroxy-8-me-
thoxy-3,4-dihydro-2H-1-benzopyran, and MMP9-4′-hydroxy-
7-methoxyflavan displayed less diversity than the reference drug
(shown in blue, black, and green lines, respectively). Both the
reference drugs demonstrated increased conformational flexi-
bility with the maximum number of diverse conformations.
Intriguingly, theMMP9 inhibitors 7,4′-dihydroxyflavan, (3R)-3-
(4-hydroxybenzyl)-6-hydroxy-8-methoxy-3,4-dihydro-2H-1-
benzopyran, and 4′-hydroxy-7-methoxyflavan took up substan-
tially less conformational space than the Captopril reference
drug. In contrast, only 7,4′-dihydroxyflavan, (3R)-3-(4-hydrox-
ybenzyl)-6-hydroxy-8-methoxy-3,4-dihydro-2H-1-benzopyran
performed better compared to the Solasodine reference drug as
shown in the scatterplot (less dispersed plot). Therefore, we
suggest that three lead-hit natural compounds could be more
effective than the reference drugs.
The DCCM of Cα atoms in complexes provides a deeper

structural understanding of the collective motion of the ligand-
binding regions. The coordinated residual motion of the Cα
atoms in each of the simulated complexes is shown in Figure 7B.
Each residue exhibits a significant self-correlation with itself, as
evidenced by the diagonal amber line. Scaling from amber to
blue, respectively, is the strength of correlation (Cij = 1) and
anticorrelation (Cij = −1). In complex MMP9-7,4′-dihydroxy-
flavan, the binding site residues show a positive correlation with
the N-terminal domain of the MMP9. The scale of this
correlation’s amplitude goes from blue to amber color in smaller
steps. Similarly, MMP9-MMP9-4′-hydroxy-7-methoxyflavan
also showed a positive correlation with higher amplitude near
binding site residues 222−249. In contrast, complex MMP9-
44479222 showed anticorrelation, and its amplitude scaled from
amber to blue color. The relevance of the active site residues in
stabilizing the complexes was demonstrated by the coordinated
motion displayed by the binding pocket residues spanning from
220 to 249 with the N-terminal region. The N-terminal residues
of the MMP9 protein revealed a high association with the
binding site residues of the reference ligands, such as Captopril
and Solasodine. Comparing Captopril to the Solasodine ligand,
the correlation magnitude was larger. The results showed that
MMP9-containing natural compounds complexes and the
reference ligand exhibited similar correlations near binding
residues. In light of this, the DCCM displayed cooperative and
anticooperative motion in the protein, indicating the conforma-
tional flexibility of the investigated complexes and stable

connections mediated by noncooperative motion on the
opposite side, which triggered the opening and shutting of the
binding pocket residues and enabled the stable complex
formation during the MD simulation.

4. DISCUSSION
The present study analyzed hypoxia, a critical microenvir-
onmental condition of GBM, to identify potential biomarkers
and establish treatment strategies for GBM treatment. In recent
years, TME gained the attention of researchers as it regulates
tumor growth and significantly influences treatment response.
Hypoxia condition and immune cell infiltration in TME
promote and antagonize tumor growth. Herein, we identify
hypoxia-related molecular signatures involved in GBM patho-
genesis. Based on the functional enrichment analysis, we have
found 32 HUB signatures whose expressions were validated
through microarray and RNA sequence data sets obtained from
TCGA data sets of GBM patients. Indeed, we subjected 10
shortlisted molecular signatures to the RNA deconvolution-
based TIMER analysis. From the gene expression profiles,
TIMER employs an algorithm to determine the abundance of
tumor-infiltrating immune cells. The proportion of cancer cells
in the tumor tissue is described as tumor purity (also known as
tumor cell fraction), which indicates the characteristics of TME.
Recent studies have shown that tumor purity is linked to
prognosis, mutation burden, and a robust immunological
phenotype.87,88 Our results indicate that LYN, MMP9,
PSMB9, and TIMP1 were linked with the GBM microenviron-
ment. Zhao et al. demonstrated a high expression of the PLOD
family with negative tumor purity and high immune
infiltration.89 In our study, LYN was downregulated in the
hypoxic condition in GBM. According to a study by Dai and
Siemann, hypoxia has little to no impact on the expression of
phosphorylated LYN.90 However, the elevated MMP9 ex-
pression in hypoxic TME enhances DC infiltration and reduces
the infiltration of cytotoxic T cells (CD8+ T cells).91 In contrast,
increased CD8+ T-cell infiltration had been linked to a better
predictive factor for long-term survival in glioblastoma
patients.92 Additionally, PSMB8 and PSMB9 immunoprotea-
some subunits are overexpressed in melanoma cell lines, and
their reduced expression is linked to a poor prognosis in
nonsmall-cell lung carcinoma.93 Herein, in this study, the
reduced PSMB9 expression is linked to increased immune cell
infiltration, with the exception of CD8+ T cells. Our findings are
backed up by the fact that all members of the TIMP family had
significantly higher levels of expression in GBM.94 TIMP1
expression levels in hypoxic-GBM are exclusively correlated with
DC infiltration and are inversely related to B cells and
neutrophils. Consistent with our results, previous studies have
also identified the four molecular signatures (LYN, TIMP1,
MMP9, and PSMB9) as potential biomarkers associated with
TME in GBM and other cancers.95−97 Herein, we briefly
discussed the relevant pathways mentioned above by starting
with the ILK pathway known to promote cell growth, cell cycle
progression, and increase VEGF expression by stimulating HIF-
1 via a phosphatidylinositol 3-kinase (PI3K)−dependent
activation.98 Another significant pathway that is involved in
the TME of GBM is the AP-1 transcription factor (dimeric in
nature), which is made up of proteins from the Jun (c-Jun, JunB,
and JunD) and Fos (c-Fos, FosB, Fra1, and Fra2) families.
Studies have concluded that different triggers, such as
inflammatory cytokines, stress inducers, or pathogens, activate
the AP-1 transcription factor family, resulting in innate and
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adaptive immunities.99 In addition, active CDC42 (ρ-GTPase)
has been shown to facilitate glioma cell migration and invasion
and regulate cell polarity.100 In GBM, HIF-1 and VEGF
upregulate CXCR4, which is significant for angiogenesis and cell
invasion.101 Furthermore, another fascinating study showed that
the interaction of microglia and GBM through the LPA pathway
has important consequences for tumor progression. A deeper
understanding of this interaction could lead to the development
of new therapeutic techniques that target LPA as a possible
GBM target.102 Another study found that hypoxic TME
stimulates invadopodia development (actin-rich protrusions of
the plasma membrane that focus ECM breakdown through the
secretion of MMPs), which are essential for metastasis.103 In
addition, our data showed that the localization of MMP9 was
mainly the extracellular region, and FOS, JUN, and TP53 were
only significantly overexpressed associated TFs in GBM
patient’s samples. MMP9 was overexpressed in different
subtypes of GBM including classical, mesenchymal, neural,
and proneural (shown in Supporting Information Figure S7A).
It also has the potential to act as a poor prognostic biomarker
(HR > 1) as it shows significant disease-free survival (shown in
Supporting Information Figure S7B). This all together suggests
the significance of targeting TME. LYN and PSMB9 being
downregulated in hypoxic condition, and due to unavailability of
the reported drug against TIMP1, these biomarkers were not
explored in the current study in identifying the novel drug.
Hence, MMP9 was selected for identifying natural compounds
as inhibitors in order to reduce GBM pathogenesis.
MMP9, a member of the gelatinase family of MMPs that

degrades and remodels ECM proteins, plays a vital role in cell
migration and EMT and angiogenesis.104 Other TME
components, such as nonmalignant stromal cells, neutrophils,
macrophages, and endothelial cells, release MMP9 in the
microenvironment. MMPs are known to be induced by HIF-
1.105,106 MMP inhibitors can diminish tumor cells’ invasive and
migratory abilities in cancer. MMP9 inhibitors were previously
discovered using a computational technique, indicating that
MMP9 is a targetable protein.107,108 Based on previous studies,
we have selected Captopril and Solasodine as reference drugs
against MMP9. Captopril is an MMP2 inhibitor for treating
patients on continuous ambulatory peritoneal dialysis ther-
apy.109 Captopril inhibits MMP2 and MMP9 via chelating zinc
ions at the enzyme’s active site. It also utilized alongside other
medicines like Disulfiram and Nelfinavir as adjuvant therapy for
GBM.110 Moreover, it can inhibit MMP2 andMMP9, suspected
of having a role in GBM metastasis and invasion, since it is an
angiotensin-converting enzyme inhibitor, which belongs to a
family of metalloproteinases comparable to MMPs.111 Similarly,
Solasodine has been reported to inhibit MMP9 and induce cell
apoptosis, particularly in human lung cancer. However, this
drug’s pharmacokinetics, safety, and effectiveness in clinical
practice remain unclear.85,112

During identifying new agents for MMP9, we explored six
classes of natural compounds, including alkaloids, flavonoids,
terpenoids, aliphatic compounds, aromatic compounds, and
tannins. Previous studies have also supported that multiple
natural compounds have antitumor and apoptotic effects in
TMZ and p53 resistance GBM cells. Various natural compounds
such as chrysin, epigallocatechin-3-gallate, hispidulin, rutin, and
silibinin were also used in combination with TMZ and other
chemotherapeutic drugs due to their potential to act as
chemosensitizers (such as icariin and quercetin), radiosensi-
tizers (Zataria multiflora), inhibits proliferation (such asZingiber

officinale and Rhazya stricta) and migration, and induces
apoptosis (Baicalein).16,113,114 However, these were checked
for BBB permeability, druglikeness, and LIPINSKI rules of 5,
and ADMET analysis was performed. We performed in silico
molecular docking and MD simulations with MMP9 protein
(alpha chain) using Autodock Vina 4.0 and GROMACS to
evaluate the inhibitory effect of shortlisted drugs. Ramachandran
plot of MMP9 (PDB identifier: 4HMA) is shown in Supporting
Information Figure S7C. The binding affinity of ligands (drugs)
was calculated and compared with reference drugs. In this
instance, we have picked three best-docked compounds with
binding energies comparable to Solasodine and better than
Captopril for MD simulations. Stability should be taken into
careful consideration during drug testing in addition to safety.
The software’s MD simulation module examined the stability of
these MMP9-compound complexes in the natural environment.
Further compounds interacted with targets with a minimum of
at least 2 H-bond interactions. Numerous studies have been
conducted in the past to implement molecular docking and MD
simulations and MM-PBSA assessment to record drug transport
variability, identify protein allosteric inhibition, consider the
impact of chirality in selective enzyme inhibition, investigate the
irreversible style of the receptors, and evaluate ligand−protein
interactions. Similarly, this study examined the intermolecular
contact stability of identified prospective lead compounds and
standard molecules with their respective targets using classical
MD simulation for 50 ns of MMP9 protein with ligands.115

Subsequently, the efficacy of molecules’ molecular interactions
can be examined using structural analysis, such as RMSD and
RMSF.116 Results revealed that the binding energy of MMP9
with ligands 7,4′-dihydroxyflavan, (3R)-3-(4-hydroxybenzyl)-6-
hydroxy-8-methoxy-3,4-dihydro-2H-1-benzopyran, and 4′-hy-
droxy-7-methoxyflavan was similar (−10 kcal/mol) to that of
the reference drug Solasodine and better than Captopril. All
three ligands, flavonoids in nature, interact within the binding
domain of the MMP9 pocket, and this interaction was stable for
50 ns with less deviation and fluctuations. RMSD value
difference between the backbone and complex was <3 Å. The
MMP9-7,4′-dihydroxyflavan complex findings suggest that five
residues, Leu222, Val223, Ala242, Met247, and Tyr248,
contributed significantly to the formation of the stable complex.
Most importantly, the residues Tyr248 showed significant
contributions to the binding affinity by scoring the lowest
contribution energy of −5.41 kJ/mol. MMP9-(3R)-3-(4-
hydroxybenzyl)-6-hydroxy-8-methoxy-3,4-dihydro-2H-1-ben-
zopyran had a 94.16 kJ/mol determining binding affinity.
Leu188, Leu222, Val223, His226, and Tyr248 residues also
facilitated stable compound formation. Leu222 scored the
highest binding affinity of −5.74 kJ/mol. Similarly, the binding
energy of MMP9-4′-hydroxy-7-methoxyflavan was around
78.44 kJ/mol. The per-residue contribution energy also revealed
that the formation of a stable complex was significantly
influenced by six residues from the binding pocket: Leu188,
Leu222, Val223, Leu243, Met247, and Tyr248. The binding
affinity of the residue Met247 is −6.22 kJ/mol. Further, PCA
analysis revealed that the MMP9-targeting ligands, 4′-
dihydroxyflavan, (3R)-3-(4-hydroxybenzyl)-6-hydroxy-8-me-
thoxy-3,4-dihydro-2H-1-benzopyran, and 4′-hydroxy-7-me-
thoxyflavan had less diversity than the reference drug during
the simulation run. Both reference drugs demonstrated
increased conformational flexibility with the maximum number
of diverse conformations. Interestingly, compared to the
Captopril reference drug, the MMP9 inhibitors, 7,4′-dihydroxy-
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flavan, (3R)-3-(4-hydroxybenzyl)-6-hydroxy-8-methoxy-3,4-di-

hydro-2H-1-benzopyran, and 4′-hydroxy-7-methoxyflavan, used

significantly less conformational space. Contrarily, only 7,4′-

dihydroxyflavan and (3R)-3-(4-hydroxybenzyl)-6-hydroxy-8-

methoxy-3,4-dihydro-2H-1-benzopyran outperformed the Sol-
asodine reference drug.
Furthermore, 7,4′-dihydroxyflavan, (3R)-3-(4-hydroxyben-

zyl)-6-hydroxy-8-methoxy-3,4-dihydro-2H-1-benzopyran, and
4′-hydroxy-7-methoxyflavan showed positive correlations with

Figure 8. Potential of novel inhibitors 7,4′-dihydroxyflavan, (3R)-3-(4-hydroxybenzyl)-6-hydroxy-8-methoxy-3,4-dihydro-2H-1-benzopyran, and 4′-
hydroxy-7-methoxyflavan in suppressing GBM pathogenesis by interacting withMMP9 protein produced in a hypoxic environment condition. MMP9
is synthesized de novo during stimulation induced with cytokines by activating various signaling pathways such as NF-κB, HIF-1, MAPK, PI3K, etc.
Cytokines (TNF-α, IL-8, and IL-1β) and growth factors (TGF-β, PDGF, and bFGF) bind to their receptors which regulate MMP9 activation and
secretion. MMP9 is secreted by tumor cells, monocytes, inflammatory macrophages, and stromal cells in the extracellular environment. This affects
various downstream biological processes, including matrix degradation, remodeling, EMT (enhanced tumoral invasion, metastases), angiogenesis,
inflammation, drug resistance, etc. Novel inhibitors 7,4′-dihydroxyflavan, (3R)-3-(4-hydroxybenzyl)-6-hydroxy-8-methoxy-3,4-dihydro-2H-1-
benzopyran, and 4′-hydroxy-7-methoxyflavan bind toMMP9 and suppress its activation and thus reduce the expression and regulation of downstream
process involved in GBM pathogenesis in the above figure. Our approaches to GBM treatment are being reoriented by focusing on these features of
MMPs.
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the N-terminal domain of proteins, while (3R)-3-(4-hydrox-
ybenzyl)-6-hydroxy-8-methoxy-3,4-dihydro-2H-1-benzopyran
displayed an anticorrelation. As a result, we demonstrated how
three lead flavonoids may be able to target the MMP9 protein.
The fact that 7,4′-dihydroxyflavan was derived from the African
forest tree Guibourtia ehie or Shedua, which has been utilized
traditionally for tumor and wound healing, provided additional
support for our findings in earlier investigations. It acts as a
metabolite and shows anti-inflammatory and antioxidant effects
in prostate cancer, breast cancer, and osteosarcoma by
regulating Akt/Bad and MAPK signaling. In addition, (3R)-3-
(4-hydroxybenzyl)-6-hydroxy-8-methoxy-3,4-dihydro-2H-1-
benzopyran was found in Soymida febrifuge (Indian-redwood).
Its fruits are therapeutic and have been used to treat cervical and
colon cancer.117 Interestingly, a study by Sowmyya and Vijaya
Lakshmi discovered that extracts from these dried fruits
contributed to the creation of silver nanoparticles by acting as
reducing and stabilizing agents during the conversion of Ag+ to
nano-silver.118 The last compound, 4′-hydroxy-7-methoxyfla-
van, was derived from the orchid tree Bauhinia divaricate and was
formerly used to treat skin and colon cancer. These three
flavonoids will inhibit MMP9 and lower its overexpression
brought on by hypoxia in GBM. As a result of these inhibitions,
the downstream effects of MMP9 activation will be diminished,
which will minimize the pathogenesis of GBM. Cell prolifer-
ation, invasion, angiogenesis, drug resistance, matrix remodel-
ing, and immune cell infiltration are significant pathways that
will be impacted. The infiltration of DCs in response to MMP9
overexpression was also demonstrated by our data, which also
indicated a positive correlation with immune checkpoints like
PD-1 and TIM-3. Figure 8 illustrates the proposed mode of
action for three novel flavonoids, including 7,4′-dihydroxyflavan
(PubChem CID 158280), (3R)-3-(4-hydroxybenzyl)-6-hy-
droxy-8-methoxy-3,4-dihydro-2H-1-benzopyran (PubChem
CID 44479222), and 4′-hydroxy-7-methoxyflavan (PubChem
CID 185609). These will attenuate MMP9 activation’s impact
on GBM.

5. CONCLUSIONS AND FUTURE PERSPECTIVES
Despite recent advancements in chemotherapy, radiotherapy,
and immunotherapy, there is currently no satisfactory therapy
for GBM in clinics due to many reasons, being toxicity of
chemotherapy, failure of the drug to cross BBB, involvement of
TME, and less immune infiltration. For instance, immune
checkpoint blockade targeting CD8+ T cells is ineffective for
GBM.119 There is an unmet need for novel approaches to treat
GBM and other brain cancers. Here in our study, we have
focused on a crucial TME parameter, that is, hypoxia caused due
to intense cell respiration, excessive nutrient consumption by
tumor cells, and abnormal vasculature. However, hypoxia is a
hallmark of brain tumors, and if and how hypoxia affects
antitumor immunity in the brain remains unclear. Our findings
shed light on the potential ofMMP9 as a therapeutic target and a
robust biomarker in GBM’s hypoxic microenvironment. In
Figure 8, it is illustrated that in response to cytokine-induced
stimulation, MMP9 is synthesized de novo by activating various
signaling pathways including NF-κB, HIF-1, MAPK, PI3K, and
so forth. Cytokines such as TNF-α, IL-8, and IL-1β and growth
factors namely TGF-β, PDGF, and bFGF bind to their
respective receptors and influence the activation and production
of MMP9. This has an impact on a number of biological
functions that come thereafter, such as drug resistance,

remodeling of the matrix, EMT, increased tumoral invasion,
metastases, angiogenesis, and remodeling.
Previous studies supported our results where researchers have

shown that MMP9, a zinc-dependent endopeptidase, was
upregulated in glioma tissues, and its expression was correlated
with tumor grade and poor prognosis. Hypoxia condition
increases the protein expression of HIF-α, MMP2, and MMP9
in cancer120 and regulates tight junction rearrangement, leading
to vascular leakage in the brain.121 Majority of the ECM
components are substrates of MMPs. MMP-9 can cleave many
ECM proteins to regulate ECM remodeling and affects the
alteration of cell−cell and cell−ECM interactions. It can also
cleave many plasma surface proteins to release them from the
cell surface. It has been implicated in the invasion and also
implicated in BBB opening as part of the neuroinflammatory
response, metastasis through proliferation, vasculogenesis, and
angiogenesis.72 MMP9 has been a potential biomarker for many
cancers, including osteosarcoma, breast, cervical, ovarian, and
pancreatic, giant cell tumor of bone, and non-small cell lung
cancer.21 Herein the current study, we have proposed MMP9 as
a promising biomarker for hypoxic microenvironmental
conditions in GBM. Other molecular signatures, such as LYN,
PSMB9, and TIMP1, could be investigated further as druggable
biomarkers or prognostic markers in addition to MMP9.
Infiltration of immune cells such as neutrophils and DCs was
linked to this gene’s expression to varying degrees. This effect
opens up new avenues for study into MMP9 and GBM. A
negative correlation with B cells, CD4+ T cells, and CD8+ T
cells supports the failure of current immune checkpoint
inhibitors.
The current study used in silico techniques such as

compound-protein-pathway enrichment analysis, network
pharmacology, molecular docking, MD simulation, MM-
PBSA, PCA, and DCCM investigations to identify a collection
of druggable and nontoxic natural compounds from plants. The
potential of natural compounds to be used as drugs was revealed
by ADMET analysis of 11 novel hits. A chemical substance must
have absorption, distribution, metabolism, excretion, and
toxicity values to be utilized as a medication. The results
obtained showed flavonoids named 7,4′-dihydroxyflavan, (3R)-
3-(4-hydroxybenzyl)-6-hydroxy-8-methoxy-3,4-dihydro-2H-1-
benzopyran, and 4′-hydroxy-7-methoxyflavan as potential
inhibitors of MMP9 produced from the hypoxic condition in
GBM. These inhibitors have comparable or better results
compared to reference drugs Solasodine and Captopril. Our
results indicate that MMP9 and drug interaction are stable, and
proposed novel flavonoids can inhibit or reduce MMP9
expression in hypoxia conditions, which will further affect the
downstream process involved in GBM pathogenesis. Hence,
targeting an essential microenvironmental condition will
improve therapeutic efficacy and expand the treatment drug
library against GBM. Limiting to the present findings, we point
out that the results presented in this work are based on processor
simulations which need to be further validated with wet-lab
experimental protocols.
In conclusion, the observations of this work suggest novel

plant-based flavonoids inhibited the potential role of MMP9 as a
biomarker factor and active MMP9 in GBM. Prior to
synthesizing therapeutics, the results of this investigation
could be helpful. Other natural compounds and plant-based
natural compounds could be examined and studied to
understand and explore whether they could be employed as
future possibilities for GBMmedicines. The results of this study
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are helpful for drug development. The findings may aid in the
assisted screening of therapeutics for GBM. This study is novel
in incorporating various computational methodologies for the
virtual screening of natural compounds based on BBB, ADMET,
PAINS, and Lipinski’s rule. This study allows scientists to
explore these molecules in vitro or in vivo as a medicinal
approach. We have validated our results using different
computational methodologies such as multiple-target validation,
literature validation, TCGA databases (containing GBM
samples data), cell culture, and animal model research which
will fill in the gaps. We identified the common residues via which
the inhibitor can potentially bind to the target using
bioinformatics tools and in silico studies. However, the
molecular mechanism underlying the reduction of target
expression needs only to be validated through in vitro
experiments. New leads are being discovered in several ongoing
studies using advanced computational strategies and machine
learning models to filter massive pharmaceutical libraries. The
experimental screening strategy alone may not enhance lead
productivity for the rapid development of viable medicines. Our
findings will aid researchers in concentrating on TME
components and their conditions in order to produce novel
natural product-based anti-GBM therapies that address two
major issues: toxicity and resistance and target of a major
microenvironmental condition hypoxia.
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1 Abstract: The existing supply chain for the pharmaceutical 

industry is obsolete and lacks clear visibility over the entire 

system. Moreover, the circulation of counterfeit drugs in the 

market has increased over the years. According to the WHO 

report, around 10.5% of the medicinal drugs in lower / middle 

income countries are fake and such drugs may pose serious 

threats to public health, sometimes leading to death.  Keeping 

these threats in mind, in this paper, we propose a blockchain-

based model to track the movement of drugs from the industry to 

the patient and to minimize the chances of a drug being 

counterfeit.  The reasons for using blockchain technology in our 

work include its immutability property and easy tracking of an 

entity in the blockchain. Through this proposed model, the 

manufacturer would be able to upload the details corresponding 

to a drug, after which it will be sent for approval to the 

Government. Thereafter, hospitals and pharmacies, based upon 

their requirements, can request the approved drugs. In the 

future, if a patient wants some medication, then he or she has to 

request it on the blockchain network.  The request will be sent to 

the nearest hospital/pharmacy and thereafter, the patient can 

collect the medication. To implement this model, we have used 

Hyperledger fabric due to the presence of many auto-

implemented features in it. Our implementation of the proposed 

blockchain based model highlights that the model can 

successfully detect any drug being counterfeit. This will be 

beneficial for the users getting affected with counterfeit drugs. 

Moreover, with the proposed model, we can also track the 

movement of the drug beginning from the manufacturer right up 

to the patient consuming that drug. 

Index Terms: Blockchain, Counterfeit Drugs, Drugs Tracking, 

Fake Medicines, Health Care. 

Keywords: The Reasons For Using Blockchain Technology In 

Our Work Include Its Immutability Property And Easy Tracking 

Of An Entity In The Blockchain. 

I.     INTRODUCTION 

In this era, the world of piracy and counterfeiting has 

touched nearly every product including medicines and 

drugs. The challenge of counterfeit drugs in the 

pharmaceutical industry has been increasing across the 

globe over the past many years. According to a WHO report 
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[1], around 10.5% of the pharmaceutical drugs in the 

markets of low or middle-income countries are fake. Hence, 

there is a need to develop a strong model to overcome the 

issue of counterfeiting drugs. Moreover, the current industry 

lacks clear visibility over the delivery of the drugs from the 

pharmaceutical company to the patients. Keeping these 

challenges in mind, we aim to develop a blockchain-based 

model that can prevent drug counterfeiting and keep track of 

drug movement from the industry to the patients. 

Contributions: Such a problem of counterfeiting drugs 

and their tracking can be solved by applying QR codes on 

them during their manufacturing process. Thereafter, we can 

track their journey by scanning their QR codes. However, 

because one can make a copy of the QR code and this 

copied code can be applied to the counterfeit drug, this 

solution will not completely solve the problem of drugs 

tracking and counterfeiting. Hence, we came up with a 

model based on a decentralized system such as blockchain, 

using Hyperledger fabric, in which the manufacturer will 

create a drug and will upload the details on this blockchain. 

After that, the Government will approve these drugs. 

Thereafter, hospitals and pharmacies can request the 

available approved drugs as per their requirements. In the 

future, if any patient wants some medication, then he or she 

has to request it on the blockchain network, and then the 

request will be sent to the nearest hospital/pharmacy and 

after that, the patient can collect the required drugs. The 

main advantage of using such a blockchain network is that 

drug tracking is easy as the drug is visible on the network at 

every stage. Moreover, because this blockchain network is 

closed, no one from the outside can fraud the drugs.  

Organization: The rest of the paper is structured as 

follows. We review the related works in the field of 

blockchain and the healthcare industry in Section 2. We 

discuss the proposed blockchain-based model in detail in 

Section 3, and we conclude in Section 4. 

II.  RELATED WORK 

In this section, we review the related work in the field of 

healthcare and blockchain. We further divide this section 

into two subsections: 1. Blockchain-related works, and 2. 

Blockchain Applied in the healthcare field. 

A.  Blockchain Related Works 

First, what we have done is, review the works that have 

discussed blockchain network various use cases. The study 

conducted in [2] proposed an approach based on a 

decentralized solution which is blockchain to creating a DT 

(Digital Twin) which ensured the data traceability, data 

authenticity, and immutability of information. They utilized 

the decentralized IPFS stockpiling workers to store the 

information identified with DT.  
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It is very convenient if one can remotely control IOT 

devices but it comes with the cost of data exploitation. Lin 

et al. [3] designed a secure and efficient remote user 

confirmation system based on a blockchain model. They 

incorporated this decentralized method, group benchmark, 

and subject matter validation to give solid evaluation of the 

user's entrance history.  

Parking vehicles in big cities can be a big challenge. 

Many savvy parking applications tend to solve these 

problems however, a large number people experience the ill 

effects of protection issues or they work in a centralized 

environment. Zhang et al. [4] proposed smart parking based 

on a decentralized approach which was reliable and the 

privacy was protected. Using the concept of smart contracts, 

they were able to accomplish fairness. The writer in [7] 

made a singular assent working model for the information 

sharing stages identified with wellbeing. Through this 

model, they successfully managed the accountability of all 

the members in the information sharing stages. This model 

also makes sure that a person’s will is kept on priority. 
Autonomous vehicles can sense and navigate in their 

environment without the interference of human hands. But 

in case of road accidents, mishap legal sciences must decide 

the obligations. The authors in [8] made an instrument of 

verification of occasion with a dynamic alliance agreement 

to accomplish undeniable mishap crime scene investigation 

by generating trustworthy data. The most challenging aspect 

in conducting elections is to gain the faith of all the electors 

in the counting cycle. Yang et al. [9] proposed a protocol for 

election which is based on decentralized approach i.e. 

blockchain-technology. Their model does not need a 

committee to count the votes. They successfully created an 

encryption system that guarantees that no one can decode 

the votes but each one of us can ensure the legitimacy of the 

votes. Yuan et al. [10] directed a study based on blockchain 

Intelligent Transportation Systems (ITS). They introduced a 

contextual investigation for blockchain based on going ride-

sharing services. 

B. Blockchain for Healthcare and Drugs 

In this subsection, we discuss the works that have 

applied blockchain in any aspect of the medical industry. 

The authors in [14] highlighted various use cases of 

blockchain in the medical industry such as research on users 

that are on medication and management of the health sector. 

In this report, they mentioned strategies to remove 

middlemen in the medical sector and also highlighted the 

new way of doing medical transactions. McGhin et al. [15] 

addressed the future research side of the medical sector . 

They also addressed some of the unique requirements that 

are not addressed in earlier conducted blockchain 

experiments. Apart from that, they addressed research areas 

like scalability, block withholding attack, and blockchain 

mining incentives in which blockchain might lack for the 

healthcare sector. Siyal et al. [17] reviewed the work that is 

already existed in the medical sector. They also highlighted 

the recent research in this sector that is using a decentralized 

model such as blockchain. They highlighted the usability of 

a decentralized model for neural system. They have 

successfully stored a virtual digital brain on the 

decentralized network like blockchain.. They also 

highlighted some impactful factors that are creating hurdles 

of the blockchain in the medical sector. Every blockchain 

based model runs according to the smart contract. Kumar et 

al. [20] designed the same for the medical industry. Apart 

from that, they highlighted various challenges of blockchain 

for healthcare such as scalability restrictions, high 

development cost, standardization challenges, cultural 

resistance, regulatory uncertainty, etc. 

   Bell et al. [21] addressed the issues existing in the 

current healthcare field. They also highlighted fields in the 

healthcare system where blockchain can solve various 

problems. Some of those fields are Clinical Trials, Data 

Sharing between many entities (such as hospitals, 

manufacturers), Patient Records, etc. They also mentioned 

that the resistance of this system to adopt blockchain in their 

supply chain is the biggest reason for not using blockchain 

in healthcare. The authors in [22] addressed the use cases of 

blockchain and reviewed, assessed various publications and 

consequently proposed a methodology which is to integrate 

blockchain with the processes involved in the current 

healthcare system.  They found that EHR (Electronic Health 

Records) and PHR (Personal Health Records) are the areas 

where blockchain is mainly used and Ethereum and 

Hyperledger fabric are the most preferred open-source 

frameworks for developing a blockchain based application. 

The authors in [23] highlighted the privacy related to data 

stores and the data sharing platforms. They used a 

permissioned blockchain to ensure the vulnerabilities are 

removed corresponding to data transfer and since the system 

is decentralized it also ensures the issue of single point of 

failure is resolved. They also developed a mobile 

application which collects user’s data through the means of 

manual input and medical devices. Dwivedi et al. [24] 

pointed out the issues related with privacy and security 

associated with data sharing and storing. They used 

blockchain to ensure secure handling of data within 

the network. They also tried to solve the problems 

associated with integrating blockchain with IoT devices and 

proposed a new structure of blockchain that can be 

integrated with IoT devices. 

The authors in [33] highlighted the issue regarding drug 

safety and tried to solve the same issue using Blockchain 

technology which was integrated with QR code. They 

highlighted the irregularities present in the current supply 

chain of pharma industries and proposed a methodology that 

consisted of blockchain-based architecture for the supply 

chain. Their proposed methodology ensured the reliability 

aspect of the drug as well as well as the genuineness of the 

involved manufacturer. Haq et al. [34] specified the 

problems that are present in the current pharma supply chain 

and explained how blockchain can be used instead of the 

current supply chain to ensure traceability and transparency 

while transferring a particular entity from one level to 

another. They suggested a permissioned blockchain for 

storing all the data involved within the network and since it 

is a permissioned blockchain so it ensured that only trusted 

parties are becoming a part of the network. 
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 The authors in [35] highlighted the use cases of a 

decentralized model such as blockchain in the medical 

sector. They discussed the use of blockchain in various 

fields such as EHR (Electronic Health Records), Medical 

Insurance, Bio-medical Field and Medical Supply Chain.In 

conclusion they stated that this technology has still not been 

adopted by healthcare systems where this is capable of 

solving various problems.People who are in-charge of 

making these decisions should become aware of the 

technology’s potential and the revolutionary power that it 

carries with itself and should introduce it in the current 

healthcare system. 

 Debe et al. [36] addressed various issues that can impact 

the medical supply chain. He also mentioned some reasons 

for this such as wrong prescribed medicines to patients, 

ordering of too many medicines. To wipe out the above 

mentioned issue, they proposed a blockchain solution that 

can handle the easy return and exchange of medicines that 

can be used further.In their proposed system, medical stores 

and customers have  power to give the fit drugs to needy one 

at a lower price.They have used Ethereum for implementing 

their idea and designed an architecture for the same. Shae et 

al. [37] proposed an architecture based on blockchain for 

solving problems such as improper prescription of 

medicines for patients .They also highlighted various issues 

such as technical problems on implementing this and shared 

some insights for solving them. In the paper,the authors 

briefly talked about the medical sector and described the 

architecture design,barriers and usability of blockchain in 

medical sector. Saxena et al. [38] briefly talked about the 

medical supply chain and highlighted various issues that are 

making the supply chain worse.They also discussed the 

current implemented strategy for solving the counterfeiting 

problem.They had researched with people that are from the 

medical industry and developed a blockchain based tool 

“Pharma Crypt” for solving some of the problems. 

III. METHODOLOGY AND IMPLEMENTATION 

In this section, we explain our proposed blockchain-

based model for drugs tracking and counterfeiting. We 

begin our discussion with the introduction to Smart 

Contracts and after that we discuss the concept of 

transactions in blockchain.We show how a transaction will 

execute in blockhain network with diagrammatic 

representation. 

 

 

Figure 1: Smart Contract Architecture 

A. Smart Contracts 

A Smart Contract is a few lines of code which is 

automatically executed whenever some terms and 

conditions(that are already set) are satisfied in a blockchain 

network. It can include the transfer of assets from one level 

to another or some kind of update in the network.  

Basically, it is a piece of code that enforces the 

agreement done between two parties without paying any 

amount to a third person. They also enable the users to 

manage their access rights and their assets among different 

parties. They are stored on ledgers and are secured from any 

kind of tampering. The time complexity for the execution of 

transactions is high because the transactions are executed 

among all the peer nodes of the network periodically or in 

sequence. Moreover, the data corresponding to that is 

written on all the ledgers hence giving rise to space 

complexity. This issue is addressed in our model by 

deploying the contracts only for certain nodes of the 

network and not all the nodes. Hence, some nodes of this 

network can validate the transactions, and hence space and 

time complexity is improved. We used Java and Node.JS 

programming languages for writing smart contracts. The 

figure 1 represents an overall architecture of smart contract 

execution for our proposed model. 

B. Transactions Execution Procedure 

The roadmap for a transaction in the network is 

summarized in figure 2. Users are shown the front-end of 

the application where the credentials are required so that the 

user can enter the blockchain network. Enrollment of all the 

participants in the network is done by the administrator 

which gives the credentials along with an enrollment 

certificate to all the users. After the user has gone through 

the login process, the user initiates a transaction using 

his/her credentials. Then the request is sent to all the peer 

nodes (divided into two sub-categories: committers and 

endorsers).  
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Endorsers execute the transaction if it is valid. 

Committers validate the result obtained by executing those 

requests before it is written to the ledger. We can also say 

that endorsers are similar to committers who hold the 

predefined smart contract. These endorsers execute the 

contract of requested transactions in their simulated 

environment before writing to the ledger. The endorser 

fetches the read/write data while executing the request in 

their environment which is RW set. The read in the RW set 

contains information about the world state before the 

transaction is executed and the writing part of the RW set 

contains information about what is written in the world state 

after the request is executed in the environment. Then 

endorsers return the executed transaction to the client 

application along with RW sets. The user again submits the 

signed transaction with all RW sets to the consensus node. 

The consensus node sends the transaction to the committers. 

The committers validate by matching the current world state 

and if matched then it is written into the ledger. Finally, 

committers will send an alert message regarding the 

transaction status. Communication between application and 

blockchain network is achieved with the help of REST API 

and SDK. 

C. Drug Supply Chain with Hyperledger 

Now, we will demonstrate the working of the Drug 

Supply Chain using Hyperledger fabric. The first step that is 

involved in this application is to first start the blockchain 

network. The network consists of the peers, the ORDERER, 

and the chain code which is installed on all the peers. The 

chain code is nothing but the smart contract, which is 

installed in all the peers. Moving on, we will see how the 

flow of the application works through a network diagram as 

shown in figure 4. 

Figure 4 summarizes an architectural view of our 

proposed model. We identified six active peers, i.e., the 

manufacturer, Government, Drugs Administration 

Organization (DAO, something similar to FDA), hospital, 

customer, and the doctor. 

We’ll now discuss how drug-related information moves 

in the blockchain to all the peers, starting from the 

manufacturer and ending at the customer. Suppose the 

manufacturer creates a drug, and he enters the details of the 

drugs in the blockchain.  

 
Figure 2: Transaction Execution Procedure 

 

These drugs need to be approved at the government end 

and the DAO. Say, once the manufacturer enters the drugs, 

the drug details are added in the blockchain, and it moves to 

the government, the details are then distributed to all the 

other peers as well. The government entity will check 

whether the manufacturer is proper or not, and then 

approves the drug. The DAO will check whether the quality 

of the drug is okay and approve the drug. Once both the 

government and the DAO have approved the drug, it is then 

moved to the hospital or the pharmacy, where it is clear and 

safe to the customers and patients and then a customer can 

purchase it. Once the customer retains a particular drug by 

inputting what condition he is suffering from, this particular 

information of the customer and the drug that he has 

purchased, i.e., the prescription, is then sent to the doctors 

for approval. 
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The doctors or the medical professionals, verify that the 

drug, which is bought by the customer, is prescribed 

properly, and then approve the purchase. So, once it is 

approved, the customer is able to purchase that particular 

drug. This is a flow that starts from the manufacturer who 

creates the drug and then ends with the customer who 

purchases the drug. Hence, the drug-related information 

moves through the blockchain among all the peers. Now that 

we have shown the blockchain network itself, and the basic 

flow diagram in Figure 4, we will now see how the entire 

application works, through the self-designed user interface. 

Every peer has to log in through a web page, so we will now 

log in as the manufacturer.  Figure 3 is the sample login 

page of the manufacturer. 

There is a choose file option in which we need to select 

the manufacturer-specific ID certificate to authorize him and 

encrypt transactions in the blockchain network.  

 

 

Figure 3: Manufacturer Login Interface 

 

These certificates are created when the blockchain 

network itself is started and act as a sort of fingerprint or an 

ID card to authenticate that particular identity into the 

blockchain network.These are peers specific certificates and 

every peer has a unique ID. So, now we are in the drug 

manufacturer interface. This is where the entire flow starts, 

as shown in the architecture diagram in Figure 4. In this 

manufacturer interface, we create the drug details as shown 

in Figure 5. 

 

 

Figure 4: Architectural View of Proposed Model 
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Figure 5: Drug Manufacturing Interface 

We have given the details of a drug to create it in 

Figure 5. And once we click the button Create drug, then 

we’ll have a successful transaction, and the transaction ID 
will be shown as a notification prompt as shown in Figure 6. 

 

 

Figure 6: Notification Prompt 

It goes like 3cc87. So in every peer interface, we also 

intend to show the blockchain itself and the number of 

blocks for transparency, as shown in Figure 7. Whereas, in 

Ethereum, there are tools like ganache to show the entire 

state of the blockchain, including different log details and 

the different transaction details. However, in this demo 

application, we intend to show it by ourselves by leveraging 

the Hyperledger fabric.  

For instance, we have created the ADVIL drug that is 

added into the blockchain with block number 29. If we click 

on a particular block number as shown in Figure 8, we will 

get information like Transaction ID, Block Hash, Channel 

name, drug name, Time Stamp, etc. This is the powerful 

feature of blockchain and the Hyperledger fabric. Also, as 

this data is immutable, no one can change it. Each 

successful entry will be recorded as a transaction or a block 

in the blockchain network. In our application, whenever we 

create a drug, it is considered as a transaction and this 

particular transaction is added as a block into the 

blockchain, which is then distributed among all the peers in 

the network. 

 

 

Figure 7: Block Details 

Similarly, we have a button named Get Drug Info 

which is a query to the blockchain to view the block details. 

This button queries the smart contract to get all the drug 

details. 

 

 

Figure 8: Transaction Information 

 

 

 



International Journal of Recent Technology and Engineering (IJRTE)  

ISSN: 2277-3878, Volume-10 Issue-1, May 2021 

 

 
106 

Published By: 

Blue Eyes Intelligence Engineering 

and Sciences Publication  

© Copyright: All rights reserved. 

Retrieval Number: 100.1/ijrte.A57440510121 

DOI: 10.35940/ijrte.A5744.0510121 

 

Once we create the drug, the FDA and the government 

entity need to approve it for retail in pharmacies. Figure 9 

shows the login interface of the DAO. 

 

 

Figure 9: DAO Login Interface 

We get the drug info from the blockchain. We created 

a few drugs, and the number of blocks till now is 29. The 

ADVIL medicine has pending approval as shown in Figure 

10. 

 

              

 

 

Figure 10: Approval Pending from DAO 

So,once we approve, say ADVIL medicine, then after a 

successful operation, the number of blocks is now 30 with 

the 30th block content containing the key-value pair with 

the approved message, as shown in Figure 11. That is how 

the DAO will approve drugs. 

 

 

Figure 11: Drug Approval by DAO 

 

 

Figure 12: Approval Pending from Government 
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Now moving to the government interface. After login, 

we will see the drugs approved by DAO. Now, the 

government needs to approve it. After the government 

approves it, a successful notification will come up and this 

transaction is then recorded into the blockchain network. 

Now, as shown in Figure 12, the drug ADVIL has been 

approved by the DAO and has approval pending from the 

Government. So, once the government approves ADVIL, 

then a successful transaction notification will pop up with 

the transaction ID, and this successful transaction is added 

as a block in the blockchain network. Hence, now the total 

blocks become 31.So, now that the DAO and the 

government have approved the drug, it is now cleared for 

retail in pharmacies. So, if we log in to the pharmacy or the 

hospital interface, this will show all the drugs that are 

genuine and have been approved by FDA and the 

government, as summarized in Figure 13. 

 
Figure 13: Pharmacies / Hospital Interface 

 

    

Figure 14: Analytical Section 

This analytic section is just provided to show how data 

comes in near real time through the blockchain and it can be 

used for different charting and statistical purposes also. So, 

this is just to show that data appears very fast and can be 

used by many analytics companies for reporting statistics 

data for those purposes 

Now that drugs are approved, they are available to be 

purchased at pharmacies. So, now, we log into the customer 

interface. In this interface, the patient, or the customer can 

purchase approved drugs that are at the pharmacy, as shown 

in Figure 15. So, he will enter his details like name, age, 

email, etc. Then select a condition like fever, influenza, etc., 

and then select the medicines that are available for purchase 

(the approved drugs) and ready for sale. Once we submit 

these customer details, it is sent to the doctor or the medical 

professional who will approach the prescription, and this 

will be added as a transaction/block in the network. Hence, 

now the total blocks become 32. 

 

 

Figure 15: Patient Interface 

Once we submit these customer details, it is sent to the 

doctor or the medical professional who will approach the 

prescription, and this will be added as a transaction/block in 

the network. Hence, now the total blocks become 32. We 

can see that the customer details have been passed on to the 

doctor and has pending approval, shown in Figure 16. 

 

 

Figure 16: Pending Approval from Doctor 

So, now we will finally log in with the doctor's 

interface, by giving the required certificate. Here, we can 

see the customer's prescription & the drugs that he requires. 

So if the doctor feels that the prescription is okay, then he 

can approve it. The successful approval counts as a 

transaction and will be recorded as a block in the blockchain 

network. Now, the block count becomes 33, as shown 

in Figure 17 
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Figure 17: Doctor’s Approval for Medicine 

Therefore, after that, if the customer logs into the 

customer's interface, he can see that the required drug is 

now approved for purchase. Hence, this forms the entire 

flow of the proposed model. We started from the 

manufacturer and ended with the customer. With the help of 

Hyperledger Fabric, we can remove the counterfeiting drugs 

from the market because this type of network is totally 

transparent and tamper-free. 

IV. CONCLUSION 

Serious health issues, including deaths, may occur if 

the users consume counterfeit drugs. Several counterfeit 

drugs have been detected in the market of lower / middle 

income countries. Hence, detecting such fake drugs in the 

market is a big challenge. Keeping their threats in mind, in 

this paper, we have proposed a blockchain based model to 

detect such fake drugs.  The proposed model also aims to 

track the movement of drugs from the industry to the 

patient. We have used the Hyperledger fabric to implement 

the entire model. In the proposed model, the manufacturer 

first has to upload the details of a drug which is sent further 

to the government for approval. Once it is approved, the 

pharmacies can request the approved drugs within the 

blockchain network. Further, if a patient needs to get some 

medicine/drugs, then a corresponding request is made into 

the blockchain network. Then, a medical officer/doctor 

approves or rejects his request. Because the entire model is 

implemented in a blockchain network, it can prevent 

counterfeiting of drugs and we can easily track the 

movement of drugs from the manufacturer up to the patient. 
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The aim of this research is to explore the potential of ZrB2-SiC-based ceramic coatings as a protective layer
for Inconel 718 substrates. The study focuses on the use of shrouded plasma spraying technology to deposit
the coating and investigates the effect of exposure to molten sulfate-vanadate salts (45% Na2SO4 and 55%
V2O5) on its properties. The tribological behavior and corrosion resistance of the coated samples were
evaluated, and the results revealed that the ZrB2-SiC coating showed resistance to hot corrosion. Upon
exposure to the molten salt mixture, the ZrB2-SiC coating was found to interact with V2O5 and Na2SO4,
forming binary oxide phases, such as NaVO3 and SiO2. The formation of the ZrO2 monoclinic phase was
observed due to the leaching of B2O3 from the ZrB2-SiC coating. However, the physical properties of ZrB2-
SiC were found to prevent the penetration of the molten salt, thus reducing its corrosive effect. Overall, the
results indicate that ZrB2-SiC-based ceramic coatings have the potential to offer effective protection to
Inconel 718 substrates against hot corrosion in harsh environments.

Keywords hypersonic vehicles, molten salt, shrouded plasma
spraying, silicon carbide, tribology, wear mechanism,
zirconium diboride

1. Introduction

Hypersonic vehicle components must perform under high
temperatures, such as scramjet nozzles, wing leading edges, and
nose tips. A protective surface coating is recommended to
safeguard these parts against high-temperature oxidation and a
corrosive environment (Ref 1). The remarkable ability of ultra-
high temperature ceramics (UHTCs) to withstand harsh envi-
ronments has led to widespread use. Among various UHTC
materials, ZrB2 is the most often studied UHTC material
because of its superior thermal conductivity (58.2 W/mK), low
coefficient of thermal expansion (5.82 9 10�6 �C�1), melting
temperature (3500 K), higher electrical conductivity, low-
density (6.09 g/cm3), strong thermal shock resistance, and high
hardness (Ref 2, 3).

Because of the properties mentioned above, ZrB2-based
protective layers [like a thermal protection system (TPS)] have
received much attention in recent years. Thermal barrier coating
solutions based on ZrB2 are often used. In recent years, ZrB2-
based coatings have attracted much attention as it protects
against oxidation at high temperatures by acting as ablation-
resistant coatings. Above 800 �C, it has been observed that
ZrB2 is rapidly oxidized, producing B2O3 and ZrO2. This B2O3

forms a protective liquid layer (above 450 �C) on the surface,
which restricts oxygen diffusion. However, at above 1200 �C
B2O3, get starts evaporating severely and no longer protects the
matrix. It has been investigated that the amalgamation of ZrB2

with SiC increases the oxidation resistance at 1000-1800 �C by
producing less volatile boro-silicate glass with reduced oxygen
permeability (Ref 3). As a result, they’ve been employed in
high-temperature situations to endure oxidation, corrosion, and
wear. ZrB2-SiC ceramics gradually oxidize at 800-1200 �C.
The oxidation of SiC generates a SiO2 film on the coating
surface as the temperature rises, which can further avoid
oxygen entry into the matrix (Ref 4, 5). Simultaneously, ZrSiO4

may be produced by reacting ZrO2 and SiO2, which improves
the coating oxidation resistance. Incorporating a SiC ceramic
into ZrB2-based ceramics can considerably improve their
oxidation behavior within the moderately elevated temperature,
with optimal SiC content ranging between 15-20 vol.%. It is
found that 20 wt% compositions of SiC is best suited for
hypersonic vehicles in test conducted by US Air Force (Ref 6).

In the past, several studies investigated the oxidation
resistance of ZrB2-based ceramics at higher temperatures. The
characteristic scale formed during oxidation of a ZrB2-SiC
ceramic has been proven to consist of four different layers: an
unaffected layer, a SiC-depleted layer, a SiO2 ironic smooth
film, and a SiO2-ZrO2-layer (Ref 10, 11). Researchers evaluated
the properties of reinforcement, sliding speed and load on the
tribology of ZrB2based composites. Shirshendu et al. studied
the scratch resistance of ZrB2-TiB2 composites counter to
diamond and discovered that ZrB2-TiB2 had superior wear
resistance because of greater fracture toughness and hardness
(Ref 7). Jitendra et al. examined tribological behavior and
found a decrease in COF as well as an increased tendency for
the formation of tribochemical films (Ref 8). Despite this, few
studies in the literature concentrate on the oxidation and wear
behavior of atmospheric plasma spray ZrB2-based coatings. As
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a result, the engineering and scientific research community is
working to devise ways for impurity infiltration resistance to
enhance the service life of UHTC components in presence of
high temperatures or different types of fuel. Still, it is needed to
research the sliding wear and hot corrosion characteristics of
the ZrB2-SiC coating contrary to molten corrosive salt, notably
Na2SO4 and V2O5, at extreme temperatures of 900 �C (Ref 9).
As a result, it is clear that the obstacles to preventing molten
salt flow in ZrB2-SiC still exist in creating efficient hypersonic
vehicles or UHTC components.

This study intends to establish ZrB2-SiC coatings over
Inconel-718 material using a shrouded plasma spraying tech-
nique. Inert gas (shroud gas like nitrogen and argon) develops
an envelope around the plasma flame and minimizes the chance
of oxidation. Shrouding gas helps to shield the inflight particle
so that it will not make direct contact with the atmosphere,
preventing it from oxidizing the coating (Ref 9). This is the first
study on the influence of ZrB2-SiC coating on hot corrosion
behavior and the total mitigation of molten corrosive salt
penetration in ZrB2-SiC coating. The coating will be subjected
to Na2SO4 + V2O5 for 30 h at a high temperature (1600 �C).
The ZrB2-SiC coating is thought to show an essential part in
molten salt penetration mitigation by operating as a physical
barrier. Furthermore, ZrB2-SiC can interact thermally and
chemically with the molten salts, altogether preventing molten
salt penetration and strengthening the root. This research aims
to demonstrate the oxidation behavior of the shrouded plasma-
sprayed ZrB2-SiC-based coatings and elucidate the density
impact on ZrB2-SiC oxidation resistance). The role of ZrB2-SiC
in the mitigation of in dry unlubricated states of sliding against
counter body WC ball and corrosive molten salt (55 wt.%
V2O5+ 45 wt.% Na2SO4) intrusion will be explored.

2. Materials and Methods

The SiC (700-800 nm) and ZrB2 (10 lm) were supplied by
Trixotech Advanced Materials Pvt. Ltd. (India). The powder
compositions of ZrB2 80 vol.%-SiC 20 vol.% were obtained by
mixing ZrB2 and SiC. To agglomerate the mixture, a spray-
drying method was used, resulting spherical grain powder with
the mean particle size distribution in between 40-60 lm,
suitable in thermal spray deposition. A Field Emission
Scanning Electron Microscope (FESEM) made by Zeiss,
Sigma H.D., was used for the study of powder, coating and
fracture surface morphology, also EDS analyzer was coupled.
In contrast, x-ray diffractometer (XRD) (model: TTRAX III,
made by Rigaku, Japan) was used to examine phase compo-
sition using Cu-Ka radiation (energy is 8.04 keV and
k = 0.15 nm) having scan rate of 2�/min (step size = 0.02
degree) in 2h range between 20� and 80�.

The mixed powders were used to deposit coating on
Inconel-718 substrates using the shrouded APS technique. The
primary plasma and powder carrier gas are argon, whereas
hydrogen is employed as the secondary gas. For the controlled
atmosphere, an inert atmospheric shroud is placed at the
forward-facing of the 9 MB plasma gun as depicted in Fig. 1.
Several experiments were carried out, and the process param-
eters for coating samples are determined and represented in
Table 1.

Helium gas pycnometer (Model: 1200e, Country: USA) was
used to determine the coating true densities with 0.689 bar

pressure as the exit gas. The theoretical density of ZrB2 and SiC
are 6.085 g/cm3 and 3.217 g/cm3, respectively (Ref 10). The
theoretical density of the composites was determined using the
rule of mixtures. The tribological test wear conducted in ball on
disk tribometer using WC ball, for 3600 s, speed 250 rpm,
normal load 5 N and wear track diameter of 6 mm. The
classical Archard�s equation is utilized for determination of
specific wear rate.

A mixture of Vanadium Oxide (V2O5) and Sodium Sulfate
salt (Na2SO4) with 55 wt.% and 45 wt.% respectively was
prepared as a corrosive agent is shown in schematic Fig. 2. The
specification of each salt is listed in Table 2. The powders of
Na2SO4 and V2O5 were blended in a planetary ball mill for a
period of 4 h using Zirconia balls as a mixing medium
(ZrO2 ball to powder ratio 2:1).

The ZrB2-SiC coating was preheated at 250 �C using high
temperature chamber furnace for 1 h before applying the
Na2SO4-V2O5 mixture on the surface of coating, to achieve
better adhesion with salts on the coating surface. A quantity of
5 gm/cm2 Na2SO4-V2O5 salt was evenly distributed on the
coating’s surface using a glass fibre brush. Then, furnace was
used to dry these salt-containing coatings for 1 h at 250 �C, to
remove moisture from the deposited salt. The sample was
placed inside a furnace set to 1600 �C in an air-filled furnace
for 30 h, and the coatings were removed for characterization
after cooling to ambient temperature.

3. Results and Discussion

3.1 Microstructural and Tribological Investigation
of Powder and Coatings

The high and low magnification FESEM images of the
ZrB2-SiC powder, which is utilized in the production of
plasma-sprayed coating, are shown in Fig. 3(a) and (b). All the
spherical powder agglomerates had an average size of 40-
70 lm. Figure 3(a) depicts the SiC particles in the ZrB2 matrix
using yellow line arrows. The surface of the spherical
agglomerates exhibited a coarse structure because of the
asymmetrical morphology and sharp corners of the base
material that made up the entire agglomeration.

To examine the elemental compositions in the powder, an
elemental mapping analysis was conducted. The high-resolu-
tion FESEM images in Fig. 4(a) give us an in-depth look at the
ZrB2-SiC powder’s microstructure. This analysis went a step
further by utilizing elemental mapping techniques (presented in
Fig. 4b-e), which allowed us to study the distribution of the key
elements Zr, B, Si, and C within the sample. The findings of
this analysis are extremely important, as they provide evidence
that the elemental ratio of the ZrB2-SiC powder is consistent
with the desired composition. This can be seen clearly in
Fig. 4(f), where the elemental ratio is plotted and compared to
the desired specifications. This information can also be used to
optimize processing conditions and further improve the prop-
erties of the material.

The XRD spectrum of the resulting ZrB2-SiC powder and its
coating is revealed in Fig. 5. Coating depicted significant right
shifting of the peak as compared to the powder due to the lattice
contraction in crystal during solidification of molten particles
on the substrates. According to the JCPDS, the major peaks in
ZrB2-SiC coating are ZrB2 (a), SiC (c), and a trace of ZrO2 (b):
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(00-034-0423) for hexagonal ZrB2, (00-048-0708) for hexag-
onal SiC, (00-036-0420) for monoclinic ZrO2 (m-ZrO2), and
(00-024-1164) for tetragonal ZrO2 (t-ZrO2). t-ZrO2 was iden-
tified in the sprayed coating because a portion of the t-ZrO2

might not be changed to m-ZrO2 during the quick cooling from
elevated to ambient temperature. XRD was unable to identify
SiO2 due to its low concentration and amorphous nature.
Furthermore, the reduced SiC intensity may be caused by
disintegration of the SiC ceramic and oxidation at high
temperatures. According to this, the major phase in the as-
prepared coating is ZrB2 (Reference code: 01-089-3930). In
addition, comparable SiC peaks (Reference code: 00-022-1317)
could be observed in the XRD pattern. In contrast, (00-036-
0420) for monoclinic ZrO2 (m-ZrO2) and (00-024-1164) for
tetragonal ZrO2 (t-ZrO2). However, XRD patterns indicate that
the coatings retained ZrB2 and SiC phases.

The chemical element analysis using EDS shows an amount
of silicon that is consistent with the initial powders, depicted in
Table 3.

The cross-sectional representation of thickness of the
coating is shown in Fig. 6(a) which is found in between 300-
400 lm, and are devoid of defects and demonstrated greater
integrity with substrate whereas, Fig. 6(b) shows the theoretical
and measured density of the desired coating. The measured

Fig. 1 Schematic of the shrouded plasma spraying setup

Fig. 2 Schematic of the penetration mechanism of molten Na2SO4-
V2O5 salt through ZrB2-SiC coating under high temperature
environment

Table 2 Physical and thermal properties of the corrosive
salts studied in this work

Corrosive salts Na2SO4 V2O5

Manufacturer Merck (Germany) Merck (Germany)
Melting point, �C 888 690
Density, g/cm3 2.70 3.36

Table 1 Optimized process parameters used to fabricate plasma-sprayed ZrB2-SiC coatings

Plasma Current Voltage Standoff Primary Feed Secondary Shroud

Spray (A) (V) Distance Flow, Rate flow, Gas
Parameters (in mm) Argon (slpm) (g/min) Hydrogen (slpm) Pressure (psi)
Value 506 60 110 54 12 5.1 40
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Fig. 3 (a-b) FESEM images of the ZrB2-SiC powder at lower and higher magnification, demonstrating spherical shape

Fig. 4 (a) FESEM image of ZrB2-SiC feedstock powder, (b-e) EDS mapping is showing the EDAX spectrum quantifying presence of Zr, B,
Si, and C elements
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density of composite coating found to be 86.4 ± 1.3% of the
theoretical density. Since relative density and porosity are
inversely related, knowing the proportion of relative density
allows us to determine that coating have a porosity of � 13%.
Figure 6(c) represents the digital image of the shroud plasma-
sprayed ZrB2-SiC coating deposited over Inconel-718 sub-
strate. In Fig. 6(d), The ZrB2-SiC coating has a bi-modal
morphology, with a moderately melted zone with a sponge-like
microstructure and a completely molten zone bonded to create
dense structure, as shown in high magnification FE-SEM
image. The covering is devoid of significant fractures and
adheres to the substrate. Micro-cracks were seen on melted
zone of the coated surface, which might be attributed to
shrinkage and thermal strains caused by quick solidification
during plasma spraying. By intensifying corrosion process
between the liquid salts ZrB2 and SiC, the semi-molten
particles and microcracks function as diffusion channels to
the molten salts.

Figure 7(a) and (b) shows FESEM images of fragmented
surface of as-sprayed ZrB2-SiC coating, which exhibited a
characteristic splat like microstructure mainly made of overly-
ing lamellae delimited from splat boundaries and enclosed from
a link of micro cracks (Fig. 7a). Thermal conductivity and heat
transmission are commonly affected by splat boundaries.
Tension relaxation during fast cooling causes horizontal
microcracks to emerge at splat edges. Splat boundaries form
as a result of the weak connection between deposited splats
caused by the collision of fast solidification and their molten
droplets.

Figure 8 displays COF (Fig. 7a), wear rate and wear volume
loss (Fig. 8b) of bare substrate and ZrB2—SiC coating,
respectively. This can be observed that ZrB2-SiC coating
drastically reduces COF as well as wear volume loss. The
average COF decreases from 0.57 to 0.3 for bare substrate and
ZrB2-SiC coating, respectively. The wear volume loss of bare
Inconel-718 and ZrB2-SiC was calculated to be 2.63 ± 0.5 and
1.90 ± 0.8 mm3, respectively. As demonstrated in Fig. 7(b), a
significant reduction in wear rate was seen in ZrB2-SiC
(2.02 ± 0.03 10�3/N-m) coating compared to Inconel-718
(2.8 ± 0.04 10�3/N-m) bare substrate. Generally, hardness and
toughness are essential parameter influencing the underlying
tribological mechanism of most materials. These findings are
consistent with the Archard�s equation for abrasive wear,
specifies that the wear rate will be lower for harder material.
Hence, the formation of wear debris will be low for coating of
increased hardness (ZrB2-SiC) which lead to better wear
resistance and lowest COF than bare substrate. The incorpo-

Fig. 5 X-ray diffraction (XRD) spectra of the ZrB2-SiC powder and corresponding coatings

Table 3 Chemical elements were determined using an
energy-dispersive spectrometer (EDS) analysis

S. no. Chemical composition Zr, wt.% Si, wt.%

1 ZrB2 + SiC powder 55.35 12.28
2 ZrB2 + SiC coating 49.72 10.67
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ration of SiC in ZrB2 also enhances the tribological properties
of the composite. Apart from that, studies also shown that the
ceramics consisting SiC reacts with the moisture in the air and
silica/hydrated silica reaction film is produced. These formed
tribo films partially covered the wear track which further
prevents wearing of the surface.

3.2 Characterization of Sample After Hot Corrosion

Figure 9(a) illustrates a digital image of the ZrB2-SiC
coating prior to hot corrosion testing. Figure 9(b) and (c)
illustrates the morphology of the plasma spraying coatings after
30 h of exposure to corrosive salts (V2O5 + Na2SO4) at
1600 �C. After hot corrosion with V2O5 + Na2SO4 at

Fig. 6 (a) Cross-sectional FESEM image of shrouded plasma-sprayed ZrB2/SiC coating, (b) shows comparative plot of theoretical and
measured relative density of the ZrB2-SiC coating, (c) digital image of plasma-sprayed coating on Inconel-718 substrate, and (d) high
magnification FESEM image of ZrB2-SiC coating

Fig. 7 (a-b) High-magnification FESEM images of fragmented cross section of shrouded plasma-sprayed ZrB2-SiC coatings
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1600 �C, ZrB2-SiC is converted to monoclinic ZrO2. SiO2 is
generated from SiC, and a minor amount of SiC reflection is
noticed. The coated surface is covered by corrosion products, as
exposed in Fig. 9(c). Figure 9(d) and (e) depicts the topography
of a plasma-sprayed ZrB2-SiC coating surface after 30 h of
exposure to corrosive salts (Na2SO4-V2O5) at 1600 �C. It was
observed that several cylindrical-shaped and crystal dendritic
were formed over the surface of the ZrB2-SiC coating. The
surface morphology of ZrB2-SiC coatings also showed a porous
surface with minor cracks in addition to the formation of
cylindrical-shaped and crystal dendritic.

Figure 10(a) represents the top surface of the coating prior
to hot corrosion, where three distinct regions are identified, and
Fig. 10(b) demonstrates the EDAX spectrum with verified
elements, namely Zr, B, Si, and C. Figure 10(c) depicts the
FESEM of the top surface of the coating after hot corrosion. In
this case, three distinct areas are taken to validate the corrosion
area with the corrosive materials. Figure 10(d) depicts the
EDAX scanning of the coating’s surface after hot corrosion at
three distinct stages, confirming the elements Zr, B, Si, C, Na,
S, O, and V after reacting with the corrosive salts.

From the experiment, it is observed that at higher temper-
ature, the salts of Na2SO4-V2O5 were melted and reacted with

Fig. 8 (a) COF of bare substrate and ZrB2-SiC coating (b) Graph depicting wear volume loss along with wear rate

Fig. 9 (a) Digital picture of the ZrB2-SiC coating before hot corrosion test, (b) digital image shows V2O5 + Na2SO4 salt onto the ZrB2-SiC
coating, and (c) digital image shows the post-hot corrosion on coating, (d) FESEM images shows the surface of ZrB2-SiC coating after hot
corrosion test, and (e) high-magnification image of marked area (Fig. 10d), arrows indicating pores and molten salts of NaSO4 and V2O5

deposited and corroded over the surface
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ZrB2/SiC which leads to oxide�s formation such as ZrO2 and
SiO2. These oxides act as protective layer and stop further
reaction of salts with coating.

To better recognize, V2O5 may be melted first in the mixed
sulfate–vanadate salt because of the relatively low melting
point (690 �C). The reaction involving in formation of NaVO3

and Na3VO4 is summarized in Eq. 3, 4 and 5.

V2O5 þ Na2SO4 ¼ SO3 þ NaVO3 ðEq 1Þ

V2O5 þ Na2O ¼ 2NaVO3 ðEq 2Þ

V2O5 þ 3Na2O ¼ 2Na3VO4 ðEq 3Þ

When the ZrB2-SiC coating was in direct contact to V2O5-
Na2SO4 molten corrosive salts, a molten mixture of Na2O-
NaVO3-Na2SO4-V2O5 -Na3VO4 likely to cover the coating’s
surface because these reactions might not be completed entirely
and their reversibility should be addressed. This combination
might have entered the coating through the built-up pores,
resulting in micro-cracks over the coated surface from the
plasma spraying process.

Earlier studies of Hakon Flood and Hermann Lux demon-
strated that when acid and base react with inorganic salts can be
shown as acidic by the accepter of oxide ion (O.2�) and basic
by the donor of oxide ion; this base-acid concept could be
interpreted as a kinetic revival of the oxygen theory for bases
and acids: (Ref 11)

O2� þ acid ¼ Base ðEq 4Þ

Or else,

SO3 acidð Þ þ Na2O baseð Þ ¼ Na3SO4 saltð Þ ðEq 5Þ

The molten salts of concern in the current investigation were
largely sodium meta-vanadate and sodium ortho-vanadate,
where sodium meta-vanadate, for illustration [chemical reaction
(7 and 8)], may stand as per

Na2O baseð Þ þ V2O5 acidð Þ ¼ 2NaVO3 saltð Þ ðEq 6Þ

As a result, the thermodynamically acceptable processes that
occur during plasma spraying coating are as follows:

Fig. 10 (a-c) FESEM images of the ZrB2-SiC coating depicts, and (b-d) shows the EDAX spectrum before and after corrosion, respectively
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ZrB2 þ SiC þ NaVO3 ! ZrO2 þ Na2CO3 þ SiO2

þ V2O5 þ B2O3

ðEq 7Þ

4B2O3 þ 4ZrO2 þ 10NaVO3 þ 5 SiC
¼ 4 ZrB2 þ 2NaO þ 3CO2 þ 5SiO2 þ 5V2O5

ðEq 8Þ

As previously stated, the interaction of the melted corrosive
salts with ZrB2-SiC led to the loss of ZrO2 and SiO2, leading to
the formation of a ZrO2 crystalline phase which caused the
tetragonal ZrO2 to become unstable and transition for the
aforementioned stable monoclinic (m) ZrO2 crystalline struc-
ture. The diffusionless, martensitic transition of tetragonal—t¢
to monoclinic—m ZrO2 occurs via a volume expansion of
roughly 2-6%, resulting in spallation and cracking of the ZrO2-
SiC coating. When the volume expansion pressures are
relieved, they may cause fractures in the coating and, as a
result, coating failure.

ZrO2ð Þtetragonal ¼ ZrO2ð Þmonoclinic ðEq 9Þ

Thus, the interactions of these ceramics with vanadium salts
are primarily evaluated using Lux Flood type of acid base
reaction which are explicable on basis of the oxides’ compar-
ative acid—basic nature. The least affected stabilizing oxides
are those that must be acidic to interact with V2O5 and NaVO3.

XRD pattern of the SiC-ZrB2 coating before and after the
molten salt (hot corrosion) test is shown in Fig. 11. After the
hot corrosion experiment, zirconia was detected in both
monoclinic and tetragonal phases, despite the fact that the as-
sprayed coating only contained the tetragonal phase. In addition
to these phases, a few SiO2 and V2O5 peaks were also seen in
corroded ZrB2-SiC coating. This finding validated the devel-
opment of SiO2 crystals on top of the corroded ZrB2-SiC
coating. However, the corroded ZrB2-SiC coating’s XRD
spectra revealed sizable ZrB2 peaking. Moreover, the SiC
starting and ZrB2 phases, binary phases like SiO2, SiC, and
ZrO2 reaction products, can be found in the ZrB2-SiC plasma-
sprayed coating. The produced B2O3 is expected to evaporate at
temperatures exceeding 1400 �C.

The creation of the disilicide phase, caused by the weak-
ening of Zr2Si bonds, results in the production of the less
thermodynamically stable Zr2Si phase. Kumar et al. revealed
that at temperatures above 1400 �C, SiO2 interacts with ZrO2 to
generate ZrSiO4, and ZrO2 also reacts with TiO2 to form
titanium-rich zirconium titanate Zr5Ti7O2 phase (Ref 12). But,
in this study, ZrO2 and SiO2 didn’t get react with other oxide
elements. As a consequence, oxygen ions react with ZrB2-SiC
components upon exposure to produce its corresponding
oxides. The diffraction patterns of V2O5 and Na2SO5 are seen
in salt exposed surface of ceramic due to the remains of salts on
the coating surface. The XRD pattern shows that when the
ceramic is exposed to molten salt, the diffracted peaks related to

Fig. 11 XRD spectra of the ZrB2-SiC plasma-sprayed coating before and after molten salt test
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ZrSiO4 binary compounds become more evident, this might be
because the molten salt creates an oxidizing atmosphere.

Previous research on electrochemical behavior of ZrB2 has
revealed that metal behaves passively in acidic chloride or
neutral solutions. During chemical deterioration, presence of
the SiC phase generates a thin protective layer of Si-O,
demonstrating passive metal behavior (Ref 13, 14).

4. Conclusions

In this study, a coating was produced with the aim of
providing resistance against corrosive environments at 1600 �C
for 30 h and having a relatively low coefficient of friction
(COF) on its surface. The coating was made using plasma spray
technology and consisted of a mixture of ZrB2 and SiC with a
thickness of 300-400 lm, on Inconel-718 substrate. The COF
values for the coated substrates ranged from 0.57 to 0.3. The
wear rate of the ZrB2-SiC coating was found to be
2.02 ± 0.03 9 10�3 (mm3/Nm), which was lower than that
of the bare Inconel-718 substrate (2.8 ± 0.04 9 10�3 (mm3/
Nm)). The coated surfaces were then subjected to hot corrosion
tests using molten sulfate/vanadate salt mixtures, and it was
found that the ZrO2 component of the coating formed a
protective layer that prevented further penetration of the salts.
The study suggests that nanostructured ZrB2-SiC coatings can
be a potential candidate for further development as hypersonic
features with improved resistance to hot corrosion via sul-
fate/vanadate melts.
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Abstract

This paper proposes four-ring slot resonator-based MIMO antennas of

75 � 150 mm2 without and with CSRR structures in the sub-6-GHz range.

These orthogonal-fed antennas have shown diverse characteristics with dual

polarization. L-shaped parasitic structures have increased the isolation

(i.e., >40 dB) in the single-element antenna over the band of 3.4 GHz–3.8
GHz. A set of three CSRR structures in the MIMO antenna reduced the cou-

pling between antenna ports placed in an inline arrangement and enhanced

the isolation from 12 dB to 20 dB and the diversity characteristics. The S-

parameters of both MIMO antennas are measured and used to evaluate MIMO

parameters like ECC, TARC, MEG, and channel capacity loss. The simulation

results show the variations in the gain and directivity on exciting linear and

dual polarizations. The diversity performance of the reported MIMO antennas

is suitable for 5G applications.

KEYWORD S
channel capacity loss, ECC, MEG, MIMO antenna, mutual coupling, S-parameters, sub-
6 GHz, TARC

1 | INTRODUCTION

Shannon’s formula computes an instantaneous capacity
for a single-input–single-output (SISO) channel in the
transmitter and receiver units that uses the number of
antennas at each end of the link [1]. The ergodic SISO
capacity (in dB-b/s/Hz) as a function of distance is less
than the multiple-input multiple-output (MIMO) capaci-
ties for line-of-sight geometry. MIMO wireless technology
can increase a channel’s capacity by maintaining equal
antenna spacing. It is possible to increase the channel’s
throughput linearly with every pair of transmitting and
receiving antennas added to the system. This feature
makes MIMO technology one of the essential wireless

technologies to be employed recently. Additionally,
MIMO communication channels offer an exciting solu-
tion to multipath interference by utilizing multiple signal
paths [2]. As one of the applications, the MIMO antenna
is widely used for 5th Generation (5G) communication
systems. The advantages of MIMO in 5G technology are
higher data rates, unified connectivity, low latency, and
more connected nodes [3]. Several MIMO antenna
designs have been reported for 5G applications recently.
A dual-band MIMO antenna is reported to cover bands of
3.3 GHz–3.6 GHz and 4.8 GHz–5.0 GHz with an isolation
of approximately 12 dB [4]. Using a self-isolated antenna
element, a broadband MIMO antenna system reported a
14-dB isolation in the 5G NR (3.3 GHz–4.2 GHz)
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frequency range [5]. However, it is a relatively complex
structure. Furthermore, such separation is insufficient to
prevent any intervention.

The main characteristics of the MIMO antenna for 5G
are low profile, high isolation between antenna ports,
envelope correlation coefficient (ECC) of <0.5 [6], mini-
mum total average reflection coefficient (TARC)
(<�20 dB), and mean effective gain (MEG) between �3
dB and �12 dB [6]. The future aspect of MIMO design is
to make it massive by adding numbers to transmitting
and receiving antennas, hence increasing the system’s
overall channel capacity. Polarization diversity can meet
the need for more antennas, resulting to space diversity,
by adopting dual polarization. Hence, the overall size of a
dual-polarized MIMO antenna can be cut in half when
compared with identical single-polarized antennas [7, 8].
Reference [9] compares the features of various isolation
improvement techniques used to reduce mutual coupling
between feed ports in a MIMO antenna. One of the isola-
tion techniques reported in previous studies [9] is
mushroom-type electromagnetic band gap (EBG) struc-
tures that increase the isolation by approximately
24.6 dB. A row of mushroom-type EBG structures can be
used for further improvement in the isolation. Although
it provides sound isolation, its design is complex. Some
structures like slitted patterns in the ground plane, rect-
angular defected ground structure, and slots provide 20-
dB, 32-dB, and 45-dB improvement in the isolation,
respectively. These designs are simpler; however, the
techniques utilizing these structures are reported to
degrade the radiation pattern of the antenna. A U-shaped
microstrip structure increases isolation by 31 dB, and it
has the advantage of a more straightforward design with-
out any degradation of the radiation pattern. In a two-
element MIMO antenna array consisting of two rectangle
patch antennas with 50-Ohm coaxial feeding, five 3-D
meta-material cells composed of an upper M-shaped
patch and two lower U-shaped patches were implemen-
ted and >18-dB mutual coupling reduction has been
obtained without any deviation in the operating band-
width and radiation characteristics [10]. A recent study
introduces a metasurface-based decoupling method
between two coupled MIMO antennas. A metasurface
superstrate comprises pairs of nonuniform cut wires with
different lengths [11]. The measured results confirmed
that the isolation between two dual-band antennas is
improved to >25 dB at both 2.5 GHz�2.7 GHz and
3.4 GHz–3.6-GHz bands. In another approach [12], a
ceramic superstrate-based decoupling method is pro-
posed to reduce the mutual coupling between two closely
packed dipole antennas and cross-polarization suppres-
sion. This ceramic superstrate is taken on a dielectric slab
with εr of 20.5 and thickness of 2 mm and kept

suspended over the antennas in the H-plane. This
increased the isolation from 10 dB to >25 dB in the oper-
ation band of 3.3 GHz–3.7 GHz. The minimization of
ECC values between antenna elements can improve the
radiation pattern, decrease the interference between
channels, and enhance the MIMO antenna performance
characteristics. Hence, by adding an L-shaped structure
on the top layer, the isolation improvement is achieved
in this work up to 44 dB, which is simple to design with-
out affecting the antenna’s radiation pattern. Addition-
ally, aperture-coupled feeding is preferred as it is offers
advantages like the feed-line radiation isolated from slot
radiation and higher bandwidth [13]. Hence, placing fee-
dlines and radiators on different planes provides these
advantages. Moreover, the main advantages of using a
ring slot as a radiator are a low profile, fabrication sim-
plicity, and bidirectional radiation, which lead to the pre-
ferred employment of a ring slot radiator antenna in a 5G
smartphone PCB [14]. A new reduced-coupling slot
MIMO antenna design is proposed for 5G MIMO mobile
terminals composed of dual-polarized square-ring slot
antennas placed at four corners [15]. This antenna
reported >75% radiation efficiency (RE), 60% total effi-
ciency (TE), ECC ≤ 0.005, and TARC better than �25 dB
between the ports in the frequency range of 3.4 GHz–
3.8 GHz. In previous studies [16], an eight-antenna
MIMO array is proposed to operate at the LTE band
42 and LTE band 46 for the 5G mobile terminals, which
is composed of eight slot antenna elements based on
stepped impedance resonators and activated by shorted
microstrip feed lines printed on the top side of the sub-
strate. This MIMO antenna of size of 70 � 140 mm2

reported an ECC of ≤0.08 and isolation of ≥11.2 dB at
3.4 GHz–3.6 GHz and 5.15 GHz–5.925 GHz bands.
Enhancement of isolation between ports, ease of design,
and robustness make slot radiator antennas suitable for
antenna design. Such a feature provides one additional
advantage of higher channel capacity, so proclaiming the
channel capacity loss (CCL) makes the MIMO antenna
design more selective for a high data rate transmission.
Simultaneously, the evaluation of MIMO parameters and
CCL from the measured results confirms the perfor-
mance of the proposed MIMO antenna in the real-time
environment.

In this paper, a four-element dual-polarized MIMO
circular ring slot antenna with a pair of L-shaped para-
sitic structures is proposed that offers a low profile of
75 � 150 mm2, high isolation between the ports
(>20 dB), an RE of up to 80%, a TE of up to 76%, and var-
ious diversity performance like lower ECC (<0.005), less
TARC (up to �12 dB) between ports, MEG between �3
dB and �12 dB for all the antenna ports, and
CCL < 0.7 b/s/Hz in the sub-6-GHz band, that is,

2 KAUSHAL ET AL.



3.4 GHz–3.8 GHz. The MIMO parameters and CCL are
also calculated from the measured S-parameters to vali-
date the performance. Furthermore, the MIMO design is
improved by affixing a set of three complementary split-
ring resonators (CSRRs) to the ground layer in order to
reduce mutual coupling between ports in an inline
arrangement without compromising its radiation charac-
teristics. However, when the number of ports is increased
from four to eight with CSRR structures, the ECC and
TARC are found to be inefficient, whereas the minimum
CCL is reduced to 0.4 b/s/Hz.

2 | SINGLE-ELEMENT ANTENNA
(SEA) CONFIGURATION

Figure 1 illustrates an SEA consisting of a circularring
slot radiator on the bottom layer and orthogonally posi-
tioned two microstrip feed lines on the top layer on a
FR4 substrate (εr = 4.5, height = 1.5 mm). Instead of a
ring, a pair of L-shaped parasitic devices are introduced
to improve isolation [15]. The antenna structure is dual-
polarized and has a 35 � 35 mm2 low profile. Dual polar-
ization has the advantage of boosting channel capacity,
which is necessary for 5G applications, using fewer
antennas and enhancing envelope correlation between
nearby ports. Table 1 shows the dimensions of SEA.

The S-parameters of this SEA with optimized physical
dimensions (given in Table 1) are shown in Figure 2. The

return loss (Snn) of SEA is found to be �31.73 dB at
3.6 GHz and its impedance bandwidth is 425 MHz (for
�10 dB).

The isolation (Smn) between two ports of SEA has
reached a minimum of 44.53 dB in the sub-6 GHz range
(3.4 GHz–3.8 GHz) by introducing an L-shaped parasitic
structure on the top layer. On exciting Ports 1 and 2 indi-
vidually, the 3D radiation patterns of SEA at 3.6 GHz are
illustrated in Figure 3. The directivity is found to be
3.77 dBi at 3.6 GHz, whereas the beamwidths are
obtained as �121� and �88� on exciting Port 1 and Port
2, respectively.

3 | MIMO ANTENNA
CONFIGURATION

3.1 | Proposed MIMO based on SEA

As illustrated in Figure 4, the improved antenna element
was used to create a MIMO antenna in a 2 � 2 array on

F I GURE 1 Single-element antenna (SEA) geometry: (A) Top

view. (B) Bottom view.

TAB L E 1 Design parameter values for SEA.

Parameter Values (mm) Parameter Values (mm)

W 35.0 r 8.10

Lp 11.9 t 0.65

Wp 3.50 W1 1.50

L1 5.50 W2 1.00

L2 4.50 Ws 1.60

F I GURE 2 S-parameters response of SEA, where m and n = 1

or 2; m ≠ n.

F I GURE 3 Three-dimensional radiation pattern of single-

element antenna (SEA) when fed at (A) Port 1 and (B) Port 2.
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the same FR4 substrate, with an overall geometry
75 � 150 mm2. Furthermore, the size of element anten-
nas placed at all four corners of the MIMO structure has
been reduced to 29 � 29 mm2,that is, by 31.3% as the
parameters (length of feed line, thickness, and inner
radius of circular slot on ground plane) for SEA are
reduced a little as in Table 2. These new dimensions
improved matching, and a MIMO antenna was fabricated
accordingly. In the designed MIMO antenna, the orthog-
onally placed ports in each SEA support different trans-
mission channels with independent or very less fading of
the signals, that is, signals with horizontal and vertical
polarization transmitting from or receiving at these ports
experience low correlation, which makes the scope of
polarization diversity.

Thus, polarization diversity offers the advantage of
acquiring less space on the smartphone PCB for efficient
diversity characteristics. However, it is limited to estab-
lishing only two separate transmission channels. To over-
come this limitation, one feasible approach is to install
these SEAs in the four corners of the smartphone PCB to
establish several channels. Consequently, the four sets of

either horizontal or vertical ports can receive several ver-
sions of the same signal by utilizing separate transmis-
sion pathways with less fading correlation between them;
this configuration accredits another sort of diversity
known as space diversity. Figure 5 depicts a visual repre-
sentation of polarization and space variety.

Figure 6 (A,B) shows the completed MIMO antenna
(B). The S-parameter measurement (Snn) is performed by
connecting one MIMO antenna port to the vector net-
work analyzer (VNA) R&S ZVH8 and leaving the

TAB L E 2 Modified design parameters in proposed MIMO

antenna.

Parameter Values (mm)

Lm 10.00

rm 8.00

tm 1.85

F I GURE 5 Polarization and space diversity scenario in the

proposed MIMO structure.

F I GURE 6 Fabricated MIMO. (A) Top layer. (B) Bottom layer.

(C) S-parameter measurement setup. (D) Radiation pattern

measurement setup in the anechoic chamber.

F I GURE 4 (A) Top layer and (B) bottom layer of proposed 5G

MIMO antenna.
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remaining ports terminated with 50-ohm loads, as shown
in Figure 6C. The isolation (Smn) between two antenna
ports is measured using the same VNA, whereas all other
ports are terminated. The MIMO antenna’s radiation pat-
tern is measured in an anechoic chamber using signal
generator RIGOL DSG3060 and spectrum analyzer R&S
FSL6 as shown in Figure 6D. Figures 7 and 8 show the
simulated and measured results of return loss and isola-
tion characteristics of the proposed 5G MIMO antenna.
This antenna has a return loss of better than �30 dB at
each port, whereas the measured Snn values are from
�18 dB to �38 dB in the desired band for all ports as
shown in Figure 7B. The isolation (Smn) from Port 1 to
other ports is found below �20 dB except with Port 3 due
to their inline alignment in the 3.6-GHz band. Similar
isolation is observed between Ports 5 and 7, that is,
�12.9 dB at 3.6 GHz. The measured Smn values agree

with the simulated one by comparing Figure 8 (A,B),
which ensures the use of this designed MIMO antenna in
the sub-6-GHz range, that is, the n78 band. Directivity
values exiting various ports range from 4.69 dBi to
6.11 dBi due to dual polarization horizontal polarization
(on stimulating Ports 1, 3, 5, and 7) and vertical polariza-
tion (on exciting Ports 2, 4, 6, and 8). Table 3 shows the
details of the simulated gain, directivity, and beamwidth
values for these excitations.

Figure 9 shows the simulated and measured radiation
patterns of the designed MIMO antenna at 3.6 GHz when
exciting horizontal and vertical ports. It could be seen
that while exciting the horizontal port, the MIMO
antenna gives a dumbbell-shaped radiation pattern hav-
ing a gain of 3.8 dB in the XZ plane while covering both
sides of the smartphone PCB and the YZ plane. On exit-
ing the vertical port, the MIMO antenna in the YZ plane
radiates a better gain of 5.2 dB on the top side compared

F I GURE 7 S-parameter response of the proposed MIMO

antenna, where n = 1–8. (A) Simulated Snn. (B) Measured Snn.

F I GURE 8 S-parameter response of proposed MIMO antenna;

where m = 2–8 and n = 1. (A) Simulated Smn. (B) Measured Smn.
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to a gain of �3 dB on the other side. However, the XZ
plane pattern covers the left and right sides of the
antenna PCB with the same gain values. A possible
higher mutual coupling between horizontal ports results
in lesser gain than vertical ports.

For smartphone applications, the proximity of a
human head or hand can reduce the proposed antenna’s
overall radiation characteristics and gain, and TE will
vary as reported for similar MIMO antennas [15, 16]. In
the presence of user head/hand, the gain of such a MIMO
antenna varies from 1.3 dB to 4 dB. However, with dou-
ble-hand use, the gain is >1.9 dB [15], as antenna pairs
placed far from the user body’s vicinity will exhibit good
radiation characteristics due to back radiation. Addition-
ally, depending on the position, the TE of a single
antenna element or antenna pair may be reduced by
13%–18% [16]. In such a scenario, the designed 8 � 8

MIMO antenna array behaves as a 6 � 6 or 4 � 4
antenna array with satisfactory performance in human
proximity at the 5G band.

3.2 | Isolation improvement using CSRR

Figure 7 shows the poor isolation between port combina-
tions 1/3 and 5/7, which is approximately 12 dB–15 dB in
the range of 3.4-GHz–3.8-GHz band for this MIMO
antenna design (Figure 4). These isolation values lower
the antenna efficiency and the ECC [17]. As these param-
eters have a massive impact on a MIMO system’s channel
capacity and diversity gain performance [18], the isola-
tion between port combinations 1/3 and 5/7 requires to
be higher, at least >15 dB, without impacting the isola-
tion between other ports. This performance of the MIMO
antenna system is more important, regardless of the ports
underutilized.

To improve isolation, a CSRR is proposed, as the
CSRR-loaded transmission lines offer rejection bands
depending on the design of CSRR and are modeled by a
series inductor connecting the line capacitance to the cor-
responding LC resonator of CSRRs [19]. As the CSRRs
are etched in the ground plane and are mainly excited by
the electric field induced by the feed line on the top layer,
the radiation pattern has minimal effect. The dimensions
of CSRR are obtained by keeping 3.6 GHz as a rejection
frequency and are given in Table 4.

In Figure 10, using one and a set of two CSRR struc-
tures between Port 1 and Port 3, the isolation between
these ports is found to be approximately �13 and
�12 dB, respectively. The isolation between the horizon-
tal ports (i.e., 1 and 3) is improved to less than �20 dB
after the addition of the third CSRR, which is sound iso-
lation between two neighboring ports. To improve isola-
tion between port combinations 1/3 and 5/7, a set of
three CSRR structures is created on the bottom layer of
the MIMO antenna, as shown in Figure 11, with dimen-
sions up to the diameter of circular slots.

The S-parameters of the MIMO antenna (Figure 4)
and CSRR-loaded MIMO antenna (Figure 11) are com-
pared in Figures 12 and 13. In the simulation results of
Figure 12, the Snn values are improved in all ports with a
slight shift in the center frequency for CSRR-loaded

TAB L E 3 Simulated gain, directivity, and beamwidth of MIMO antenna at 3.6 GHz on various polarizations.

Excited ports Gain (dB) Directivity (dBi) 3 dB beamwidth

1, 3, 5, 7 (horizontal) 3.82 4.69 58.4�

1, 3, 2, 4 (dual) 3.50 4.18 40.2�

2, 4, 6, 8 (vertical) 5.21 6.11 39.3�

F I GURE 9 The radiation pattern of the designed MIMO

antenna at 3.6 GHz (A) horizontal port (1/3/5/7) in the XZ plane,

(B) horizontal port (1/3/5/7) in the YZ plane, (C) vertical port

(2/4/6/8) in the XZ plane, and (D) vertical port (2/4/6/8) in the YZ

plane.
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MIMO antenna and are found to be better than 30 dB at
3.575 GHz, as indicated by the responses of S11, S22, S33,
and S44 for both antennas. Additionally, the measured
Snn data of both antennas comply with their respective
simulation data.

Figure 13 shows the improvement in simulated S31,
that is, �20.69 dB at 3.6 GHz, with a slight degradation
in the simulated S21 parameter for CSRR-loaded MIMO
antenna. The isolation for parameters S31 and S75
improves by 60.35%, whereas the measurement results
show approximately 1 dB better S31 and S75 than simu-
lated data. Similar performances are observed for other
transmission parameters.

For the proposed 5G MIMO antenna and CSRR-
loaded MIMO antenna, the simulated radiation and TE
are shown in Figure 14. RE is >80% in the sub-6 range
(3.4 GHz–3.8 GHz) and approximately 81% at 3.6 GHz.

F I GURE 1 3 Simulated and measured Smn comparison

between MIMO with and CSRR-loaded MIMO.

F I GURE 1 0 Evolution of CSRR structure set between Ports

1 and 3.

F I GURE 1 2 Simulated and measured Snn comparison

between MIMO with and CSRR-loaded MIMO.

TAB L E 4 Dimensions of complementary split-ring resonator.

Parameter Values (mm)

Rmax 4.3

g 0.5

Wr 1.0

F I GURE 1 1 (A) Designed and (B) fabricated CSRR-loaded

MIMO antenna (bottom layer).
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Moreover, >71% of TE is achieved in the same frequency
range and approximately 76% at 3.6 GHz. These results
confirm that these antennas are highly efficient in the
operating frequency band, so they are employable in 5G
applications.

Figure 15 shows the surface current distribution for
the proposed MIMO antenna and CSRR-loaded MIMO
antenna when only Port 1 is excited. It is observed that at
the frequency of 3.6 GHz, the maximum current is

focused on the ring slot in the bottom layer of the pro-
posed MIMO antenna (Figure 4). Furthermore, a critical
part of the current is being coupled to the other slot radi-
ator placed at the ground plane; hence, it shows poor iso-
lation. The introduction of three CSRR structures breaks
this coupling path in the MIMO antenna (Figure 11). The
isolation is successfully increased to approximately 21 dB
between Ports 1/3 and 5/7 due to the current flow into
the rings of CSRR.

To further validate the performance of these MIMO
antennas (Figures 4 and 11) for isolation with the physi-
cal dimensions in the same band, a comparison is made
with the recent MIMO antenna design and is shown in
Table 5.

4 | DIVERSITY
CHARACTERISTICS OF THE
PROPOSED MIMO ANTENNA

The diversity characteristics of a MIMO antenna system
are evaluated relating to key performance parameters like
ECC, TARC, MEG, and CCL. For the proposed MIMO
antenna, the ECC between two single antenna elements,
that is, Ant i and Ant j, can be calculated from their far-
field radiation patterns using expression (1) [16]:

ECC ρijð Þ¼ jÐ Ð4πFi θ,ϕð Þ:F�
j θ,ϕð ÞdΩj2Ð Ð

4πjFi θ,ϕð Þj2dΩÐ Ð4πjFj θ,ϕð Þj2dΩ , ð1Þ

where the complex vectors, Fi θ,ϕð Þ and Fj θ,ϕð Þ , denote
the far-field radiation patterns of Ant i, and Ant j, respec-
tively, and * denotes the Hermitian transpose of a matrix.
Furthermore, using the simulated/measured S-

F I GURE 1 5 The surface current density of (A) proposed

MIMO structure and (B) CSRR-loaded MIMO structure when only

Port 1 is excited.

F I GURE 1 4 Radiation efficiency (RE) and total efficiency

(TE) of (A) proposed MIMO antenna and (B) CSRR-loaded MIMO,

where 1–8 are antenna port no.

TAB L E 5 Isolation comparison with previously published MIMO designs.

Structure used
Size
(mm2) Freq. (GHz)

No. of
ports

Isolation
(dB)

Directivity
(dBi) Efficiency

Four bent lines and floor protruding
branches [4]

74 � 130 3.3–3.6 & 4.8–5.0 4 >15 NA <85% & <60%

Self-isolated antenna element with a
T-shaped [5]

75 � 150 3.3–4.2 8 >14 NA <70%

Rectangular ring slot radiator [15] 75 � 150 3.3–3.8 8 23 6.5 75%

Diamond-ring slot antenna [20] 75 � 150 3.3–3.9 8 17 5.6 80%

Dual-polarized antenna
with an AMC reflector [21]

79.6 � 79.6 3.1–3.8 & 4.4–5.0 4 20 9.1 90%

Circular ring slot radiator antenna* 75 � 150 3.4–3.8 8 12 6.12 82.6%

Circular ring slot radiator antenna
with CSRR*

75 � 150 3.4–3.8 8 20 5.71 75%

*This work.
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parameters of the MIMO antenna, the ECC is also
obtained by following mathematical expression [2]:

ECC ρijð Þ¼ jSii� SijþSji�Sjjj2
1�jSiij2�jSijj2
� �

1�jSjij2�jSjjj2
� � , ð2Þ

where i = 1 and j (= 1–8) represents the antenna port
numbers (Figure 4).

The ECC values of pairs of antenna ports for both
MIMO antennas (without and with CSRR) are shown in
Figure 16, where Figure 16 (A,B) represents the ECC of
both antennas obtained from the simulated far-field
results, whereas Figure 16 (C,D) shows the ECC of both
MIMO antennas obtained from the measured S-
parameters using the expression (2).

The calculated ECC is found to be a very low value of
<0.04 in the operating frequency band (from 3.6 GHz to
3.8 GHz) for both MIMO antennas (Figures 4 and 11),
which is an acceptable standard for a desirable MIMO
system [6]. The CSRR-loaded MIMO antenna has shown

ECC < 0.04 for the range 3.3 GHz–4.5 GHz, so it is useful
for broadband applications.

TARC is defined as the ratio of root square total
reflected power (rk) to root square total incident power
(ik) by the antenna. For N-port MIMO antenna [2],

TARC¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiPN

k¼1jrkj2PN
k¼1jikj2

s
, ð3Þ

where the port number k = 1 to N (here, the number of
antennas, N = 8). Moreover, in terms of S-parameters,

TARC¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
S11þS12ejθð Þ2þ S21þS22ejθð Þ2

2

s
: ð4Þ

TARC shown in Figure 17 (A) and (C) illustrates the
same simulated and measured response as a single-port
excitation response but less bandwidth when the cou-
pling is higher between the ports (i.e., Ports 1 and 3).

F I GURE 1 6 Calculated ECC values from simulated data

(A) MIMO antenna (Figure 4) and (B) CSRR-loaded MIMO

antenna (Figure 11) and measured data (C) MIMO antenna and

(D) CSRR-loaded MIMO antenna.

F I GURE 1 7 Calculated TARC v/s frequency from simulated

data (A) MIMO antenna (Figure 4) and (B) CSRR-loaded MIMO

antenna (Figure 11) and from measured data (C) MIMO antenna

(D) CSRR-loaded MIMO antenna.

KAUSHAL ET AL. 9



However, bandwidth increases in CSRR-loaded MIMO as
the coupling is reduced between these ports, as shown in
Figures 17 (B,D).

For evaluation of the diversity performance of a
MIMO system, the MEG is defined as the ratio of the
average received power by a MIMO antenna and the
power received by an isotropic antenna [22]. For the N-
port antenna system, MEG can be evaluated by Khan
et al. [22],

MEGi ¼ 0:5 1�
XN

j¼1
jSijj2

� �
ð5Þ

where N is the number of antennas, i, and j (= 1 to 8)
represents the antenna port numbers. The required value
of MEG to exhibit good diversity characteristics should
be �12 dB < MEG < �3 dB. The simulated MEG of the
proposed eight-port MIMO antenna is illustrated in
Figure 18 for all eight ports. For all ports of the MIMO
antenna (Figure 4), the MEG is found between �3
dB and �8 dB in 3.4 GHz and 3.8 GHz with slight varia-
tion for each port (as shown in inset), whereas for CSRR-
loaded MIMO antenna (Figure 11), it is �3 dB to �12 dB.

The same values (approximately �7 dB to �5 dB) are
found for Ports 1, 3, 5, and 7, and for Ports 2, 4, 6, and 8,
it is in the range of �12 dB to �6 dB.

The final diversity parameter, CCL describes the loss
in information transmission rate due to the effect of cor-
relation. CCL for N-port MIMO can be calculated using
the following equations [23]:

CCL¼ – log2 det ΨRð Þ ð6Þ

where Ψ shows the antenna correlation matrix.

ΨR ¼
σ11
σ21
..
.

σN1

σ12
σ22
..
.

σN2

…
…
…

σ1N
σ2N
..
.

σNN

2
664

3
775: ð7Þ

Here,

σii ¼ 1 – j
XN

j¼1
S�ij Sji j , ð8Þ

σij ¼ – j
XN

k¼1
S�ik Skj j : ð9Þ

F I GURE 1 8 Calculated MEG versus frequency from

simulated data (A) MIMO antenna (Figure 4) and (B) CSRR-loaded

MIMO antenna (Figure 11) and from measured data (C) MIMO

antenna (D) CSRR-loaded MIMO antenna.

F I GURE 1 9 Channel capacity loss (CCL) versus frequency for

(A) two-port, (B) four-port, and (C) eight-port MIMO antenna.

(D) Comparison between calculated CCLs.
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The calculated CCL for the proposed MIMO and
CSRR-loaded MIMO is shown in Figure 19 by consid-
ering various sets of port arrangements. When only
two ports of MIMO and CSRR-loaded MIMO are con-
sidered as in Figure 19 (A), the CCL values from sim-
ulated and measured S-parameters are found to be
<0.4 b/s/Hz in the 3.4-GHz–3.8-GHz band for both
antennas. By considering four ports for both MIMOs,
as in Figure 19 (B), CCL is calculated to be <0.4 b/s/
Hz for the range of 3.45-GHz–3.65-GHz band from
measured S-parameters. In this band, the calculated
values of CCL are 0.22 and 0.12 b/s/Hz at 3.6 GHz,
respectively, for the proposed MIMO and CSRR-loaded
MIMO antenna.

Furthermore, on increasing the number of ports to
8, CCL values are increased, as shown in Figure 19 (C).
From simulation data, CCL is found to be 0.67 b/s/Hz for
MIMO, and 0.45 b/s/Hz for CSRR-loaded MIMO,
whereas it is 0.56 b/s/Hz for MIMO and 0.42 b/s/Hz at
3.6 GHz for CSRR-loaded MIMO from the measurement
data. In Figure 19 (D), CCL from measured data is com-
pared for various sets of ports, indicating that with the

increasing number of antennas in the MIMO system, the
CCL increases from a more significant correlation
between multiple ports.

This result also confirms that lower CCL is
obtained by inserting CSRR in the bottom layer of the
MIMO, resulting in a more effective MIMO system.
Similar values of CCL (approximately 0.3 b/s/Hz) in the
bands 2.5 GHz–12 GHz are reported in previous works
[23].

To confirm the improved diversity parameters, like
ECC, TARC, MEG, and CCL values of our simple, low-
profile MIMO antenna designs are compared in Table 6.
On comparing with previously reported four-port MIMO
antennas, the presented four-port MIMO antennas gener-
ated improved ECC (<0.003), TARC (<�17 dB), MEG
(�3 dB to �12 dB), and CCL (<0.23 b/s/Hz) values in the
sub-6 GHz. When the number of ports increases from
4 to 8 in the presented MIMO antenna designs, the ECC
and TARC become little poor to 0.003 and better than
�17 dB, respectively. However, the minimum CCL varies
nonlinearly with the port numbers of MIMO antenna
designs.

TAB L E 6 MIMO performance comparison with previously published design.

Reference
No. of
ports

Bandwidth
(GHz)

ECC
(max) TARC CCL(b/s/Hz) (min)

[15] 8 3.4–3.8 <0.002 – –

[16] 8 3.4–3.6 <0.08 – –

[23] 4 2.5–12.0 0.005 Better than
�6 dB

0.3

[24] 4 2.0–10.6 0.005 – 0.3

[25] 4 3.1–10.6 0.1 Better than
�4 dB

>1 (3–5 GHz) & ≤0.1
(>5 GHz)

[26] 4 3.1–10.6 0.0025 Better than
�8 dB

0.2

MIMO with two ports* 2 3.4–3.8 0.0012 Better than
�20 dB

0.01

MIMO with four ports* 4 3.4–3.8 0.018 Better than
�12 dB

0.23

MIMO with eight ports* 8 3.4–3.8 0.018 Better than
�12 dB

0.67

CSRR-loaded MIMO with two
ports*

2 3.4–3.8 0.0018 Better than
�17 dB

0.02

CSRR-loaded MIMO with four
ports*

4 3.4–3.8 0.003 Better than
�17 dB

0.12

CSRR-loaded MIMO with eight
ports*

8 3.4–3.8 0.005 Better than
�17 dB

0.4

*This work.
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5 | CONCLUSION

Two dual-polarized circular ring slot MIMO antenna and
CSRR-loaded MIMO antennas are presented for 5G appli-
cations in the sub-6-GHz range. The MIMO parameters
like ECC, TARC, and MEG are improved by incorporat-
ing a set of three CSRRs on the bottom layer in the
3.4 GHz–3.8-GHz band. The CCLs are obtained from the
measured S-parameters for both fabricated antennas are
<0.12 and 0.4 b/s/Hz for four-port MIMO and eight-port
MIMO antennas due to CSRR structures, respectively.
The reported diversity characteristics confirm the use of
these MIMO antennas in 5G applications. These anten-
nas can be further modified for a multiband MIMO oper-
ation to achieve carrier aggregation, multiple
transmissions, and reception of many signals of MIMO
antenna designs.
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Abstract

Functionalizing graphene beyond its intrinsic properties has been a key concept since the first successful

realization of this archetype monolayer system. While various concepts, such as doping, co-doping and

layered device design, have been proposed, the often complex structural  and electronic  changes are

often  jeopardizing  simple  functionalization  attempts.  Here,  we  present  a  thorough  analysis  of  the

structural and electronic properties of co-doped graphene via Raman spectroscopy as well as magneto-

transport and Hall measurements. The results highlight the challenges in understanding its microscopic
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properties beyond the simple preparation of such devices. It is discussed how co-doping with N and B

dopants leads to effective charge neutral defects acting as short-range scatterers, while charged defects

introduce  more  long-range  scattering  centers.  Such  distinct  behavior  may  obscure  or  alter  desired

structural as well as electronic properties not anticipated initially. Exploring further the preparation of

effective pn-junctions, we highlight step by step how the preparation process may lead to alterations in

the  intrinsic  properties  of  the  individual  layers.  Importantly,  it  is  highlighted  in  all  steps  how  the

inhomogeneities across individual graphene sheets may challenge simple interpretations of individual

measurements.

Introduction

Chemical doping of graphene is widely used to modify the properties of graphene 1 adapting it to a wide

set of applications from biosensing to batteries or catalysis 2–4. Among the most commonly used dopants

are nitrogen and boron 5, where the induced lattice distortion is relatively small 6. The combination of

both  dopants  in  one  sample  has  been  proposed  for  supercapacitors 7 or  biological  applications 8.

Including further dopants such as the combination of nitrogen and sulfur 9,10 or boron and beryllium 11, an

even larger variety of tuning properties is possible. While several proposals have been made, not many

details are established about the characterization of the electronic structure and material properties of

such co-doped samples.  Furthermore,  combining graphene layers  with  different dopants  and doping

levels opens an even wider range of combinations and thus property tuning, which is just starting to be

explored.

Here, we present investigations on selected samples with different doping levels including co-doping to

establish a clearer picture of the induced changes of the underlying graphene transport properties. To

investigate the effect of different types of dopants on the physical properties of graphene, co-doped

samples of nitrogen and boron are compared to only nitrogen-doped graphene. By using complementary
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optical and electronic measurement techniques, different properties such as structural order, electronic

mobility as well as the transport relaxation times of the samples are ascertained.

Furthermore, we combine two differently doped layers into a heterostructure. This allows us to explore

the possible creation of junctions based on graphene sheets with different doping levels.

Methods

The nitrogen-doped (sample A and B) as well as the boron and nitrogen co-doped samples were grown

by chemical vapor deposition (CVD) on copper 12.  The dopants were incorporated by adding different

precursors  during  the  growth  phase:  varying  amounts  of  NH3 for  the  N-doped  and  the  in-house

synthesized  organic  precursor  (  B2N2 Dibenzo[a,e]pentalenes  (C30H30B2N2))  BNNB-DBP for  the  B,N-co-

doped sample. The transfer of the graphene from copper to Si/SiO2 (p-doped Si covered with 300 nm

SiO2)  followed a standard wet transfer protocol  13.  First,  the graphene was covered with polymethyl-

methacrylate (PMMA), then the copper was etched by ammonium persulfate (3%). Next, the samples

were placed on water for cleaning and finally transferred to the Si/SiO2 substrate. For the double transfer,

a second graphene sheet was deposited on top of the first one by using the same procedure. A sketch of

this configuration can be found in the corresponding section in Fig. 5a. For both types of transfer, the

graphene  pieces  were  approximately  square  with  an  edge  length  between  0.5  and  1  cm.  Raman

spectroscopy was performed at a wavelength of 532 nm. For the subsequent electronic measurements

the samples were contacted with silverpaste in a four-probe geometry. An additional contact was placed

on the backside to allow for electrical gating of the samples. The measurements were performed in a

helium  cryostat  in  vacuum  at  temperatures  down  to  3K  and  magnetic  fields  up  to  8T  applied

perpendicular to the sample surface. Furthermore, on sample A, transmission electron microscopy (TEM)

and x-ray photoelectron spectroscopy (XPS) were performed. Details on the experimental methods can

be found in the supplementary information.
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Results and Discussion

B and N co-doped samples

Raman spectroscopy was used to characterize the structure of the samples. In all cases the characteristic

graphene peaks, 2D (2679 cm-1  at 532nm) and G (1580 cm-1 at 532nm), can be observed. In addition,

the D peak (1350 cm-1 at 532nm), which is only present for imperfect graphene  14,15,  can be clearly

identified (see inset Fig. 1(a)). The symmetric, single-peak, shape of the 2D-peak and the intensity ratio of

the 2D- and G-peak, equal or larger than 2 (Fig. 1a), identify our samples as monolayer graphene with a

reasonably low level of defect concentrations 16,17. To confirm the monolayer nature of the samples, TEM

was performed on sample A. The image in Fig. 2 shows an area of polycrystalline graphene with the grain

boundary indicated by the red arrows. As has been shown before 18 the ratio of the intensities of 2D and

G peak I(2D)/I(G) is generally taken to be a good measure of the defect concentration. For relatively pure

graphene I(G) changes weakly while the intensity of the 2D peak becomes gradually lower with higher

defect concentration. While this ratio is on average lower for the co-doped sample, the spread suggests

Figure 1: The Raman spectroscopy for all graphene samples with the N doped samples A (red) and B (green) and the 
Co-doped sample (black). a) Ratio of 2D to G peak intensity vs. the ratio of the D to the G peak with an inset of the 
Raman spectrum for the co-doped sample. b) The FWHM of the 2D peak vs. the FWHM of the G peak for all three 
samples.
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significant inhomogeneities across the sample. However, the considerably larger values for the I(D)/I(G)

ratio in the co-doped graphene points to a larger defect concentration at least on average for this system.

Nevertheless, the scenario for the I(D)/I(G) is slightly more complicated as discussed previously 19. Due to

competing mechanisms this peak intensity will increase proportionally with the defect concentration but

will decrease again beyond a certain threshold  20. This behavior makes it difficult to identify the defect

concentration solely by the I(D) intensity.

In Fig. 1b we summarize the results for the full width at half

maximum (FWHM) of the 2D as well as the G resonances. It

is  well  established  that  the  FWHM(G)  will  increase  with

increasing defect level, but the precise quantitative change

will  depend  on  the  nature  of  the  defect  21.  Any  drastic

increase of the FWHM of the 2D-peak would be associated

with n-layer graphene but the maximal values observed here

are  substantially  below  any  indication  of  multilayer

graphene17 and clearly identifies the systems as monolayer graphene. As for the intensities, the data is

not conclusive and underlines the significant inhomogeneities across even individual samples. For any

practical application this becomes a challenge as the properties might change rapidly across individual

samples over reasonably short scales (probed by the spot of the laser in the Raman spectroscopy).

Finally, it is important to note the strong dependence of the intensities as well as the FWHM on the

charge carrier concentration. Generally, the G resonances stiffen away from the Dirac point while the

intensities of the D peak increase at the Dirac point 19. This makes it difficult to draw direct conclusions

from the Raman data as the different defect levels will change the scattering, the electron mobility, and

the effective mass at the same time as the doping level and the defect level are affected simultaneously.

This demonstrates that relying on only one probe to characterize individual samples will prove futile in

Figure 2: TEM image of sample A showing a grain 
boundary in monolayer graphene
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many  systems  and  that  one  needs  to  carry  out  measurements  with  significant  statistics  for  robust

information on doped graphene samples. 

To  compare  the  structural  analysis  by  Raman spectroscopy  to  the  electronic  properties  and  further

elucidate the types of scattering present in the samples, we measured the magnetoresistance (MR) in a

cryostat at 3 K in a perpendicular magnetic field of up to B=8 T. The MR is determined from the sheet

resistance RS(B)   

MR (B )=
RS ( B )−RS(0)

RS(0)
.

( 0 )

The results for sample A and B are shown in Fig. 3 together with the curve for the co-doped sample

measured furthest away from the Dirac point. The other MR curves of the co-doped samples, which were

shifted closer to the Dirac point by electrical gating, are shown in the supplementary information. All

measurements were performed sufficiently far away from the Dirac point (between -4 and -10 x 1012 cm-

1) so that the variation of MR with charge carrier density becomes negligible. Comparing the three curves

in  Fig.  3,  all  of  them show a  local  maximum of  the  resistance  at  zero  magnetic  field  due  to  weak

localization. At high fields the trends are very different (Fig. 3 inset). For the two N doped samples, A and

B, the MR stays negative, going down monotonically for sample B and flattening for sample A. For the co-

doped sample, we observe a sign change at around B = 4 T. As shown by McCann et al. 22, a positive high

field MR can be associated to a scenario where the scattering is  dominated by intervalley scattering

induced by short range defects. In contrast the negative high field MR can be understood in terms of

intravalley scattering dominated by long range charged impurities. Thus, the data would imply that the

co-doped sample leads to effectively charge neutral defects while the N doped samples feature extended

charged impurities while all the while the overall disorder remains comparable as indicated by the Raman

measurements. 
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This is further supported as the co-doped sample shows the highest MR indicating low doping 23,24 while

the negative MR values for samples A and B indicate higher doping. The nitrogen-doping as measured on

sample A by XPS is 1.0% ± 0.1%. This finding is also in line with the values of the charge carrier mobility,

which is expected to be higher for higher quality graphene. Comparing the three samples, the highest

value is found for the co-doped sample. The lowest value is found for the nitrogen-doped sample B.

These  values  are  measured  in  a  Hall-geometry  (in  a  cryostat  at  3  K),  where  we  used  23 

RH

RS

=B μ (2)

with RH  and RS  the Hall- and sheet resistance, the magnetic field B  and the charge carrier

mobility μ .

These results lead to an apparent contradiction

with the co-doped sample showing a high MR

and mobility,  typically  associated with  pristine

graphene  13,24, while at the same time showing

the  largest  intensities  for  the  defect  induced

Raman  D  peak.  This  can  be  resolved  by

distinguishing  defects,  or  localized  neutral

impurities, from dopants, which act as charged

long range scattering regions. In case of purely N

doping the number of defects and dopants is equivalent, while having both nitrogen and boron atoms

these dopants partially compensate. They all contribute as short-range localized defects enhancing the D

peak intensity in the Raman measurement. However, the resulting small effective doping and thus an

effectively small number of charged long range dopants will enhance the MR. 

Figure 3: Comparison of the magnetoresistance at 8 T and 
the charge carrier mobility extracted from Hall-
measurements. Inset: MR from 0 to 8 T for all three 
samples.
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This qualitative discussion is further supported by a more quantitative analysis in terms of the electron

scattering times. For the co-doped sample, MR measurements at different charge carrier densities were

performed by applying gate voltages (Fig. SI1). They are all used within the quantitative analysis in this

section. To extract the various scattering times, we fit the magnetoresistance for fields up to 0.3 T with a

model that considers the phase coherence time  τ ϕ ,  the intervalley scattering time  τ i  and the

intravalley scattering τ ¿   22:

∆R (B )=
−e2ρ s

2

π h [F (dB τϕ )−F ( dB

τϕ
−1

+2 τ i
−1 )−2F ( dB

τϕ
−1

+τ i
−1

+τ ¿
−1 )] (3)

 with  d=(4 eD /ℏ) ,  D  the  diffusion  constant,  F ( z )=ln (z )+Ψ (1/2+1/ z)  and  Ψ (z )  the

digamma function. Here, we calculated the intravalley scattering according to Moser et al.  25 directly to

reduce the number of free parameters. The resulting intravalley scattering times are summarized in Table

1 and support the interpretation introduced above as the scattering times for the co-doped samples are

roughly a factor of two larger than for the Nitrogen-doped samples, A and B. This again indicates the

rather weak intravalley scattering for the co-doped samples with predominantly short-range scatterers. 

Sample A B Co Co Co Co

Charge carrier density

[1012 cm-2]
-9.32 -5.7 -6.5 -5.7 -5.0 -4.4

Intravalley scattering

time [10-15s]
9.34 3.99 18.9 18.2 16.9 15.7

Table 1: The intravalley relaxation times as calculated from the electron mobility and the charge density 
according to Ref. 13. Errors as determined from the fit described therein are 0.1% for the charger carrier density 
and 1% for the intravalleyscattering time. The Fermi velocity used is vF=1x106 m/s.
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From the fitting, we find the corresponding intervalley scattering and phase coherence times as shown in

Fig. 4. The intervalley scattering times for the N-doped samples are comparable, sample B, or smaller,

sample A than those for the co-doped sample, which does not allow for an easy conclusion. However, the

phase coherence time, an indicator for the existence of effective inelastic scattering is significantly larger

for the co-doped samples. This points to stronger inelastic scattering for the N-doped samples which is

indicative of a stronger scattering from charged, long range, perturbations in the N-doped in comparison

to the co-doped samples.

Our  results  show  that  a  complex  interplay  of  intervalley  and  intravalley  scattering  caused  by

predominantly  short-ranged  defects  and  long-ranged  dopants  complicates  simple  predictions  for  co-

doped samples. The theoretical predictions of band gap engineering in slightly artificial co-doped systems

where the dopants form dimers 26  or specific configurations around DV(555-777) defects27 are probably

unrealistic in real life devices where defect formation and sample preparations are much more complex.

Furthermore, ensuring the homogeneity of

such  properties  of  reasonably  large

structures  becomes an even more  difficult

challenge.  Our  works  show  that  standard

procedures lead to sizable inhomogeneities

across the samples with randomly placed B

and  N  defects  partially  compensating  the

degree  of  doping  and  in  turn  leading  to

more short-range defects in contrast to the

long-ranged  dopants  in  standard  N-doped

samples.

Figure 4: Phase coherence time and intervalley scattering time as 
extracted from the MR curve. For the co-doped samples 
different charge carrier densities were obtained by applying a 
gate voltage.
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With that in mind we will explore a further method to exploit possible functionalities in differently doped

graphene sheets by combining them. In the following, we discuss initial results for junctions prepared

from differently doped graphene sheets brought into direct electronic contact via a region of twisted bi-

layer graphene. 

Lateral joining of differently doped graphene sheets

The lateral joining of areas with different doping type is well known from semiconductor physics leading

to  applications  such  as  diodes  and  classical  transistors  28,29.  To  generate  such  a  configuration  using

graphene, we deposited differently doped graphene sheets on top of each other. Their respective doping

level with nitrogen is 0.2% for layer I and 1% for layer II and they are partly overlapping as sketched in Fig

5a. A microscope image of the different steps of the double transfer can be seen in Fig 6. 

Figure 5: (a) Sketch of the sample. Layer I with 0.2% N is deposited and layer II with 1% N is deposited on top. For 
details see Methods. (b) Gate curves measured on different parts of the sample; contacts as depicted in (a). (c) The 
non-linear part of the IV curves between contacts 1-3 for different gate voltages. 27 V corresponds to an 
intermediary state between the charge neutrality points of the individual layers.
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The sample was contacted via 4 silverpaste contacts, two on each layer. Measuring the gate dependence

of the resistance (Fig. 4b), the charge neutrality point (CNP) is visible for the two layers with distinct

levels of doping and changes depending on the doping from 23.5 V for 0.2% nitrogen to 30 V for 1%

nitrogen. Overall, the CNP is placed at positive gate voltages due to adsorbed oxygen 30. Measuring across

the junction, the CNP is a superposition of the two individual layer peaks with a maximum in between

and is slightly broadened. In the region between the two CNPs of 23.5 V and 30 V, layer I is in an n-doped

state while layer II is in a p-doped state forming possibly a pn-junction. Measuring the IV-characteristics

between contacts 1-3 an effective pn-junction ought to introduce stronger non-linear contributions. In

Fig. 4c we present these non-linear contributions having removed the linear part as defined by the zero-

field resistance depicted in Fig. 4b. In this representation, regions of horizontal IV characteristics indicate

linear behavior and any deviation from this signifies non-linear contributions. From Fig. 4c it is clearly

visible that this non-linear contribution becomes much more prominent in the region of gate voltages

ranging from 20 V - 34 V which is precisely the region where we expect the effective pn junction to form.

However, overall the effect is weak and to achieve a more pronounced pn-junction effect, it would be

necessary to move the CNPs of the individual graphene layers further apart via more pronounced effects

arising from doping. Presumably, this would require even more pure and clean pristine graphene flakes

complicating the preparation of such junctions or nanopatterned devices where the junction forms a

large part of the probed area.

Figure 6: Microscope image of the different steps of the double transfer: First layer 1 is transferred and the 
PMMA removed (left image). The next layer is transferred with PMMA still present (middle image). The 
PMMA is removed with acetone (right image).
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As the cleanliness becomes a crucial factor for these junctions, we investigated the impact of the second

transfer on the properties of the first layer in more detail via Raman spectroscopy (see Fig. 6). Both, the

intensity of the 2D peak as well as the intensity of the D peak is increased after the double transfer. While

the increased  2D peak generally  indicates  more perfect  graphene samples,  the increased  D peak  is

commonly associated with more defects 20.  However, as discussed above, the D peak intensity is not a

monotonic  function  of  the  defect  concentration,  and  it  is  hard  to  reach  firm  conclusion  from  the

moderate change seen in Fig. 6 a. Furthermore, the sharp drop in the FWHM of the 2D peak after the

transfer would point to less defects in line with the increase in the 2D intensity. This could be explained

by adsorbates being removed during a second acetone bath and / or the subsequent heating. Fabricating

a pn-junction via the presented transfer mechanism must take into account the impact of this procedure

on  the  first  layer.  While  the  sample  retains  the  basic  graphene  properties  as  shown  here,  the

configuration of adsorbates or other defects may change considerably.

Summary

Figure 7: Comparison of the peak height of the 2D and D peaks as well as the FWHM of the 2D peaks from Raman 
spectroscopy for layer I before and after the second transfer. (a) Intensity of the 2D peak divided by that of the G 
peak as a function of the D peak intensity divided by that of the G-peak. (b) FWHM of the 2D peak as a functionpf 
that of the G peak.
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Using  Raman  spectroscopy  and  magneto-transport  measurements  we  explored  the  structural  and

electronic  properties  of  functionalized  graphene  addressing  the  effects  of  co-doping  with  B  and  N

impurities. Our findings highlight the complexity of the induced changes for the electronic properties of

graphene-based devices. While dopants such as B and N separately will introduce charged long-range

scatterers the combination of both lead to effective charge neutral and short-range scattering centers

affecting  the  magneto-transport  properties.  Accordingly,  we  find  an  enhancement  of  the  intravalley

scattering time via co-doping as well as an increase of the phase coherence time, both pointing to more

short-ranged and charge-neutral  defects.  The main findings of the Raman spectroscopy highlight the

significant inhomogeneities across individual samples. This points to the importance of a careful analysis

of any Raman data as any individual measurement could point  to different conclusions. As such this

analysis  enforces  the  requirement  to  probe  a  variety  of  distinct  lateral  positions  in  the  Raman

spectroscopy via even an averaging approach might be misleading. 

A similar finding is shown for the lateral joining of differently doped graphene sheets in an effective p-n

junction, where the Raman spectroscopy highlights the induced changes during the preparation process.

Characterizing  the  individual  sheets  will  not  trivially  translate  into  the  understanding  of  the  finally

realized device.

Supplementary Material

See  supplementary  material  for  more  curves  of  the  magnetoresistance  at  different  charge  carrier

densities for the co-doped sample, an exemplary XPS spectrum for sample A and more details about the

methods that were used.
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Abstract— Determining the optimum performance from a 

number of power producing facilities in the short term to fulfil 

system demand with the aim of power forecasting at the lowest 

cost possible subject to transmission systems energy losses and 

operating parameters, is known as optimal power dispatch. 

Power balance constraints, generator limits, emission dispatch 

constraints, and valve point effects are a few instances of 

operational constraints. In order to manage the objective 

function and the operational constraints simultaneously, the 

proposed Perfectly Convergent Particle swarm optimization has 

been suggested in this research which outperformed various 

algorithms from recent literature in consistently giving excellent 

optimal solutions. The three dynamic test unit systems with 

three, ten and thirteen generators are considered in this article. 

For the accurate and efficient dynamic distribution of power, 

the effects of valve point loading, with or without emissions, 

prohibited operating zones and transmission line power loss are 

also taken into account. 

Keywords— dynamic combined economic emission dispatch, 

Perfectly convergent Particle swarm optimization, price penalty 

factor, non-smooth cost function, quadratic emission  

I. INTRODUCTION 

The economic challenge facing the power system has been 
addressed in a number of ways that have been proposed and 
enacted. Some of the first approaches utilized were linear 
programming, Lagrangian relaxation, and the Lagrange 
multiplier. In order to improve the performance of currently 
used methods, like genetic algorithm (GA)[8], particle swarm 
optimization (PSO)[9,14], biogeography based optimization 
(BBO)[15], lambda iterative method[19], Evolutionary 
programming algorithm (EPA)[17], opposition based 
differential evolution (OBDE)[7], Equal embedded algorithm 
(EEA)[5], Multi objective Evolutionary algorithm 
(MOEA)[13], Trust region optimization (TRO)[16],Modified 
shuffled frog leaping algorithm (MSFLA) [18],Evolutionary 
algorithm base on Decomposition (EABOD)[20],Honey bees 
and Simulated annealing (HBSA)[21]and Hybrid CSA-
JAYA algorithm (CSA-JAYA)[22]. Regrettably, the demand 
for the power system is always changing, necessitating a 
commensurate need for generator adaptation. This means that 
the output of the generator must grow when the demand for 

the load increases and vice versa. Therefore, in the dynamic 
load dispatch, the planning of generators associated with the 
grid is done in accordance with the fluctuating load at regular 
intervals with the goal of minimizing generation costs. 
Therefore, developing a population-based heuristic search 
approach that can prevent premature convergence while 
keeping the property of rapid convergence is still challenging. 
This research study takes into account quadratic cost and 
quadratic emission functions, which explain the appropriate 
operational cost of producing units using perfectly 
convergent Particle Swarm Optimization (PCPSO). The 
application of this approach produced excellent results 
quickly. The six portions of the paper are as follows: Section 
II discusses how the Combined economic and emission 
dispatch (CEED) problem was formulated. Section III 
discusses the PCPSO strategy. Section IV discusses the 
PCPSO implementation in the CEED problem. Section V 
discusses the findings and debate. The conclusion is the VI 
and last section. 

II. DYNAMIC COMBINED ECONOMIC EMISSION PROBLEM 

FORMULATION  

The dynamic CEED problem is mathematically expressed 
and presented in this section, which includes the quadratic 
fuel cost function model, quadratic emission model, and max-
max price penalty function. 

A. Quadratic fuel cost function 

As the initial objective of the committed generating units, 
coupled with equality and inequality requirements, the large 
component of the operating cost of thermal power plants is 
described as a second order of quadratic function: ��� ��� = ∑ 
���
 + ���� + ������ + ��� sin ������,��� −��� � $"                          (1) 

Power balancing constraint: The sum of both the total real 
power generation and transmission losses is equal to the sum 
of total power demand. ∑ �� = �# + �$����          (2) 
Generator limit constraint: The actual power generation of �%" 
committed generating unit should be within following limit 
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�� ��� ≪ �� ≪ �� �'(     (3) 
Transmission loss restriction: According to George’s 

equation the overall transmission loss �$ should be kept 
minimum and is given as: �$ = ∑ ∑ ��)�*�*�*������    (4) 

Where ���is the cost of fuel of all generators in $/h,��  is the 

actual output power in MW of �%" generator,�# , �$  are total 

demand and transmission losses in MW,�� ��� , �� �'(are the 

minimum and maximum power restriction of �%" generator, n 

is the number of committed generating units,
� , �� , �� , +� are 

the co-efficient fuel cost curve of the �%"  generators 

respectively.)�*is the matrix of transmission loss coefficient 

of generating units. 

B. Quadratic Emission function  

Hazardous gases such as SO2, NOx, and CO2 are produced 
by every thermal power station as a result of the combustion 
of fossil fuels, which add to the overall emissions and must 
be reduced individually. All three emissions are 
mathematically defined in this model using quadratic 
polynomials as follows:   ,� = ∑ -+���
 + .��� + /�0 + 1�.23-4���0  56/ℎ����      (5) 

Whereas ,� is the overall emission with valve loading effect 

in ton/h, +� , .�,9: are emission coefficients of    �%"generating 

unit in ton/M;
ℎ, ton/MWh  and ton/h  , 1�  
�+ 4� are the 
valve point loading effect emission coefficient of �%"generating unit. 
C. Price Penalty Factors (PPF) 

Price penalty factors are calculated by dividing the cost of 
fuel by the value of emission and are used to transform 
emission parameters into comparable fuel price. The Max-

Max price penalty factor, ℎ� employed in this paper are listed 
below. 

ℎ� = �':C: DEFG HI:C: DEFHJ:�H�K: LMN�O:�C:,D:PQC:� ��':C: DEFG HI:C: DEFHJ:�HR:S(T-U:C:0               (6) 

D. Bi-objective CEED 

The bi-objective CEED equations are shown below, which 
incorporate cost of fuel with each emission and are then 
converted to a mono objective by multiplying a price penalty 
factor for each of the three pollutants independently. �� = ∑ [-
���
 + ���� + ��0 + ��� sin ������,��� −������� � + ℎ� �
� ��
 + ��  �� + �� +1�.23-4���0 ] $"                                                                     -70  

 

III. PROPOSED ALGORITHM AS PERFECTLY CONVERGENT 

PARTICLE SWARM OPTIMIZATION (PCPSO)  

The purpose of this proposed variant [1-3] in our scenario is 
to eliminate early premature convergence, which contributes 
to stagnation, and to allow personal best particles to replace 
global particles since they allow more search space 
exploration. . Initialized with candidate solutions of particles 
moving through the search space, each particle having a 
position and velocity, and updates as follows:            2*-Y + 10 =  2*-Y0 +  [*-Y + 10                      (8) [*-Y + 10 =  \[*-Y0 + ��-50]��3*-Y0 − 2*-Y0� +�
-50]
�6-Y0 − 2*-Y0�                                              (9) 

Where, j =1, 2, 3 … n 

�̂-50, ^
-50are asynchronous learning factors with dynamic 
non-linear self-adjustable features which have highly 
likelihood of converging to optimum global solution. 
  k+1 denotes next iteration,  k is the current iteration 

number, [*  is velocity of the particle j,2*  is position of the 

particle j,  \  is Inertia weight factor,�� ,�
  are acceleration 

factors,3*is personal best of particle j, g is the global best of 

the entire swarm,]�,]
 are pseudo random numbers between 

0 and 1. \�'( , \���  are having maximum and minimum 
value of 0.9 and 0.4 of inertia weights 
 I've included an new particle in this new version, identical to 
the one used in [4] Guaranteed convergence particle swarm 
optimization (GCPSO), but instead of looking for global 
position, it will hunt for personal best position. Searching 
areas close to global position, while taking into consideration 
the current velocity update, restricts exploration and increase 
the chance of becoming trapped  in multi-modal situations 
with one or even more local minima.  [*_-Y + 10 = −2*_-Y0 + 3�.`a-Y0 + \[*_-Y0 +  b-Y0-1 −2]0                                                                            (10) 
Other particles in the swarm, on the other hand, will adjust 
their velocity according to this new variant:  [*_-Y + 10 = \-Y02*_-Y0 + ��]��3*-Y0 − 2*-Y0� +�
]
�−2*-Y0�                                                            (11) \-Y0 = \�'( − Y × -\�'( − \���0÷5�'(            (12) 

�̂-Y0 = 1.167 × \-Y02 − 1.167 × \-Y0 + 0.66   (13) ^
-Y0 = 3 − �̂-Y0   (14) 

Where, −2* _-Y0 + 3�.`a-Y0 element will conduct the hunt 

in the personal best zone, \[*_-Y0 provides the momentum to 

search in current trajectory, ρ(k) (1-2r) generates a random 
search in the vicinity area of personal best particle with mean 

distance of  2b-Y0 ,where ρ(k) is the diameter of  stochastic 
search space defined as follows: 

b-Y + 10 =  i2b-Y0            jk��.``.` > `�      -0.50b-Y0        /
�nk]. > /�b-Y0                      oaℎ.]p�`.       (15) 

#successes (k+1)> #successes (k) => # failures (k+1) =0     
and, # failures (k+1)> # failures (k) => #successes (k+1) =0 
Where, #successes & # failures are the number of consecutive 

successes or failures, `J = 15 & /J =5 are the threshold 
parameters and can be precisely configurable. 
This method uses an adaptable to choose the ideal sampling 
volume in its current variant. The maximum distance travelled 
in a single movement can be increased if a particular value of 
consistently produces a favorable outcome. The sampling 
volume needs to be reduced when on the other hand it delivers 
numerous failures. There won’t be a stoppage at the end of the 
day if all phases were greater than zero. 

In essence, this technique creates a real global search 
technique by allowing all the particles to compete, regardless 
of whether they are in the exploratory stage, have a greater 
personal best than the previous iteration or are on the verge of 
global optimum. These limitations of GCPSO are overcome 
by this method. 

IV. EXECUTION OF PCPSO IN CEED 

Step1. Specify the lowest and maximum bounds for the 
generation each unit as well as the load demand. 
Step2. Produce particles at random between min and max 
operating restrictions of the N units for a population size ‘ S’ 
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in the q%" -dimensional space, using the �%" 3
]a��n.   �� =[-���� , ��
� , ��r� … ��t� 0]where i=1, 2...S. 

The following equation yields results that satisfy the 
generation restriction condition of (15) and having ‘r is a 
uniformly distributed random number between 0 and 1 
following equation results. ��*� = ���� + ]���* �'( − ��* ����           (16) 

Step3: Constraints imposed by no operating zones 

The generation value corresponding to the levels (��*uvwSx) or 

higher (��*yTTSx
) boundary is adjusted and supplied to any 

element ��*  of the initial population (or updated population) 

if it is found to be inside the Y%" restricted operating zone. 

The midway of the Y%" restricted zone's midpoint ���z,{. 
��* = |��*uvwSx   �/ ��*uvwSx ≤ ��* < ���z,{��*yTTSx   �/ ���z,{ ≤ ��* < ��*yTTSx    (17) 

Step4. Set particle velocity in the [ ��������'( ] in N-

dimensional space. 
Step5. Evaluate the equation to assess fitness of each 
individually using the equation (1, 5, and 7). 
Step6: The parameters are iteratively changed to improve 
fitness. The parameters of PSO are updated using equations 
(8-15). 
Step7: The evaluation function values for the changed 
particle positions are found. If the new value is superior to the 
previous one, PSO sets the new value to pbest. The value of 
gbest’s value is modified to reflect that it is the best vector 
among pbest. 
Step8. Stop criteria  

The position of particles is denoted as Gbest for the 
optimum solution and stop if equation (17) is less than the 
stagnation threshold of� = 1210Q�. 

V. SIMULATION RESULTS AND DISCUSSION 

The CEED problem was solved using the proposed PCPSO 
methodology using three different test platforms. To  achieve 
this, we developed  a software in the MATLAB 2015a 
environment on a  Compaq 6720s lab-top with 4GB RAM 
and tested it on three different  test unit systems with three  
units, six  units, and thirteen units, and took into account  the 
losses in variability transmission as well as other constraints. 
Simulation parameters has 20 number of particles in swarm , 
250 is the number of iterations , number of trails taken as 5, 
with linearly decreasing inertia weight with maximum and 
minimum inertia w=0.9 and 0.4, acceleration constants c1 = 
c2 =2 of proposed PCPSO. 
Table II. Shows the comparison of cost of fuel and power loss with PCPSO 
and other techniques 

Param

eter 

PCPSO PSO 

[9] 

OBDE

[7] 

GA 

[8] 

EEA 

[5] 

Lamb

da 

iterati

ve 

meth

od �� 
(MW) 

72.48 73.81 73.72 73.83 73.97 73.52 

�
 
(MW) 

69.80 69.94 70.81 69.95 69.66 69.50 

�r 
(MW) 

76.56 74.99 75.46 75.02 75.16 75.78 

�$ 
(MW) 

8.50 8.81 8.80 8.87 8.80 8.81 

Fuel 
cost 
($/h) 

3151.26 3162.
93 

3161.4
1 

3163.6
3 

3163.6
9 

3163.
9 

“Test case system 1” 

The CEED difficulties are explored and tested on the three 
generators system [5] at a base load of 210 MW to 
demonstrate the efficacy of the PCPSO technique for tackling 
the CEED problem with line flow constraints. Optimum 
generator scheduling was completed using the PCPSO 
method, taking into account fuel cost co-efficient, emission 
coefficients and B-loss coefficient and all other system 
constraints. Following table I shows the performance of 
PCPSO applied to 24 hours daily load pattern mentioned in 
[6]. 
The suggested PCPSO algorithm is contrasted with the most 
recent research articles' algorithms PSO, GA, OBDE,EEA , 
and lambda iterative method with the lowest fuel cost of 

3151.26 $/h,  ����# of  3162.91$/h with a power loss �$  of 
8.50 MW, the simulation's findings exhibit excellent 
convergence properties. Following table II shows the 
comparison of PCPSO with other techniques. 
 
Table I. shows the fuel cost with power losses applied to 24 hour load pattern 
using PCPSO. 

Hour Load 

(MW) 

 �� 

   (MW) 

   �� 

   (MW) 

   �� 

   (MW) 

 �� 

 (MW) 

Fuel 

cost($/h) 

1 199 75.38 85.73 45.89 7.89 3011.83 

2 189 97.76 46.80 52.87 8.01 2827.98 

3 168 70.10 56.79 46.89 6.39 2622.68 

4 157 53.68 53.01 56.09 6.53 2503.85 

5 147 50.21 54.13 55.89 6.38 2312.07 

6 206 105.67 45.02 63.76 8.21 3123.45 

7 199 75.38 85.73 45.89 7.89 3011.83 

8 195 82.35 74.89 45.01 7.89 2956.34 

9 210 72.48 69.80 76.56 8.50 3131.26 

10 231 91.56 74.67 77.68 10.42 3437.86 

11 179 49.58 47.63 90.85 10.01 2756.53 

12 189 97.76 46.80 52.87 8.01 2827.98 

13 168 70.10 56.79 46.89 6.39 2622.68 

14 199 75.38 85.73 45.89 7.89 3011.83 

15 206 105.67 45.02 63.76 8.21 3123.45 

16 168 70.10 56.79 46.89 6.39 2622.68 

17 189 97.76 46.80 52.87 8.01 2827.98 

18 157 53.68 53.01 56.09 6.53 2503.85 

19 252 82.31 58.34 120.21 12.86 3657.36 

20 231 91.56 74.67 77.68 10.42 3437.86 

21 210 72.48 69.80 76.56 8.50 3151.26 

22 189 97.76 46.80 52.87 8.01 2827.98 

23 147 50.21 54.13 55.89 6.38 2312.07 

24 147 50.21 54.13 55.89 6.38 2312.07 

 

“Test case system 2” 

An IEEE thermal system with six units of generation and 
valve point effects are present in this scenario. It is [10, 11, 
12] that provides the coefficient of fuel cost matrix, generator 
constraint matrix, pollution coefficient matrix, and 
transmission loss coefficient matrix. The prize penalty factor 
for each of the six committed units (23.18, 32.70, 20.42, 
25.53, 10.93 and 12.01) has been determined. Table III 
compares the results of utilizing PCPSO to solve CEED 
problem for a base load   283MW to those obtained using 
alternative methods. In comparison to , MOEA, PSO, BBO, 
TRO and OBDE, the proposed PCPSO algorithm achieves 
the optimal global minimum solution with a minimal number 
of iterations and processing time, at a cost of  610.12 $/h, 
lower fuel cost with emission cost and lowest combined 
economic emission dispatch. Applying the PCPSO technique 
to the 24 hour daily load pattern presented in table III has 

Authorized licensed use limited to: DELHI TECHNICAL UNIV. Downloaded on March 14,2023 at 06:07:22 UTC from IEEE Xplore.  Restrictions apply. 



further confirmed its dynamic capacity. Table IV displays the 
CEED cost, emissions, and transmission loss for the 
generating units at various times. 
 
“Test case system 3” 
 

The  test system with 13 generating units and a base load of 
1800 MW is the third test case that is being taken into 
consideration for deployment. In [10,11] and [12], specifics of 
the test case's co-efficient of fuel cost, pollution co-efficient, 
and transmission loss B co-efficient are provided. Table VI 
contains comparisons between the acquired results and results 
from the literature. The table findings demonstrate that the  

Table III. Shows the CEED cost, emission and power loss for 24 hour load pattern using PCPSO. 

Hour Load demand 

(MW) 

   �� 

(MW) 

   �� 

(MW) 

   �� 

(MW) 

   �� 

(MW) 

   �� 

(MW) 

   �� 

(MW) 

   �� 

(MW) 

Emission 

(ton/h) 

����� 

($/h) 

1 269 31.43 48.35 49.96 56.51 48.53 36.02 2.80 18.85 603.50 

2 255 29.52 47.61 47.70 52.37 46.26 33.09 2.54 8.97 585.03 

3 226 25.57 46.08 43.03 43.80 41.56 27.02 2.07 19.33 537.75 

4 212 23.67 45.34 40.80 39.68 39.30 24.08 1.87 19.56 510.13 

5 198 21.78 44.60 38.57 35.56 37.04 21.14 01.69 19.82 478.96 

6 277 32.53 48.78 51.25 58.88 49.83 37.69 2.96 18.80 608.13 

7 269 31.43 48.35 49.96 56.51 48.53 36.02 2.80 18.85 603.50 

8 263 30.61 48.04 48.99 54.73 47.55 34.76 2.69 18.90 602.97 

9 283 33.35 49.10 52.22 60.66 50.81 38.94 3.08 18.77 610.12 

10 311 37.19 50.58 56.77 68.98 55.38 44.79 3.69 18.71 696.58 

11 241 27.61 46.87 45.45 48.23 43.99 30.16 2.30 19.13 535.25 

12 255 29.52 47.61 47.70 52.37 46.26 33.09 2.54 8.97 585.03 

13 226 25.57 46.08 43.03 43.80 41.56 27.02 2.07 19.33 537.75 

14 269 31.43 48.35 49.96 56.51 48.53 36.02 2.80 18.85 603.50 

15 277 32.53 48.78 51.25 58.88 49.83 37.69 2.96 18.80 608.13 

16 226 25.57 46.08 43.03 43.80 41.56 27.02 2.07 19.33 537.75 

17 255 29.52 47.61 47.70 52.37 46.26 33.09 2.54 8.97 585.03 

18 212 23.67 45.34 40.80 39.68 39.30 24.08 1.87 19.56 510.13 

19 340 41.19 52.13 61.51 77.63 60.13 50.82 4.40 18.80 765.89 

20 311 37.19 50.58 56.77 68.98 55.38 44.79 3.69 18.71 696.58 

21 283 33.35 49.10 52.22 60.66 50.81 38.94 3.08 18.77 610.12 

22 255 29.52 47.61 47.70 52.37 46.26 33.09 2.54 8.97 585.03 

23 198 21.78 44.60 38.57 35.56 37.04 21.14 01.69 19.82 478.96 

24 198 21.78 44.60 38.57 35.56 37.04 21.14 01.69 19.82 478.96 

Table IV shows the comparison of PCPSO with other techniques for various 
parameters. 

Paramet

er 

MOEA[1

3] 

PSO 

[14] 

BBO 

[15] 

TRO 

[16] 

OBDE

[7] 

PCPSO 

 ��(MW) 27.52 26.9
5 

26.2
5 

33.5
6 

32.45 33.35 

�
-MW0 37.52 38.1
2 

37.7
0 

32.3
2 

20.57 49.10 

�r-MW0 57.96 54.4
7 

57.6
0 

57.1
3 

66.50 52.22 

��-MW0 67.70 67.9
0 

67.3
5 

66.3
7 

109.12 60.66 

��-MW0 52.83 54.4
7 

53.7
7 

57.8
5 

43.39 50.81 

��-MW0 42.82 43.8
3 

42.7
0 

39.5 14.34 38.94 

�$-MW0 3.35 2.74 2.37 3.73 2.66 3.08 ����#($/
h) 

617.37 616.
12 

615.
22 

611.
45 

610.22 610.12 

Emission
(ton/h) 

20.00 20.0
0 

20.0
2 

20.0
8 

20.00 18.77 

 

suggested strategy performs better than the various methods 
and provided a far more ideal result in all cases. Applying the 
PCPSO method to a 24 hour daily load pattern has further 
proven its core competencies. Through Table V, the cost of 
the committed units and the overall cost at various times are 
displayed. The Table V shows that, for various loadings, the 
PCPSO approach has delivered the best results. 
 

VI. CONCLUSION  

PCPSO has been developed in this work to address dynamic 
CEED problems in power systems. A number of test scenarios 

were reviewed for the PCPSO's effectiveness, and the results 
were compared to those of current research studies. It has been 
established that PCPSO is a better alternative method for 
resolving dynamic CEED problems, particularly in large-scale 
power systems with valve point impact. The results of the 
three test systems shows the effectiveness of this algorithm. 
Additionally, PCPSO demonstrates avoiding premature 
convergence in local minima, which has a positive impact on 
emissions, computational efficiency, and convergence.  

Table VI. Shows the CEED cost, emission and power loss comparison of 
PCPSO with other techniques. 

 

Paramete

r 

PCPSO EPA 

[17] 

BBO 

[10] 

MSFLA 

[18] 

OBDE 

[7]  ��(MW) 270.43 80.69 179.51 540.52 271.91 �
-MW0 358.65 166.30 299.19 225.07 360.89 �r-MW0 286.89 166.87 297.57 207.96 288.28 ��-MW0 185.79 154.77 159.73 69.09 186.26 ��-MW0 157.08 155.41 159.73 84.96 155.64 ��-MW0 58.78 154.86 159.73 94.76 60.23  ��(MW) 59.69 154.72 159.73 106.97 61.54 ��-MW0 60.00 154.52 60.00 109.00 60.57 ��-MW0 58.12 154.76 60.00 108.32 60.38 ���-MW0 122.85 119.43 40.00 79.63 120.45 ���-MW0 46.81 119.29 114.76 63.76 46.29 ��
-MW0 95.03 109.20 55.00 58.06 96.84 ��r-MW0 53.37 109.12 55.00 72.96 55.56   �$ (MW) 18.09 --- --- 21.09 18.14 ����# 
($/h) 

18069.2
5 

18104.0
4 

18081.4
8 

17944.8
4 

18072.2
4 

Emission 
(ton/h) 

84.29 --- 95.30 --- 84.33 
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Table V. Shows the results obtained from PCPSO for 24 hour daily load pattern. 

Load 

(MW) 

1260 

(MW) 

1350 

(MW) 

1440 

(MW) 

1530 

(MW) 

1620 

(MW) 

1680 

(MW) 

1710 

(MW) 

1765 

(MW) 

1800 

(MW) 

1980 

(MW) 

2160 

(MW) 

Hours  5,23,24 4,18 3,13,16 11 2,12,17,22 8 1,7,14 6,15 9,21 10,20 19 

�� -MW0 

89.78 320.76 401.21 277.89 346.67 402.45 227.34 350.23 270.43 281.67 445.87 

�
 -MW0 

341.45 58.02 57.47 23.67 301.78 37.56 350.09 291.79 358.65 210.68 350.58 

�r -MW0 

21.23 45.21 143.34 38.58 33.69 306.78 215.68 324.08 286.89 351.79 309.34 

�� -MW0 

63.89 63.78 61.09 59.35 158.53 58.89 107.83 97.67 185.79 160.07 152.07 

�� -MW0 

71.00 69.34 136.41 165.63 150.23 104.42 161.07 65.56 157.08 58.98 95.78 

�� -MW0 

70.00 159.56 179.92 158.49 66.57 98.71 98.69 75.47 58.78 142.45 178.21 

�� -MW0 

112.12 59.03 105.23 167.45 61.47 123.78 59.13 61.02 59.69 109.49 110.68 

�� -MW0 

181.34 178.68 59.79 135.79 59.51 178.96 167.56 71.23 60.00 165.35 108.89 

�� -MW0 

120.01 154.47 111.48 110.27 180.92 58.13 62.25 110.32 58.12 160.68 62.47 

��� -MW0 

43.34 37.91 59.63 114.86 52.39 82.09 160.78 96.45 122.85 150.01 45.68 

��� -MW0 

58.02 47.01 32.14 122.59 85.73 79.67 63.77 76.89 46.81 105.68 118.28 

��
 -MW0 

57.67 108.23 52.17 126.42 57.81 95.78 91.08 73.09 95.03 53.78 81.09 

��r -MW0 

45.16 52.68 51.89 23.37 73.49 68.98 51.67 78.63 53.37 51.09 97.89 

�$ -MW0 

12.02 13.96 14.38 14.97 15.64 17.21 17.36 17.89 18.09 18.91 20.27 

����# 

($/h) 

14141.6
8 

14854.79 15397.68 16393.62 17103.69 17451.59 18006.
48 

18047.56 18069.
25 

19879.98 21500.32 

Emissi

on(ton

/h) 

83.36 83.34 86.39 87.68 85.01 85.89 85.37 84.21 84.29 83.75 88.59 

As a result,PCPSO optimization is a practical approach for 
dealing with complex problems in power systems. Future use 
of this suggested technique is for multi-area power systems 
integrated with wind farms and solar power systems, smart 
micro grid energy management having fossil fuelled 
generators and distributed generator which emit toxic and 
harmful pollutants are part of the work's future scope.
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Abstract 

The performance of a combined cycle gas turbine power plant depends on multiple operating parameters, which are 
influential in distinct ways. These parameters are classified as gas turbine parameters and steam turbine parameters. 
This paper deals with the influence of two gas turbine operating parameters, i.e., pressure ratio and air-fuel ratio. The 
2nd law of thermodynamics has been taken into consideration along with energy analysis to measure the performance 
of several components of a combined cycle gas turbine plant. Therefore, a comprehensive exergy analysis for each 
element and the plant has been carried out to overserve the trend of the given range of aforementioned parameters. It 
is observed from the results that exergy destruction increases in the compressor at a higher-pressure ratio if the 
compressor is subjected to increased airflow, but exergetic efficiency remains unchanged. Moreover, a similar 
increment has been observed in the combustion chamber, but the rate of change varies along with the increase in the 
Air-fuel ratio. For the lower pressure ratios (5-10), the exergy destruction rate for the steam turbine decreases along 
with increasing in air-fuel proportion, but the effect becomes nearly opposite for the higher-pressure ratios.  

Keywords:  Combined cycle gas turbine; Exergy analysis; Exergetic efficiency; Compressor; Combustion chamber; 
Steam turbine 

1. Introduction

The energy demand is increasing day by day at a significant rate. This demand is majorly fulfilled by thermal-based 
power-generating units [1]. The combined cycle gas turbine (CCGT) plants are one of the advanced powers solving 
multiple available power plant technologies [2]. As a CCGT plant possesses an upgraded efficiency than a standalone 
coal-based steam power plant, it also shows lesser emission from plant exhaust [3]. 

The performance of these plants relies on the complex combination of several parameters. These parameters can be 
described as environmental parameters and user-based parameters. The user-based parameters are further classified 
as gas and steam turbine parameters. The gas turbine parameters are the ones that influence the performance of CCGT 
significantly [4]. The major influencing gas turbine parameters are compressor pressure ratio, air-fuel ratio, turbine 
inlet temperature, and isentropic efficiencies of compressor and gas turbine [5, 6]. The performance speculation of any 
energy system is carried out by thermodynamics means. 

The most popular and simple technique available is 1st law analysis. Though it is easy to implicate the 1st law concept 
in the aforesaid system, the study does not show the complete performance information. Here comes the role of the 2nd 
law of thermodynamics as the manifestation of exergy analysis. The exergy analysis takes the various irreversibilities 
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into account, which are getting generated at different locations of the energy system. Moreover, this technique helps in 
finding those locations and providing the scope of improvement in a particular component. Hence identifying the 
individual components with high potential for improvement provides an efficient system [7]. An exergetically improved 
system is said to have lesser energy wastage with better utilization of fuel. The common terms studied under the exergy 
analysis are known as exergy destruction rate and exergetic efficiency. Few researchers have studied the effect of the 
aforementioned gas turbine parameters on this exergy-based performance factor. 

Ankit et al. [6] studied the effect of compressor pressure ratio and isentropic efficiency on the thermal efficiency of the 
gas turbine cycle. It was observed that increasing the pressure ratio and isentropic efficiency increases the thermal 
efficiency as per a higher value of the air-fuel ratio. Also, increasing the air-fuel ratio and keeping the compressor inlet 
temperature constant resulted in decreased thermal efficiency. Horlock et al. [8] also presented the influence of these 
operating parameters on the energy performance of natural gas-based gas turbine cycles. Abdollahian et al. [9] studied 
the effect of supplementary firing on the energy performance factors of a combined cycle power plant. Implementing 
the supplementary firing caused an increase of 26.3 MW and 2.43% in power generation and cycle efficiency, 
respectively.   

The literature work discussed above is associated with an energy analysis of gas turbine cycles and combined cycle gas 
turbine systems. The emphasis on the 2nd law of thermodynamics has not been observed. The present study considers 
the same operating parameters, but the performance of CCGT will be observed through an exergetic perspective. With 
the help of available literature work regarding the CCGT, the two parameters considered for the analysis are pressure 
ratio and air-fuel ratio. 

1.1. System Description 

The combined cycle gas turbine plant consists of a topping cycle (i.e., Gas turbine working on the principle of Brayton 
Cycle), Heat recovery steam generator (HRSG), and Bottoming Cycle (i.e., Steam Turbine working on the principle of 
Rankine Cycle). Figure 1 exhibits the schematic arrangement of a combined cycle gas turbine plant. The Exhaust of the 
gas turbine is utilized as a heat source for the steam cycle. Therefore, this arrangement is more efficient and 
environmentally friendly as a power-generating facility.  

 

Figure 1 Schematic of combined cycle gas turbine plant 

Steam is generated with the help of HRSG as it comprises three heat exchanger packages (Economizer, evaporator, and 
superheater). Figure 2 displays the heat transfer between exhaust gas and the water/steam line. 
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Figure 2 T-Q diagram of HRSG 

2. Methodology 

The equations for energy analysis of combined cycle gas turbine plants have been taken from Ahmadi et al. [10]. The 
basic equation employed in the exergy analysis performed on the selected combined cycle power plant is presented in 
this section. As with the energy analysis, exergy balances for individual components are written, and exergy flows and 
irreversibilities for each component are found. Then, overall exergy efficiency and exergy destruction are found for the 
whole system.  

The equation for exergy destruction for an energy system can be written as[11] 

𝐸𝑥̇𝑄 + ∑ 𝑚̇𝑖𝑒𝑖𝑖 =  ∑ 𝑚̇𝑒𝑒𝑒𝑒 + 𝐸𝑥̇𝑊 + 𝐸𝑥̇𝐷        1 

The combustion chamber is the only component where both physical and chemical forms of exergies are considered. 
The equation for the chemical exergy is given below: 

𝑋𝑐ℎ =  𝑚̇𝑓𝑒𝑐ℎ …………….2 

where,    

𝑒𝑐ℎ =  𝑥̇𝑖𝑒𝑐ℎ𝑖 + 𝑅𝑇0 ∑ 𝑥𝑖𝑙𝑛𝑥𝑖 + 𝐺𝑒…………. 3 

Where Ge is Gibbs free energy which is a negligible quantity in a gas mixture operated at low pressure. So, for the 
calculation of fuel exergy, the given expression does not hold well. Thus, the fuel exergy can be calculated as the ratio of 
fuel exergy to the lower heating value of the fuel. 

𝛺 =  
𝑒𝑓

𝐿𝐶𝑉
………………4 

𝒆𝒇 is the specific exergy of the fuel.    

For gaseous fuel with composition 𝑪𝒙𝑯𝒚, the value of Ω can be calculated as   

Ω = 1.033 + 0.0169
𝑌

𝑋
−

0.0698

𝑋
 …………… 5 

 For Methane (CH4) X=1, Y=4 
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Then   Ω=1.06   

𝑿𝒇 = 𝑚𝑓̇ (𝟏. 𝟎𝟔*LCV) …………6 

The two exergy-based performance factors are considered for the analysis of various components of the CCGT plant. 
These factors are knowns as exergy destruction rate and exergetic efficiency. The equations for these components are 
given in Table 1. The input parameters considered for comprehensive exergy analysis are listed in Table 2.  

Table 1 Equations for exergy destruction rate and exergetic efficiency 

Components Exergy Destruction Rate Exergetic Efficiency 

Compressor 𝑋1 − 𝑋2𝑠 + 𝑊𝑐 
𝑋1  −  𝑋2𝑆 

𝑊𝐶

 

Combustion Chamber 𝑋2𝑠 + 𝑋𝑓 − 𝑋3 
𝑋3

𝑋2𝑆  +  𝑋𝑓

 

Gas Turbine 𝑋3 − 𝑋4𝑠 − 𝑊𝐺𝑇 
𝑊𝐺𝑇

𝑋3  −  𝑋4𝑆 
 

HRSG (𝑋4𝑠 + 𝑋9𝑠) − (𝑋5 + 𝑋6) 
𝑋9𝑆 −  𝑋6

𝑋4𝑠 − 𝑋5

 

Steam Turbine 𝑋6 − 𝑋7𝑠 
𝑊𝑠𝑡

𝑋6  −  𝑋7𝑠

 

Condenser 𝑋𝑖𝑛 − 𝑋𝑜𝑢𝑡 1-
△𝑋𝑑𝑒𝑠𝑡.,𝐶𝑜𝑛𝑑

Xin 
 

Pump 𝑋8 − 𝑋9𝑠 + 𝑊𝑃 
𝑋8  −  𝑋9𝑠 

𝑊𝑃

 

 

Table 2 Input parameters consider for analysis 

Parameter Value (Unit) Parameter Value (Unit) 

Ambient Temp. 298 K Pressure Ratio 5-30 

Ambient Pressure 1.01325 bar LCV of Fuel 43500 kJ/kg 

γ 𝑎  1.4 𝜂𝑖𝑠,𝐺𝑇 , 𝜂𝑖𝑠,𝑆𝑇  90 % 

γ 𝑔  1.33 𝜂𝑖𝑠,𝐶  88% 

C 𝑝𝑎 1.002 kJ/kg.K Dryness fraction 0.88 

C 𝑝𝑔 1.115 kJ/kg.K Condenser pressure 0.07 bar 

Air-Fuel Ratio 50-130 Pinch point temp. difference 13 0C 

3. Results and Discussion 

A MATLAB code has been generated to calculate the factors showing the pattern of varying the multiple operating 
parameters. The main parameters selected for the study are the air-fuel ratio and pressure ratio. The performance 
factors for exergetic evaluation are exergy destruction and exergetic efficiency. 

Fig. 3 portrays the exergy destruction of the air compressor as a function of the air-fuel ratio at various pressure ratios. 
The pressure ratio varied from 5 to 30 in a step of 5, while the air-fuel ratio varied from 50 to 130 in a step of 10; with 
the increase in the air-fuel ratio, the exergy destruction rate of the air compressor increased. Here, the mass of fuel 
remains constant at 1 kg, and the mass of air increases, so the air-fuel ratio. To compress more air, the compressor has 
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to work more, and it results in an increased exergy destruction rate. At a particular ratio, as the pressure ratio increases 
exergy destruction rate increases too. This is because more work is required by the compressor and work done required 
by the compressor is directly proportional to the pressure ratio. 

 

Figure 3 Effect of air-fuel ratio and pressure ratio on the exergy destruction rate of the compressor 

Fig. 4 demonstrates the variation of the Exergetic Efficiency of Air Compressor as a function of the air-fuel ratio at 
various pressure ratios. The air-fuel ratio varied from 50 to 130 in a step of 10. The pressure ratio varied from 5 to 30 
in a step of 5. At a particular air-fuel ratio, the exergetic efficiency of the air compressor continuously decreases with an 
increase in pressure ratio. This is due to the reason that increasing the pressure ratio increases the compressor work. 
As the air-fuel ratio increases, exergetic efficiency remains constant. This is because exergetic efficiency is not a function 
of the air-fuel ratio. 

 

 Figure 4 Effect of air-fuel ratio and pressure ratio on the exergetic efficiency of the compressor  

Fig 5 demonstrates the variation of the Exergy destruction rate of the combustion chamber as a function of the air-fuel 
ratio at various pressure ratios. The air-fuel ratio varied from 50 to 130 in a step of 20. The pressure ratio varied from 
5 to 30 in a step of 5.  

With the increase in the air-fuel ratio, the exergy destruction rate increases too. This is due to the increased amount of 
heat addition in the combustion chamber, and it results in an increment of exergy destruction rate.   

At a particular air-fuel ratio, as the pressure ratio increases, the exergy destruction rate decreases. This happens 
because, due to the increased pressure ratio, the combustion chamber receives the air with high temperature, so it 
requires less chemical energy addition.   
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At a particular air-fuel ratio, with an increasing pressure ratio, the marginal exergy destruction rate decreases. This is 
due to the reason; the available exergy after the compressor is less for higher pressure ratios owing to the higher 
destruction rate in the compressor.   

At lower air-fuel ratios, the marginal increment in the exergy destruction rate is more rapid as compared to that at 
higher air-fuel ratios. This is due to the reason at a lower air-fuel ratio, the available exergy is higher since the average 
temperature of available heat is higher, which goes on decreasing with an increase in the air-fuel ratio.  

 

  Figure 4 Effect of air-fuel ratio and pressure ratio on the exergy destruction rate of the combustion chamber 

Figure 6 displays the Exergy Destruction Rate of the steam turbine at Various Pressure Ratios versus Air Fuel Ratio. The 
temperature increased by the compressor at a low-pressure ratio is not dominant as compared to the temperature 
decreased due to the addition of the air-fuel ratio. That's why a specific decreasing trend is visible at the low-pressure 
ratio. On increasing the pressure ratio, the temperature increase is very much high as compared to the temperature 
decrease by increasing the air-fuel ratio. That's why the exergy destruction rate continuously increases on increasing 
air-fuel ratio and at higher pressure ratio.  

 

Figure 6 Effect of air-fuel ratio and pressure ratio on the exergetic efficiency of the combustion chamber 

Figure 7 displays the Exergy Destruction Rate of the steam turbine at Various Pressure Ratios versus Air Fuel Ratio. The 
temperature increased by the compressor at a low-pressure ratio is not dominant as compared to the temperature 
decreased due to the addition of the air-fuel ratio. That's why a specific decreasing trend is visible at the low-pressure 
ratio. On increasing the pressure ratio, the temperature increase is very much high as compared to the temperature 
decrease by increasing the air-fuel ratio. That's why the exergy destruction rate continuously increases on increasing 
air-fuel ratio and at higher pressure ratio.  
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Figure 7 Effect of air-fuel ratio and pressure ratio on the exergy destruction rate of steam turbine 

Nomenclature 

Symbol Description Unit 

X, E Exergy KJ 

γ Heat capacity ratio - 

ψ Specific exergy kJ/kg 

η Efficiency - 

H, h Specific Enthalpy kJ/kg 

m Mass flow rate Kg/s 

Cp Specific Heat Capacity kJ/Kg K 

T  Temperature K 

Q Heat supplied kJ 

W Work kW 

P Pressure bar 

s Specific Entropy kJ/kg.K 

Subscript Description  

i, in Inlet  

e, out Outlet  

D Destruction  

f Fuel  

a Air  

g Gas  

is Isentropic  

0 Ambient condition  

c compressor  

Abbreviation Description  

LCV Lower Calorific Value  

GT Gas Turbine  

HRSG Heat Recovery Steam Generator  

ST Steam Turbine  

PR Pressure ratio  
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4. Conclusion 

An exergy-based comprehensive analysis is carried out on a CCGT plant. The main parameters selected for the analysis 
are pressure ratio and air-fuel ratio. The performance has been evaluated in terms of the exergy destruction rate and 
exergetic efficiency of selected components. The following key points have been concluded from the above analysis are 
detailed. 

 The rate of increment in exergy destruction in the compressor is more at a higher-pressure ratio when 

associated with an increasing Air-fuel ratio. Moreover, the exergetic efficiency of the compressor remains 

constant over the range of the air-fuel ratio implying as it is not the function of the air-fuel ratio. 

 In the combustion chamber, the marginal increment in exergy destruction rate increases at a greater rate as 

the pressure ratio is increased. The exergetic efficiency of the combustion chamber is observed to increase with 

the increase in pressure ratio.  

 With the increase in the air-fuel ratio, the exergy destruction rate of the steam turbine decreases for a lower 

pressure ratio (pressure ratio 5-10). For the pressure ratio of 15 and more, it starts increasing as the pressure 

ratio increases. 
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A B S T R A C T   

The Piano Key Weir (PKW) is an ungated type of spillway, i.e., a novel evolution over the traditional labyrinth 
weir. It allows the reservoirs to operate with elevated supply levels without causing any damage to the dam 
structures, thereby providing additional storage. It is designed to improve the hydraulic performance of linear 
weirs by increasing pass discharge and energy dissipation. In this study, an experimental investigation has been 
carried out to assess the effect of the inlet-to-outlet width ratio (Wi/Wo) on PKW hydraulic behaviours viz hy
draulic efficiency and energy dissipation. To this end, nine different width proportions (1 ≤ Wi/Wo ≤ 2) type-A 
PKW models were tested and examined. The findings revealed that the Wi/Wo ratio significantly impacts the 
hydraulic performance of PKW, and the results indicate that the efficiency of the PKW increases as the width 
ratio increases at a certain limit and then starts decreasing. The discharge coefficient was the highest for the 
given discharge and head, resulting in the best hydraulic performance with a Wi/Wo ratio between 1.25 and 1.30. 
However, the energy dissipation across the PKW decreases as the width ratio increases. Moreover, the discharge 
coefficient of different width ratios (Wi/Wo) ranging between 1.28 and 1.30 is 7–17% higher than Wi/Wo = 1 and 
8–13% higher than Wi/Wo = 2.0. However, the energy dissipation across the weir for Wi/Wo = 2.0 indicates 
15–29% less energy dissipation than Wi/Wo = 1. It means the energy dissipation across the weir decreases as the 
Wi/Wo ratio increases.   

1. Introduction 

Piano Key Weir (PKW) is an ongoing advancement in spillway hy
draulics. It further advances the traditional labyrinth weir, studied first 
by Lempérière and Ouamane [1]. They aimed to develop a new type of 
labyrinth weir with a smaller footprint while maintaining a structurally 
economical and straightforward structure that could be easily con
structed. At present more than 35 PKWs have been successfully built 
worldwide in numerous countries, including India, Sri Lanka, France, 
Australia, Vietnam, Switzerland, South Africa, the UK, and Algeria [2]. 
The flow characteristic of the PKW significantly depends on its shape 
and a large number of geometric parameters that affect the system’s 
hydraulic performance and downstream morphology [3]. Recently 
[4–6] summarized the PKW’s geometrical and hydraulic evaluation over 
the last decade. Yazdi et al. [7] examined the weir geometry effects on 
the scour development downstream of the PKW. 

Generally, the efficiency of a weir or any hydraulic structure depends 
on the optimal shape of the geometry. According to Lempérière and Jun 
[8], the optimal proportion for the inlet-outlet key (Wi/Wo) is near 1.2. 

Hien et al. [9] studied the ratio Wi/Wo = 1.5 and suggested that Wi/Wo 
= 1.2 is likely more effective. However, no information was presented to 
approve that guarantee. Ouamene and Lempérière [10] studied three 
different width ratios (Wi/Wo = 0.67, 1.0, and 1.5) models of PKWs and 
found that increasing the ratio Wi/Wo, the efficiency of the weir also 
increases. However, they did not give a descriptive explanation but gave 
only a little explanation as to why this occurs. They claimed that Wi/Wo 
= 1.2 increases the efficiency of PKW up to 5% compared to Wi/Wo = 1; 
however, the data for Wi/Wo = 1.2 were not presented as part of that 
study. Later, the width ratio (Wi/Wo) was near-optimal equal to 1.25 by 
Lempérière [11]. All recent past studies agreed that Wi/Wo > 1.0 pro
duces greater discharge efficiency than Wi/Wo < 1.0. Anderson [12] and 
Anderson and Tullis [13] found that the maximum discharge efficiency 
of PKW, the Wi/Wo ranged between 1.25 and 1.5. Recently, Mero et al. 
[14] stated that the Wi/Wo ratio equal to 1.25 shows the best hydraulic 
efficiency. 

Nowadays the influence of climate change is now being felt all over 
the World, and it is exacerbating flood events [15]. It implies that the 
predicted design of flood discharges in many urban areas will be 
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significantly increased [16]. According to Abhash & Pandey [5], in 
prosecutions of dam failures and their causes around the World, insuf
ficient spillway discharge capacity causes approximately 23% of dam 
failures. Consequently, many existing dams require urgent rehabilita
tion to improve their safety by enhancing their discharge capacity and, 
as a result, protecting people in vulnerable areas downstream of these 
structures [17,18]. Furthermore, the scouring and proper energy esti
mation downstream of any hydraulic system are extremely difficult to 
evaluate accurately. So it is important to assess the energy loss down
stream of the hydraulic structures. Eslinger and Crookston [19] con
ducted an experimental study to evaluate the energy dissipation analysis 
at the base of type-A PKWs. In addition, Silvestri et al. [20] described the 
vital work of Erpicum et al. [21] by measuring four-stepped spillway 
lengths. They concluded that shorter stepped spillway lengths down
stream of PKWs achieve uniform flow conditions but not those 

downstream of ogee-crested weirs. Local scour at the toe of PKWs placed 
in canals and rivers are also related to PKW energy dissipation. More
over, Singh and Kumar [22,23] presented an experimental investigation 
and a computational technique based on gene expression programming 
(GEP) to estimate the residual energy at the base of type-B PKW, 
respectively. 

This paper aims to examine the effects of the Wi/Wo ratio on PKW 
hydraulic performance and downstream energy dissipation. Although 
few experimental investigations have been carried out in the past to 
study the impact of the Wi/Wo ratio, there is insufficient information 
about the effect of this parameter on the discharge capacity, coefficient, 
and energy dissipation of the PKWs. Therefore, this experimental 
investigation was conducted to enhance the understanding of the impact 
of the Wi/Wo ratio on the hydraulic efficiency and downstream energy 
dissipation of the type-A PKW. 

Fig. 1. Schematic experimental setup (a) Plan View, (b) specific energy measurement.  
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2. Experimental details 

All tests were conducted in a laboratory-scale steel flume (10 m, long 
X 0.516 m, wide X 0.6 m, deep) in the FM&HE Laboratory at Delhi 
Technological University, Delhi, India. Water is pumped by a 20 HP 
pump connected via a pipe network that includes calibrated orifice 
meter (±0.25% uncertainty), a flow regulating valve to control the 
discharge, and a 4–20 mA electromagnetic flowmeter (uncertainty ±
0.2%). (see Fig. 1). The flume headbox featured a metal screen gate to 
improve upstream approach flow uniformity. A 4–20 mA ultrasonic 
level sensor is attached to the flume (±0.2% uncertainty), and a pointer 
gauge with the least count of 0.1 mm for the head over the weir crest. 
The readings were taken (2P upstream and 8P downstream as shown in 
Fig. 1(b)) after the water surface had reached a steady state for at least 
2–3 min. The mean approach flow velocity Vt was calculated as the 

average velocity measured at the same cross-section for 1-min records at 
0.25, 0.5, and 0.75 W across the width W of the flume using a Sontek 
ADV (Acoustic Doppler Velocimeter). The velocity analysis results 
revealed agreement between these average cross-sectional velocities and 
mean approach velocities (by ADV), resulting in a Ht difference of less 
than 5% for the Q ranges. The geometry of the laboratory-scaled type-A 
models is shown in Fig. 2, and the data collected in the present study are 
shown in Table: 1. 

3. Result and discussion 

The flowing discharge over PKWs is the sum of the flow over the 
downstream crest, the upstream crest, and the sidelong flow over the 
side crest (see Fig. 3) [24]. So it creates a complicated three-dimensional 
flow over the PKW, with splash and spray regions within the outlet keys 

Fig. 2. Fabricated model Geometry of PKW (A) Plan view (B) PKW with constant Parapet Wall.  
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and at the structure’s base [25]. The flow over the PKW is highly 
aerated, and the area of spray and sprinkling only increased marginally 
proportional to the trajectory of Ht and the planar jet that started 
downstream on the crest(see Figure: 3). But the aeration region 
increased significantly with Ht, partly because the local speed increased, 
resulting in greater advection levels and turbulent mixing [26]. The 
lateral flow momentum transfer forms a free shear boundary at the inlet 
key’s edge. This boundary layer eventually reconnects with the sidewall 
some distance downstream, the location of which is determined by the 
bubble’s mass equilibrium and upstream turbulence. The zone behind 
the free shear boundary is known as a separation bubble and consists of a 
volume of low-velocity, recirculating flow [27]. Different nature bub
bles form in the downstream or outlet key section when water flows. The 
nappe profile forms a conical cavity of air between itself and the sidewall 
as the flow discharges over the sidewall crest. The apex of this bubble is 
highly unstable. It reflects a balance between the longitudinal flow’s 
momentum in the outlet key’s upper portions and the transverse nappe’s 
free-fall trajectory [28]. The outcomes of the present study have been 
analyzed in two ways. The first was to determine the influence of the 
different Wi/Wo proportions on the discharge efficiency of the PKW. The 
second aspect is comprehending the effect of different Wi/Wo pro
portions on the energy dissipation of the PKW. The detailed discussion is 
described in the following subsections later on. 

3.1. Effects of the different Wi/Wo proportions on the discharge efficiency 

The discharge coefficient of PKW is computed based on the devel
oped length (see Eqn. (1)) over the scope of 0.24 ≤ Ht/P ≤ 0.79. The 
stage-discharge relationship is the horoscope of each flow measurement 
structure and is plotted between discharge vs. head, as shown in Fig. 4: 

Q=QPKW =
2
3

CDL L
̅̅̅̅̅
2g

√
Ht

3 /

2 (1) 

CDL is the coefficient of discharge computed along the crest length, 
and L is the total developed crest length. To distinguish the optimal Wi/ 
Wo proportion range, relating the most noteworthy CDL esteems or most 
discharge proficiency, the test outcomes have been introduced in Fig. 5, 
CDL as a component of Ht/P. From Fig. 5, it is clear that the model Wi/Wo 
equal to 1.25 and 1.3 delivered the most significant release efficiency, 
followed by Wi/Wo = 1.35, 1.2, 1.4, 1.1, 1, 1.5, and 2. It means the 
optimal discharge ranges lie between 1.25 and 1.3. Moreover, the data 
in Figure: 5 shows that Wi/Wo = 1.25 produce a respectively higher 
discharge efficiency than Wi/Wo = 1.3 for Ht/P ≤ 0.35, and Wi/Wo = 1.3 
produce a respectively higher discharge efficiency than Wi/Wo = 1.25 at 
0.35 < Ht/P ≤ 0.44, however, the model Wi/Wo = 1.4 have the highest 
discharge capacity for the range of 0.44 < Ht/P ≤ 0.81. The PKW of Wi/ 
Wo = 1.25 and Wi/Wo = 1.3 produce (about 7–17%) higher efficiency 
than Wi/Wo = 1.0 and about 8–13% higher efficiency than Wi/Wo = 2.0. 
So from the above discussion, it is clear that the PKW is most sensitive 

Fig. 3. Flow pattern over PKW.  

Fig. 4. Variation of discharge Q [L/s] with [Ht].  Fig. 5. Variation of discharge coefficient of discharge [CDL] with [Ht/P].  
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for the low range of discharges; as the discharge increases, the efficiency 
of the PKW decreases rapidly or sometimes gradually. 

Fig. 6 shows the maximum discharge efficiency at which the relative 
width ratio Wi/Wo is in the range of 1.25–1.30, and the maximum effi
ciency observed corresponding to Wi/Wo = 1.275 ≈ 1.28; however, the 
result of most of the previous studies varies between ranges 1–1.5 [12, 
13]. Some researchers suggested that the relative width (Wi/Wo) ratio 
ranges from 1.2 to 1.25 is close to optimal, but no data was presented to 
validate the claim. Therefore, the present study shows the specific width 
proportion (i.e., Wi/Wo = 1.275 ≈ 1.28) at which the maximum hy
draulic efficiency of the PKW was observed. In the case of the present 
study, the optimal width ratio range is slightly different than in previous 
studies, which may be due to the parapet wall. Because in most of the 
past studies, experiments have been performed on the flat-top PKW 
models. The present study conducted experiments with a parapet wall of 
constant height (2 cm) over each model. Recent past studies over PKW 
suggested that the ratio for the inlet to outlet key width should be 
greater than one because the relative width of the inlet key determines 
the unit discharge moving towards its crest, maintaining the subcritical 
flow as possible, and reducing the losses. On the other hand, the lesser 
value of the outlet key reduced the occurrence of local submergence. 

3.2. Effects of the relative width ratio (Wi/Wo) on energy dissipation 

The second part of the study is to examine the energy dissipation 
over the different Wi/Wo proportions. In order to calculate the potential 
of the Wi/Wo ratio on PKW energy dissipation efficiency under free flow 
conditions, the upstream and downstream energy across the PKW was 
calculated as follows: 

Ei =P+

(

hti +
Vi

2

2g

)

=P + Ht (2)  

where E, P, h, and V represent the specific energy, height of the weir in 
(m) (for d/s P = 0 m), head over the weir, and mean velocity at section i, 
respectively. The ‘g’ represents the gravitational acceleration, i repre
sents the section (i.e., i = 1, 2 …) as shown in Figure: 1 (b)). E1 and E2 
were then utilized to determine relative energy dissipation and relative 
residual energy (Er = E2/E1) in the following way: 

ΔE
E1

=
(E1 − E2)

E1
× 100=

(

1 −
E2

E1

)

× 100 (3)  

and, 

Er = 1 −
ΔE
E1

=
E2

E1
(4)  

where ΔE/E1 denotes total relative energy dissipation or energy dissi
pation ratio, Er (=E2/E1) symbolizes the PKW’s downstream residual 
energy. Most researchers have similarly calculated the energy dissipa
tion over the linear and non-linear weir structures [29–33]. The ranges 
of various parameters and data collected in the present study are sum
marized in Table 1. Following testing, the rating curves for each PKW 
were established, analyzed, and compared with published data for 
laboratory-scale trapezoidal labyrinth weirs [34], rectangular labyrinth 
weirs [35], and PKW [19] included (see Fig. 7). All the models showed 
very similar trends for relative energy dissipations, while their results 
were compared with previous studies within the accuracy of the mea
surement. In the present study, the energy dissipation rate was found to 
be more when Ht/P is less than 0.42 (approximate for all the models) 

Fig. 6. Variation of discharge coefficient [CDL] with the inlet to outlet width ratio [Wi/Wo].  

Table: 1 
Range of Data collected in the present study.  

S. No. Wi/Wo L/W Si = So Ht(m) Q(L/s) Bi/P = Bo/P 
Range of 

(EL

E1

)

Range of 
(

Er =
E2

E1

)
Number of readings 

1 1.00 5 1.08 0.0300–0.0971 10.17–50.26 0.69 0.8093–0.1930 0.1907–0.8096 18 
2 1.10 5 1.08 0.0304–0.0986 10.14–50.26 0.69 0.7860–0.1785 0.214–0.8214 18 
3 1.20 5 1.08 0.0307–0.0989 10.19–50.07 0.69 0.770–0.1731 0.2300–0.8268 18 
4 1.25 5 1.08 0.0317–0.1011 10.28–50.18 0.69 0.7533–0.1734 0.2467–0.8265 18 
5 1.30 5 1.08 0.0322–0.1004 10.09–50.00 0.69 0.7356–0.1655 0.2644–0.8344 18 
6 1.35 5 1.08 0.0310–0.0891 10.16–50.07 0.69 0.7297–0.1501 0.2703–0.8498 18 
7 1.40 5 1.08 0.0303–0.0985 10.19–50.13 0.69 0.7031–0.1435 0.2969–0.8564 18 
8 1.50 5 1.08 0.0310–0.0992 10.15–50.45 0.69 0.6822–0.1411 0.3118–0.8588 18 
9 2.0 5 1.08 0.0313–0.0995 10.29–49.82 0.69 0.6518–0.1342 0.3482–0.8657 18  
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than in previous studies. The rate of relative energy dissipation was 
found to be less for Ht/P > 0.55 and between 0.42 ≤ Ht/P ≤ 0.55, the 
rate of [EL = (E1-E2)/E1] relative energy dissipation has been observed 
intermixing in nature. 

Fig. 7 (i) & (ii) show the variation of the relative energy dissipation 
[EL = (E1-E2)/E1] at the PKWs toe as a function of the upstream head 
ratio (Ht/P) and the specific discharge (q). The relative residual energy 
(E2/E1) at the base of PKWs increases with Ht/P, particularly for smaller 
values, regardless of the relative width ratio (Wi/Wo). From Fig. 7 (i) & 
(ii), it is clear that the maximum relative energy dissipation was 
observed in the present study corresponding to the lowest width ratio (i. 
g. EL = 0.8093 or 80.93% the corresponding Wi/Wo = 1) and the less 
energy dissipation for the highest width ratio (i.g. EL = 0.6518 or 
65.18% the related Wi/Wo = 2.0). Increasing the inlet key width reduces 
overall head losses due to the flow entering the inlet key, and increasing 

the inlet key flow area increases the flow carrying capacity of the inlet 
key. A high Wi/Wo value improves flow approach and distribution 
within PKWs inlet keys, whereas a high Wi/Wo value increases sub
mergence effects in outlet keys. Submergence effects in the outlet cycles 
(regions where the flow depth in the outlet cycle exceeds the weir crest 
elevation) can reduce the discharge efficiency of the weir. 

4. Conclusions 

The following conclusions have been drawn from this research:  

1. The impact of the inlet-to-outlet key width ratio on its discharge 
carrying capacity of PKW was investigated systematically, and it was 
seen that the efficient range of (Wi/Wo) for maximizing discharge 
efficiency lies between 1.25 and 1.30. 

Fig. 7. (a) Relative energy dissipation [EL=(E1-E2)/E1] with respect to (a) the headwater ratio [Ht/P] and (b) the unit discharge [q] for different Wi/Wo ratios. (b) 
Relative residual energy [E2/E1] with respect to (a) the headwater ratio [Ht/P] and (b) the unit discharge [q] for different Wi/Wo ratios. 
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2. The maximum efficiency was observed corresponding to the width 
ratio (Wi/Wo) 1.2755 = 1.28; at this width (Wi/Wo) proportion, the 
PKW has (7–17%) higher efficiency than the Wi/Wo = 1; and 8–13% 
higher than Wi/Wo = 2.0. As like, the width of the inlet key section is 
expended due to the expansion of the inlet stream territory is also 
expanded; consequently, the energy loss of the water gets in the inlet 
section is reduced, and the results of the enhancement in the 
discharge conveying efficiency of PKW; but in the outcome of 
growing the inlet key width, the outlet key width diminishes (Total 
width of PKW or Channel width W, is constant). This starts bringing 
about an increment in nearby submergence of the outlet key (espe
cially at the outlet key pinnacles) and a decline in the outlet key 
release conveying limit.  

3. The energy dissipation across the weir decreases as the Wi/Wo ratio 
increases, and the maximum relative energy dissipation was 

observed corresponding to the lowest width ratio (i.g. EL = 0.8093 or 
80.93%, the corresponding Wi/Wo = 1) and the less energy dissipa
tion for the highest width ratio (i.g. EL = 0.6518 or 65.18% the 
related Wi/Wo = 1.5). It means the energy dissipation across the weir 
for Wi/Wo = 2.0 indicates 15–29% less energy dissipation than Wi/ 
Wo = 1. 

This study provides appropriate information and guidance to the 
designer/Engineer for designing an efficient geometry of the PKW. In the 
present study, the authors did not consider the scale effect. Further 
possibilities are to perform an experimental analysis or CFD modeling by 
considering the scaling effects. 

Fig. 7. (continued). 
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QPKW Discharges flow over the Piano Key Weir 
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Abstract
EEG is the most common test for diagnosing a seizure, where it presents information about the electrical activity of the

brain. Automatic Seizure detection is one of the challenging tasks due to limitations of conventional methods with regard to

inefficient feature selection, increased computational complexity and time and less accuracy. The situation calls for a

practical framework to achieve better performance for detecting the seizure effectively. Hence, this study proposes

modified Blackman bandpass filter—greedy particle swarm optimization (MBBF-GPSO) with convolutional neural net-

work (CNN) for effective seizure detection. In this case, unwanted signals (noise) is eliminated by MBBF as it possess

better ability in stopband attenuation, and, only the optimized features are selected using GPSO. For enhancing the efficacy

of obtaining optimal solutions in GPSO, the time and frequency domain is extracted to complement it. Through this

process, an optimized features are attained by MBBF-GPSO. Then, the CNN layer is employed for obtaining the pro-

ductive classification output using the objective function. Here, CNN is employed due to its ability in automatically

learning distinct features for individual class. Such advantages of the proposed system have made it explore better

performance in seizure detection that is confirmed through performance and comparative analysis.

Keywords GPSO-greedy particle swarm optimization � MBBF-modified Blackman bandpass filter � CNN-convolutional
neural network

Introduction

EEG is typically a clinical process for monitoring, diag-

nosing, and determining neurological disorders as same as

epilepsy (Issaka et al. 1506). Abnormal electrical discharge

and sudden changes in the electrical activity of the brain

are the main reason for the neurological disorder epilepsy.

Usually, the methodology proceeds with the identification

of an epilepsy seizure with the slow spike waveform. Life

becomes immobile due to the unexpected nature of these

seizures with impermanent damages of memory, percep-

tion, speech, and consciousness that leads to increased

chances of risk for death (Kamath 2013). Almost four

percentages of people in the world are affected by a seizure

at a certain period during their life from that one percent

are epileptic. Here, they carry out the initiation of Seizures

with the help of hyperventilation, photo stimulation, and

some other approaches in interictal records. But, the pro-

voked epileptic seizures action that is not similar to natural

ones was a disadvantage. No capturing and analyzing ictal

events alone a vital milestone for long-term video-EEG

recording; it also has an impact over the valued clinical

information. When observing EEG analysis based on

conventional methods, one could found that all those

methods are a time-consuming and tiresome job performed

by neurologists.

For these longstanding EEG recordings, visual analysis

causes a human fault, and it was inefficient (Abbasi and

Esmaeilpour 2017). Furthermore, they also consider the

waves of background noise and the artifacts as EEG

recordings of an epileptic seizure. Due to these reasons,

there was a need to automatically detect epileptic seizures

for reducing the time of evaluation and assistance to the

neurologists. Single-channel EEG seizure detection is not

adequate, owing to a nonlinear and complex dynamic

system of the brain. Therefore, the multi-channel EEG

processing of seizure detection plays a significant role in

detecting abnormalities in the human brain. Though
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multichannel EEG signals carried out the task of reliable

mining data effectively so that only a limited number of

studies were concentrated on them (Ji et al. 2011). Various

ideas of research have been introduced to detect seizures,

techniques like Deep Learning (Altan and Karasu 2020;

Failed 2021; Sezer and Altan 2021), feature extraction,

preprocessing, and categorization are involved.

Conventional researches endeavoured to perform sei-

zure detection. Accordingly, the study (Pattnaik et al. 2022)

has considered wavelet-transform for epileptic seizure

detection on the EEG signals. Classification has been

performed with certain Machine Learning methodologies

to detect non-seizure and seizure classes. EEG signals have

been gathered and overall 48-events have been regarded for

evaluation. EEG signal has been decomposed into varied

sub-bands through the use of TQWT (Tunable Q-Wavelet

Transform) and features relying on time frequency namely

entropy, further, temporal measures have been retrieved for

making huge dataset for detecting epilepsy. Dataset pre-

processing has been performed to classify epilepsy through

RF (Random Forest) and SVM (Support Vector Machine).

It has been perceived that, RF classifier has shown better

outcomes with regard to accuracy at a rate of 93% in

comparison to SVM classifier that has shown 90.4%

accuracy. Though better outcomes have been attained,

accuracy rate has to be further enhanced to be made

applicable in clinical-practices.

On contrary, (Saidi et al. 2018) has used AntMiner? and

has exposed satisfactory results. Further, (Tzimourta et al.

2018) presented an approach for the evaluation of window

size in automated seizure detection. In the Open Vibe

scenario, statistical and spectral features were extracted

and utilized for training four diverse classifiers. It could

achieve the accuracy beyond 80% for the Decision Tree

classifier. Likewise, from the results, it was recognized that

the different window sizes offered classification accuracy

with small differences. Similarly, (Sharmila and Geethan-

jali 2018) elucidated an epileptic signal detection with

time-domain features. In this approach, they utilized an

SVM and a naive Bayes for TD features that are collective

and separate. This work utilized TD features like SSC, WL,

and the number of ZC, and it was the first effort by the

scholars. Also, they calculated remaining TD features such

as average power (AVP) and standard deviation (SD) along

with MAV for clarified EEG data. The performance of the

classifier was enhanced when utilizing the filtered EEG TD

features as input. In spite of the better performance, there

still existed scope for improvement due to certain pitfalls

comprising of ineffective feature selection that negatively

affected the prediction rate. For differentiating normal and

epileptic EEG signals, feature selection is a crucial task.

Motivated by this, the present study intends to perform

optimized feature selection for effectual seizure detection

using below objectives.

Objectives

The main contribution of the study is,

• To eliminate noise and select optimized features using

the proposed MBBF-GPSO (Modified Blackman Band-

pass Filter—Greedy Particle Swarm Optimization) for

improvising classification performance.

• To predict seizure using the proposed Novel CNN

(Novel Convolutional Neural Network).

• To analyze the performance of the proposed system

through performance and comparative analysis for

assessing the effectiveness of the proposed system in

detecting seizure.

Organization

The remaining sections of the paper are organized as fol-

lows: the existing feature extraction techniques related to

EEG signal classification are surveyed in Sect. ‘‘Related

works’’. The description of the proposed methodology and

feature extraction results are presented with its working

flow and pseudocode in Sect. ‘‘Proposed work’’. The

results of the proposed work are compared by using various

performance measures in Sect. ‘‘Performance analysis’’.

Finally, the paper is concluded, and future work is men-

tioned in Sect. ‘‘Conclusion’’.

Related works

Sharma et al. 2018 presented an Orthogonal Wavelet Filter

Bank OWFB design to minimize the frequency bands. In

this work, a new SDP was utilized by the researchers

without the participation of parameterization, and the filter

coefficients were also acquired openly. The features

extracted the designed minimally mean squared frequency

localized OWFBs from the suggested automated epileptic

seizure identification system. They had considered two

classification tasks for identifying ictal, non-ictal, and

interictal EEG signal episodes. The first one is the seizure

vs. seizure-free EEG signal. Secondly, they utilized seizure

vs. non-seizure EEG signals. Dominant datasets for testing

the performance of the classification approach. The

attained classification performance was better. Further

investigative research will take up diagnosing disease and

anomaly detection with electrocardiogram, magneto

encephalogram, heart rate variability, and

photoplethysmogram.
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Altın and Er (2016) elucidated an innovative approach

through acquiring the EMG signal from arm to identify the

elbow gestures. For rehabilitation and assistive prostheses

of paralyzed and injured people, this work utilized the

EMG signal, and this was the main reason behind this

work. The biological signal filtering is one of the main key

points, and EMG signals filtered with noise elimination of

50 Hz mains supply. After signal filtering, for both wrist

and wrist extension cases, the feature extraction was

applied. In the time and frequency domain, many feature

extraction methods were applicable. By using the extracted

features, they studied the classification of hand movements

by making use of the K Nearest Neighbor algorithm. EMG

signal acquisition tool is the acquired dataset utilized in

this approach. Thus the accuracy yields better in classifi-

cation due to its K nearest neighbor algorithm. Further, an

EEG signal for seizure detection with an innovative clas-

sification approach was discussed in this paper (Ahmadi

et al. 2018). There was preference given for a wavelet-

based cross-frequency coupling for the classification of

ictal seizures in which the features were also extracted

using WBCFC. Then the optimal features were designated

from the wavelet coefficient using a t-test, and they com-

pleted the classification with the quadratic discriminant

analysis. An innovation done in the feature extraction

provided better performance in the classification process.

The experimental outcome of accuracy was satisfactory.

Tiwari et al. (2017) presented an innovative method to

diagnose epilepsy automatically based on EEG. Using the

pyramid of the difference of Gaussian (DoG) filtered sig-

nal, it detected several measures of key points in the EEG

signal. From these detected key points, one could calculate

local binary patterns and acquire the feature set from the

histogram of these patterns. And then, it was fed up into

SVM to classify the EEG signal. This approach examined

four types of classification problems, such as epileptic and

normal seizure, seizure-free and epileptic seizure, and

seizure-free, epileptic seizure and normal, non-seizure, and

epileptic seizure EEG signals utilizing the openly offered

database of University of Bonn EEG database. They

compared the classification accuracy with the existing

approach, and they proved that their approach was efficient

to analyze the above problem of classification. For cate-

gorizing seizure-free EEG signals and seizure, they proved

that the current approach was effective with experimental

results.

Sriraam et al. (2018) provided a methodology for ana-

lyzing the multichannel EEG to detect the epileptic seizure

with the use of entropy, PSD, MLPNN classifier, and

Teager energy. In this method, firstly, EEG signals were

processed previously for noise removal, followed by fea-

ture extraction. Extracted features appropriateness with its

band difference was tested to classify the normal and

epileptic seizures using Wilcoxon rank-sum test and

descriptive analysis. This work revealed the performance

measure of sensitivity, specificity, and false-positive rate

for a multi-feature for achieving comparatively better

performance than other existing methods. To afford an

automated biomarker for epileptic and normal EEG signals,

the ‘Aepitect’ signification of the graphical user interface

was established in MATLAB.

Lu et al. (2018) presented a new technique for the

arrangement of the EEG signal for epileptic seizure iden-

tification. Kraskov entropy of the envelopes of IMF signals

disintegrated by Hilbert-Huang transform was calculated

for the innovative feature extraction method. The hybrid

twelve-dimensional feature vector was regarded as input

for the LS-SVM classifier by combining these kinds of

features with the other two features. For evaluating gen-

erality and universality of this method, they made use of

three different datasets, and then, defined the three binary-

classification problems. Having hybrid features makes the

system more efficient for the detection of an epileptic

seizure. But still some problems were presented in real-

time applications, to overwhelm this issue, a new prospect

was given to contribute neurophysiologists to diagnose the

epileptic seizures accurately. Thilagaraj et al. (2018) pre-

sented a new single feature, specifically Tsallis entropy,

with five different classifiers. This work compared their

proposed method with other preceding methods, and it

founded that suggested method takes the minimum time of

computation. This method accomplished a peak accuracy

using a decision tree classifier designed for the four types

of two-class classification problems. It was a simple

method, and its computation time was lesser. Thus it was

scrutinized that this method offered better detection of

epileptic seizures using novel single features names as

tsallis entropy.

Guo et al. (2018) introduced an Extended Correlation-

Based Feature Selection (ECFS) where the feature selec-

tion has a vital role because the efficiency of the system

can be affected while selecting the features. The feature

space selected over here was fed up into five classification

algorithms, such as Support Vector Machine Random

Forest, Multilayer Perceptron, RBF Network, and Logistic

Model Trees. Among those classifiers, the LMT classifier

achieves better than other approaches. Thus to diagnose

epilepsy, this selection method was effective. (Ahammad

2014) elucidated a novel method of detecting the epileptic

seizure event to achieve better sensitivity by avoiding

wavelet decomposition and utilizing some demographic

features and wavelet-based features. With the linear clas-

sifier, they were able to divide epileptic EEG signals, and a

normal were divided into three types as epilepsy patients

for the period of epileptic seizures, a healthy volunteer with

the eye open, and epilepsy patients in the epileptogenic
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zone in a seizure-free interval. In this process, it calculated

features such as entropy, energy, minimum, maximum,

standard deviation, and mean at various sub bands. This

work made use of the database of Bonn University EEG for

detecting seizure event detection. This work computed

parametric measures like sensitivity, specificity and accu-

racy for seizure detection. In such a case of onset seizure

detection, they made use of the CHB-MIT scalp EEG

database, including wavelet-based features, mean absolute

deviation (MAD), and interquartile range (IQR) without

wavelet decomposition were taken out. For analyzing the

seizure, this work utilized onset recognition performance,

latency.

Furthermore, (Raghu and Sriraam 2017) presented an

enhanced structure of MLP-NN (Multilayer Perceptron

Neural Network) using a pattern classifier to identify the

iEEG (intracranial electroencephalogram epileptic sei-

zures). Even, they involved vast procedure for the quali-

tative analysis of intracranial recordings, it offers important

brain neuronal actions for the medical judgment was

essential. (Raghu et al. 2017) proposed a study to detect the

epileptic seizure automatically with the highest accuracy

comparatively than the existing approaches. The log and

norm entropies based on wavelet packet with a REN (re-

current Elman neural network) was preferred as it has more

specific characteristics. The epileptic, normal pre-ictal

EEG recordings are the three types of classification mea-

sured in this study. From the original EEG recordings,

50 Hz power line noise was removed initially using an

adaptive Weiner filter; for safeguarding the stationary of

the signal, this methodology divided original EEGs to 1s

patterns. For indicating the fluctuations in the features, they

implemented the non-linear Wilcoxon statistical test. And

also, log energy entropy with no wavelets is deliberated.

Thus the simulation proves that the classification accuracy

was better in this REN classifier consisting of wavelet

packet log entropy.

Problem identification

From the existing works, we observe that the current

techniques have both advantages and disadvantages; how-

ever, it mainly lacks the subsequent limits:

• Inefficient feature selection

• Increased computational complexity and time

• The detection takes more time for finding epilepsy

• The classification accuracy is less for identifying the

seizure and seizure of free classification.

For overcoming these issues, this paper aims to develop

a new classification based seizure detection methodology.

Proposed work

In the proposed system, we perform the epileptic seizure

prediction by pattern recognition based on the time—do-

main analysis. In this study, the EEG database (2018) from

the University of Bonn, Germany, is utilized. This database

contains five types of EEG data sets (signified as Set A–E).

One hundred single-channels are available for each dataset,

and its duration is 23.6 s.

Initially, the modified Blackman bandpass filter is used

to suppress the signals which are at the other frequency

than predefined frequencies. This filter is used to discrim-

inate the ranges of the frequency a pass along with the

passage of signal within specific frequencies wherein the

filter attenuates the outside ranged signal.

We are extracting the time domain features to describe

the EEG signals for the detection of an epileptic seizure.

The listed time domain features are Mean value of the

Square Root (MSR), Absolute value of the Summation of

Square root (ASS), mean absolute value (MAV), waveform

length (WL), Absolute value of the Summation of the

exponential root (ASE), zero crossings (ZC), slope sign

changes (SSC), auto-regressive coefficients (AR), Wilson

Amplitude (WAMP) and root mean square (RMS). Also

extract frequency domain features such as Maximum

Amplitude, Mean Frequency, Median Frequency, Power

Spectrum deformation, and Spectrum Moment.

These above-estimated features are optimized using

Greedy Particle Swarm Optimization (GPSO) for selecting

the best optimal features. After that, those optimized fea-

tures are classified using a Novel Convolutional Neural

network (CNN). We update the convolutional layer of

CNN for training based on the extracted features and

labels.

Finally, the degrees of severity of the detected epilepsy

are also classified. On comparing the proposed algorithm

with the existing techniques on the scale, the parameters

such as TP, TN, FN, FP precision, recall, F-Score, Kappa

and Dice Coefficients, sensitivity, specificity, and accuracy

are found to be holding right (Fig. 1).

EEG input signal and modified Blackman band
pass filter

We consider an input signal from the EEG for the filtering

process. The EEG input signal is shown in the

figure (Fig. 2).

In the window function method, a leakage is dispersed

spectrally in different ways based on required specific

applications. The Blackman window seems the same as

Hanning and Hamming windows. A Blackman window has

benefits over other windows by providing better stopband

Cognitive Neurodynamics

123



attenuation. With less passband ripple (Tiwari et al. 2014),

i.e., Blackman window can show lower Maximum stop-

band ripple (about 74 dB down) than the hamming window

in the outcome of FIR filter. The mathematical equation is

shown below.

The method initiates with an optimal desired frequency–

response that is denoted by,

Hid Wið Þ ¼
X1

n¼0

hid nið Þe�jjwini ð1Þ

wherein

hid nið Þ ¼ 1
2

R p
�pHid Wið Þe�jjwinidwi 1

The below equation states the Blackman-window of

length (N).

W nð Þ ¼ 0:42� 0:5cosð2pnN� 1Þ þ 0:08ð4pnN
� 1Þ;where n

¼ 0; 1;N� 1 ð2Þ

To eliminate certain stop band-ripples and pass band

ripples, hamming window method is utilized. Coefficients

for hamming window computation is given by,

wiðniÞ ¼ 0:54� 0:46cosð2pniNiÞ; 0� ni �Ni ð3Þ

In our work, initially modified Blackman bandpass filter

is utilized to suppress the signals which are at the other

frequency range than the predefined frequencies. We use

the bandpass filters for distinguishing the ranges of the

frequencies and for passing the signal within specific fre-

quencies and attenuates the signal, which is in the outside

scope (Fig. 3).

Time and frequency domain feature extraction

After applying the Blackman bandpass filter to the EEG

input signal, the feature extraction process is carried out in

EEG data. Feature extraction is employed to reduce the

dimensionality (cut into feature vector) when we present

Fig. 1 Overall flow diagram

Fig. 2 Input signal
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massive input data. The three sources of information, such

as spatial feature, Spectral (Frequency) Domain feature,

and we can extract the temporal feature from the feature

extraction process. The time and frequency domain fea-

tures, one from each category, are shown in Tables 1, 2, 3,

4, 5, and 6.

Healthy

Interictal

Ictal

Fig. 3 Pre-processed signal

Table 1 Time domain features

Absolute value of the summation of square root

(ASS)

7.0766e ? 03

Mean value of the square root (MSR) 1.5066

Absolute value of the summation of the exponential

root (ASE)

1.8246

Mean absolute value (MAV) 6.5056

Waveform length (WL) 246.1464

Zero crossing 76

Slope sign change (SSC) 182

Auto-regressive coefficients (AR) - 0.3308

Root mean square (RMS) 0.5430

Wilson amplitude (WAMP) 2043

Table 2 Frequency domain features

Maximum amplitude 24.7663

Mean frequency 8.4973e ? 03

Median frequency 0.0325

Power spectrum deformation - 3.2031e ? 03

Table 3 Time domain features

Absolute value of the summation of square root

(ASS)

1.1653e ? 04

Mean value of the square root (MSR) 0.5973

Absolute value of the summation of the exponential

root (ASE)

4.9285

Mean absolute value (MAV) 13.3298

Waveform length (WL) 238.8708

Zero crossing 52

Slope sign change (SSC) 146

Auto-regressive coefficients (AR) - 0.3284

Root mean square (RMS) 0.7278

Wilson amplitude (WAMP) 1871

Table 4 Frequency domain features

Maximum amplitude 31.3704

Mean frequency - 3.9897e ? 04

Median frequency 0.0212

Power spectrum deformation - 3.2031e ? 03

Table 5 Time domain features

Absolute value of the summation of square root

(ASS)

1.7329e ? 04

Mean value of the square root (MSR) 3.1375

Absolute value of the summation of the exponential

root (ASE)

6.0361

Mean absolute value (MAV) 41.5786

Waveform length (WL) 3.2913e ? 03

Zero crossing 174

Slope sign change (SSC) 204

Auto-regressive coefficients (AR) - 0.3324

Root mean square (RMS) 6.0308

Wilson amplitude (WAMP) 3962

Table 6 Frequency domain features

Maximum amplitude 145.0774

Mean frequency 1.6044e ? 04

Median frequency 0.1052

Power spectrum deformation - 3.2031e ? 03
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In the present study, the characteristics of time-domain

features like ASS (Absolute value of the Summation of

Square root), MSR (Mean value of the Square Root), ASE

(Absolute value of the Summation of the exponential root),

MAV (mean absolute value), WL (waveform length), ZC

(zero crossings), SSC (slope sign changes), AR (auto-re-

gressive coefficients), RMS (root mean square) and WAMP

(Wilson Amplitude) are extracted from EEG input for

characterizing the patterns of EEG for detecting the

epileptic seizure. And also, the extraction of the frequency

domain features such as Maximum Amplitude, Mean Fre-

quency, Median Frequency, Power Spectrum deformation,

and Spectrum Moment are done.

The extraction of the time domain feature is not only

possible for the Non-stationary and transient characteristics

of the EEG signal. In contrast, the frequency domain fea-

tures should also be extracted, i.e., Fundamental charac-

teristics of EEG. While acquiring constant frequency on the

EEG waveform, it presents the fundamental rhythms of

frequency such as theta, beta, gamma, and Delta, which is

similar to several brain states, functions, or pathologies.

Greedy particle swarm optimization

A greedy particle swarm optimization is the optimization

method where we consider extracted features as an input,

and then it is optimized by selecting the best features

among them. A PSO (particle swarm optimization) is a

computational technique to enhance candidate solutions

through optimizing the problem recurrently. By having a

population of a candidate solution, the position has solved

the issue of the particles so that particles could get moved

around the space of search based on theoretical formulas

over the velocity and location of the particle. Every

movement of particle influences concerning the best local

position known. However, we can rely on the best areas

known of search space, which we reorganize as a better

position with another kind of particle. It probably reached

the best solution with the movement of the swarm. Here the

greedy method is also involved where the objective func-

tion is assumed first, and it has to be optimized (either

maximized or minimized) at a specified point. At each step,

we made the greedy choices in the greedy algorithm for

ensuring that the objective function is optimized; the

decision made here could not be reversed back for com-

puting optimal solutions. For enhancing the effectiveness

of obtaining optimal solutions, a frequency and time

domain feature extraction was announced to complement

the greedy system. We get the best solution from the per-

sonal best solutions of particles in a greedy manner. Thus

greedy particle optimization is the best method for opti-

mizing the problems towards making a better solution

through updating the velocity and the position of the par-

ticle. The greedy algorithm has the advantage of analyzing

the runtime quickly.

Novel convolutional neural network

Applying CNNs to EEG signal are becoming familiar

because of its vast usage and effectiveness towards pre-

dicting the seizure. The CNN method is one of the fruitful

ones and established better results in this research

community.

A CNN contains an output and input layer, and also

numerous hidden layers, whereas hidden layers of CNNs

comprised the pooling layers, fully connected layers, and

convolutional layers. The convolution operation is applied

as an input by the CNN layers, transporting the outcome to

the subsequent segment. The convolution rivals each neu-

ron’s response for the visual stimuli, networks including

local or global pooling layers where we give the one layer’s

output of neuron cluster to the next neuron. We utilize an

average value taken from the previous layer containing

individual group for mean pooling. Entirely neuron net-

work is the network where it links all the neurons from the

one layer to the layer that is composed of every single

neuron. CNN layer has the same standard as like traditional

perceptron neural network that is multilayered. For high

dimensional data analysis, CNN is a more efficient one.

The parameter sharing scheming is employed and utilized

in convolutional layers for reducing the number of

parameters, and also quantity of parameters and computa-

tion in the network, spatial size of the representation, and

consequently control overfitting, are reduced by the design

of pooling layer.

The CNN models utilized four layers. Initially, we ini-

tialize the CNN parameter. Physically, CNNs have con-

volutional layers combined with pooling layers, tracked by

fully connected layers.

(1) Convolutional layer

It links the convolutional layer contains the 64 feature

maps that to the input layer through 3*3 kernels, including

the kernels which glide over EEG signals diagonally.
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Yk ¼
XN�1

n¼0
Znhk�n ð4Þ

A kernel includes the matrix to be entwined with the input

EEG signal and stride (stride = 1) and controls the degree

to which the filter combines diagonal input signals.

(2) Pooling layer

The downsampling layer is known as the pooling layer, and

it only selects the maximum value for each feature map,

and then the output neurons are reduced accordingly.

(3) Fully connected layer

Here, it acquires filled association towards the complete

activations over the other layer. Then finally, the activation

layer the classification output is attained (i.e., ictal, inter-

ictal, or preictal) by sigmoid and tanh activation.

Tanh or hyperbolic tangent Activation Fnandri mam

Function

A ¼ 1� ðz � zÞ ð5Þ

Sigmoid activation function:

A ¼ z � ð1� zÞ ð6Þ
z� Features values

Algorithm 2 depicts Novel Convolutional Neural Net-

work. This methodology indicates the input as optimized

sequences f fn and will initialize the training and testing set

size. Extracted the features from the sequences and created

a list of feature sets. Then the CNN parameter gets ini-

tialized, and we found the backpropagation. The layers like

the pooling layer, fully connected layer and convolutional

layer, and the activation layer are utilized in combination

for obtaining the classified output through sigmoid function

and tanh (Fnandri mam Function).

Performance analysis

This performance analysis is the section where the per-

formance metrics can be experimentally analyzed. The

features like specificity, accuracy, sensitivity, F score,

recall precision, and the Jaccard coefficient are estimated to

find the seizure from the EEG signal in an effective manner

than the other conventional methods. The classification

approach of proposed CNN is superior to acquire better

output for classifying the seizures effectively.

Figure 4 shows the performance metrics evaluation for

healthy, interictal, and ictal. The accuracy of the healthy

interictal and ictal seizure for our proposed method have

attained 99.3, 99.2, 98.2, and 99; similarly, the sensitivity

reached 99.5, 97, and 98. The specificity of this proposed

method is also estimated and specified as 99, 99, and 99.25.

Additionally, precision, recall F measures, and the Jaccard

coefficient are also evaluated to prove the efficiency of the

proposed technique that uses an effective classification

approach.

Figure 5 demonstrates the performance metrics evalua-

tion for S-Z, S-F, S-N, and S-ZNF. The EEG dataset

includes five subsets denoted as Z, O, N, F and S. In this

work, four different types of classification tasks S-F, S-Z,

S-N and S-ZNF are considered to evaluate the performance

of the proposed system. The accuracy rate of the proposed

method for S-F is 0.5% superior to the existing one; for

S-Z, it deviates 4.3%, and S-ZNF is 0.3% higher than the

traditional one. Similarly, for the sensitivity, the S-Z, S-F,

S-N, S-ZNF acquires the range of 95, 100, 98.5, and 99.

The specificity of the S-Z, S-F, S-N, S-ZNF are 95, 100,

98.5, and 99. And also, the precision, recall F measures,

and the Jaccard coefficient are evaluated where we achieve

superiority in our proposed method. The Jaccard coefficient

value for S-Z, S-F, S-N, S-ZNF is 90.4545, 100, 97.0043,

and 98.6689, which is comparatively better than other

approaches.

Figure 6 depicts the Comparison of Performance mea-

sure evaluation for proposed and existing method(Yu et al.

2019). The comparison measure shows that the proposed

work MBBF-GPSO offers better performance for acquiring

better S-F, S-ZNF than the existing KRPCF (kernel robust

probabilistic collaborative function). The accuracy of the

proposed method for the S-F value is higher than the

conventional way. The sensitivity of the suggested tech-

nique for S-F, S-Z, and S-ZFN are 100, 95, and 99, which

is superior to the traditional technology that yields 99,
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Fig. 4 Performance metrics evaluation for healthy, Interictal and ictal
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98.75, and 98. Thus MBBF-GPSO is superior to existing

work, and hence our proposed method works better with its

brilliant framework. Further, the performance of the pro-

posed system has been assessed with and without cross

validation for exposing its performance with and without

uncertainty. The corresponding results are shown in

Tables 7 and 8.

From Table 7, it is found that, proposed system works

better with cross validation and has exposed 99.76%

accuracy in comparison to its performance without cross

validation. Similarly, the proposed approach works better

with cross validation and has exposed minimum error rate

(0.423) in comparison to its performance without cross

validation. Hence, the performance of proposed system

seems to be uncertain when it is considered without cross

validation and is certain when it is considered with cross-

validation. Further, empirical outcomes of the proposed

system with and without optimization are exposed in

Fig. 7.

From Fig. 7, it is found that, 300 features are selected

with optimization and 500 features exists without opti-

mization. In addition, comparison has been performed with

filters and proposed system. The corresponding outcomes

are exposed in Table 9 wherein the efficacy of the proposed

system is confirmed.

Comparative analysis

Proposed system has been comparatively assessed with

conventional classifiers with regard to accuracy. The cor-

responding outcomes are depicted in Table 10.

From Table 10, it has been revealed that, conventional

classifiers like RBFNN has shown better accuracy at a rate

of 97.47%, SVM has exposed 98.78%, KNN has shown

97%. However, the proposed system has revealed high

accuracy than conventional algorithms at a rate of

99.65% as represented in bold below. Further, analysis has

been undertaken with regard to other metrics (recall, pre-

cision and F-measure). The corresponding outcomes are

shown in Fig. 8.

From Fig. 8, it has been found that, conventional

approaches like HVD-LSTM has shown better perfor-

mance in accordance with metrics. In comparison to other

traditional algorithms, proposed system has revealed better

performance. Furthermore, comparison has been accom-

plished in accordance with accuracy by considering con-

ventional algorithms like SVM, Naı̈ve Bayes, Logistic

Regression and KNN. The respective outcomes are shown

in Table 11.

From Table 11, it has been exposed that, existing

algorithms like SVM has exposed 74.44% accuracy,

while, KNN has shown 94.56%, LR has revealed 94.69%

and NB has shown 91.56%. However, the proposed sys-

tem has revealed high accuracy than conventional algo-

rithms with 99.65%. The proposed MBBF has eliminated

unwanted signals due to its better ability in stopband

attenuation. Further, only optimized features have been

chosen by GPSO. Further, ideal solutions for GPSO are

obtained by extracting frequency and time domain fea-

tures for complementing it. The study also employed

CNN due to its innate capability in automatically learning

distinct features for individual class. These advantages of

the proposed system have made it accomplishing better

performance than conventional methods in seizure
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and existing method

Table 7 Analysis with regard to accuracy

Accuracy

Without cross validation 99.3

With cross validation 99.76
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detection with 99.65% accuracy as confirmed by com-

parative analysis.

Conclusion

In this innovative study, MBBF-GPSO technique is

employed to obtain enhanced results for effective seizure

prediction. We utilized the modified Blackman Band Pass

filter in which the Blackman window provides better

stopband attenuation and less passband ripple. Also, we

used the bandpass filter for attenuating the signal, which is

out of the range. We extracted the frequency domain and

time domain features separately, and it is fed up into the

optimization process named GPSO. After this process, to

acquire a desired classified output, CNN is utilized. Thus

from the experimental outcome, it is clear about the out-

performance of the suggested method than other conven-

tional means. Then, we make the cross-validation with

traditional methods, and it found that the proposed tech-

nique offers better outcomes. The complexity of the pro-

posed model is given by O(n(log(n)) In the future, we look

to extend the work by taking different databases like the

Freiburg database or some real-time human database with

some other optimization techniques.
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Table 8 Analysis with regard to error

Error

Without cross validation 0.581

With cross validation 0.423
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Fig. 7 Features selected with and without optimization

Table 9 Comparison of filters with proposed system (Raza et al.

2014)

Blackman - 58.2 dB 0.10938

Hamming - 41.7 dB 0.085938

Kaiser (b = 5) - 37.8 dB 0.085938

Proposed - 13.6 dB 0.054688

Table 10 Analysis in

accordance with accuracy

(Saminu et al. 2021)

Classifier Accuracy

RELS-TSVM 90.2

RBFNN 97.47

Exponential Energy 99.5

SVM, FFANN 99

SVM 98.78

ANN 91.1

KNN 97

Proposed CNN 99.65
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Fig. 8 Analysis in accordance with performance metrics (Khan et al.

2021)

Table 11 Analysis in accor-

dance with accuracy (Karabiber

Cura et al. 2020)

Method Accuracy

SVM 74.44

KNN 94.56

Naive Bayes 91.56

Logistic regression 94.69

Proposed 99.65
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Abstract: Experimental and simulation investigation of the performance and characteristics of
different refrigerants and blends of refrigerants is carried out to replace the existing refrigerant R134a
for a vapour compression refrigeration system. The performance of VCRS systems was improved by
several researchers by introducing the concept of mixing the family of refrigerants with low GWP in
the working circuit. This research paper presents the performance results of different refrigerants
and blends of refrigerants that can replace the R134a it is also an attempt to cover the mechanism
and possible combination of different blends of refrigerants to improve the effectiveness as well
as efficiency of the refrigeration system. Detailed analysis of different parameters of heat transfer
and predictions of low-GWP refrigerants, including the HFO (hydro fluoro-olefin) class and the HC
(hydrocarbon) class through energy and exergy analysis of commercial refrigerants such as R134a is
performed. Results are obtained by using an experimental test rig and the input parameters of the
experiments are kept the same with the simulation software (CYCLE_D-HX 2.0) and validated with
the results to replace R134a.

Keywords: hydrofluoroolefins; hydrofluorocarbons; refrigeration system; energy technology;
environmentally friendly; alternative refrigerants; low GWP

1. Introduction

The process of maintaining and achieving the temperature below the surrounding
is known as refrigeration. The main aim is to lower the temperature of the product
or space to the desired one. Maxwell et al. [1] discussed the history of refrigeration
with the basic concept of modern refrigeration systems using ammonia, carbon dioxide
and aqua-ammonia as a refrigerant. Several researchers investigated and found that
efficiency can be enhanced by the blending of refrigerants with different proportions.
During several investigations, it was noted that these blended refrigerants have several
novel properties that make them very useful in various types of applications such as fuel
cells, heat sinks, heat exchangers, heat transfer, hybrid engines, pharmaceutical processes,
microelectronics, grinding, machining, the cooling system of different components, chillers,
domestic refrigerators, solar applications, greenhouse applications. They can improve
the thermal conductivity of the base fluid as well as it was noted that convective heat
transfer is also significantly improved. According to an international agreement (Montreal
Protocol, 1987), the use of CFC halogenated refrigerants such as R-11, R-12, R-113, R-114,
and R-502 that have high ODP have been phased out. The most widely used refrigerants
R-11 and R-12 are replaced because of their long-term greenhouse effects with R134a.
HFC -134a is a non-flammable hydrofluorocarbon and is the best alternative to R-12 CFC
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refrigerant, but due to high GWP of 1430, insolubility and incompatibility with organic
mineral oils, the Environmental Protection Agency (EPA) listed R134a in the category
of unacceptable refrigerant. In this paper, the behaviour of suitable refrigerants and
blended mixture of refrigerants is investigated experimentally and simulation (CYCLE_D-
HX 2.0) results of software, to show the new possibilities of utilisation of different blended
refrigerants in the field of refrigeration and HVAC systems to replace R134a refrigerant.
The mixing and use of different blended refrigerants were started in the third generation
of refrigeration in the 1990s, i.e., HFC refrigerants. Mixing of some refrigerants reduces
the flammability and toxicity, it was also observed that some refrigerants have very high
pressure and by mixing of refrigerants the working pressure is reduced. The normal boiling
pressure is also affected and changed by the blending process resulting in a change in the
cooling capacity of the system. Spauschus et al. [2] discussed the adoption of R134a as
a replacement for R12 in compressor and refrigeration systems for commercial purposes
to comply with the Montreal Protocol. The desired physical and chemical properties
of R134a were reviewed, including its behaviour with lubricants. However, a complete
assessment, including refrigerant process development, toxicological validation, lubricant
development, material screening tests, and refrigeration product engineering, would be
required before commercialisation. Butterworth et al. [3] tested propane and a mixture of
propane and isobutene and found that the mixture can be used as a “drop-in” replacement
for R12, with improved COP. Havelsky et al. [4] conducted a study to compare different
refrigerants as a replacement for R12 in terms of energy efficiency, COP, and TEWI. They
compared R134a, R401A, R409A, R22, and a mixture of R12 and R134a. They concluded
that R134a, R401A, and R409A showed better COP results than R12 and reduced TEWI
levels. Domanski et al. [5] compared the performance of R134a and CO2 refrigerants using
semi-theoretical cycle models CYCLE-11.UA and CYCLE-11.UA-CO2 and found R134a
has better COP results than CO2. Sekhar et al. [6] investigated the replacement of CFC12
refrigerant in a household refrigerator with an eco-friendly blended refrigerant mixture
of HFC134a/HC290/HC600a and found refrigerant mixture is a better replacement for
CFC12. Gigiel et al. [7] performed various tests, including a pressure test, scratch test, leak
test for protected circuits, leak test for unprotected circuits, leak test for external joints, and
measurement of concentration with R600a. Hosoz et al. [8] compared the performance of a
single stage refrigeration system and a cascade refrigeration system, both using R134a as
the refrigerant. The cascade system consumed more compressor power overall due to the
second compressor in the high-temperature loop. The volumetric efficiency of the single
stage system was lower than the low temperature section of the cascade system. The overall
COP of the cascade system was low due to the second compressor in the high-temperature
loop. Gang et al. [9] conducted a performance analysis on a domestic refrigerator using
different ratios of HFC152a/HFC125 refrigerant mixture and found a mass fraction of
0.85 of HFC152a with prior used refrigerant CFC12 yielded the same results. Chimres
et al. [10] investigated the performance of refrigerants R290 (propane), R600 (butane), and
R600a (isobutane) in a 239 L capacity refrigerator with a 53 L freezer and 100-watt power
consumption and the best results were obtained with a mixture of 60% propane and 40%
butane. Fatouh et al. [11] analysed and concluded that hydrocarbon refrigerants have
zero ODP and GWP and the best results were obtained with a mixture of 60% propane
with n-butane and iso-butane. The use of 70% propane in the mixture increased the
volumetric efficiency by 15.5% and the coefficient of performance can be improved by
2.3% by using 60% propane. Ding et al. [12] conducted a comprehensive review of the
use of simulation models for vapour compression refrigeration systems to optimise their
design and predict performance. Jwo et al. [13] performed experiments with R134a working
refrigerant replaced by R290 and R-600a hydrocarbons of 50:50 ratios and found that the
refrigerating effect is improved. The total energy consumed by 4.4% also the mass of
refrigerant for charging the system is reduced by 40%. Mohanraj et al. [14] conducted an
experimental study using a mixture of R290 and R600a hydrocarbon refrigerants under
different ambient temperatures ranging from 24 to 43 ◦C resulted in a reduction in power
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consumption of the refrigerator. Padilla et al. [15] conducted an analysis of energy balance
on a household domestic refrigerator using R12 and found that the overall performance
of the refrigerator using the zeotropic mixture was better than that of R12, provided that
the evaporator temperature was maintained between 15 ◦C and −10 ◦C. Agarwal and
Srivastava et al. [16] conducted experiments to test the performance of the system with
different eco-friendly hydrocarbon refrigerants and observed that these refrigerants resulted
in a desired reduction of CFC emissions. Wongwises et al. [17] compared the performance
of CFC12, CFC22, and HFC134a refrigerants with alternative refrigerants HC290, HC1270,
HC600, and HC600a at different ratios. Tiwari et al. [18] conducted experiments using
refrigerants R404a and R134a and found R134a consumed less energy but in all working
conditions, the performance of R404a was significantly better than R134a. Bolaji et al. [19]
investigated the performance of HFC refrigerants R32, R134a, and R512a and found that
R32 had a low COP and very high operating pressure. The performance of R152a and R134a
was similar at different temperatures, but the COP of R152a was higher than both R32
and R134a. In addition, R152a had zero ODP and very low GWP. Liu et al. [20] conducted
experimental investigations on two different vapour compression systems with the use
of a mixed blend of R290 and R600 in the 20-cubic feet system resulted in 6% energy
savings, the use of hydrocarbon blended mixtures in the 18-cubic feet system resulted in
energy savings of up to 17.3%. Mishra et al. [21] performed numerical computations to
analyse the thermal performance of a three-stage cascade vapour compression refrigeration
system and analysis showed that R-600a refrigerant yielded the best system performance
at an ultra-low temperature of −155 ◦C. Domanski et al. [22,23] presented the simulation
software developed by the national institute of standards and technology (NIST) which
imports the most accurate input parameters of thermos-physical properties of different
fluids and fluid mixtures, as it has standard reference data and is validated by more than
200 countries. Ian H. Bell et al. [24] investigated the blend of the 23 best refrigerants of low
GWP through simulation software REFPROP and CYCLE_D-HX to compare the results
as a replacement for the R134a refrigerant. Domanski et al. [25,26] did an investigation on
simulation tool CYCLE11 used for the preliminary evaluation of refrigerants and refrigerant
mixtures in the vapor-compression cycle. The program is based on the Carnahan-Starling-
DeSantes equation of state and assumes an isenthalpic expansion process. It includes a
simple model of the compressor and considers heat exchange in the suction and liquid
lines. Domanski et al. [27] developed a simulation model called CYCLE_D-HX to evaluate
the transport properties and optimise heat exchange in heat exchangers. They conducted
an experiment to evaluate the performance of R134a, R600a, and R-32 refrigerants and
validated the data with the CYCLE_D-HX model (Figure 1). Gil et al. [28] investigated
the efficiency of HFO/HCFO refrigerants in the ejector cooling cycle with three different
levels of condensation and evaporation temperatures. The results showed that hydro-fluoro
olefins, particularly HFO-1234zf and HFO-1234ze(E), can achieve high efficiency in the
ejector cooling cycle. Adelrajafi et al. [29] developed a CSA-LSSVM model to predict the
behaviour of a low GWP binary mixture of refrigerants, R-1234yf and R-1234ze(E). They
compared their model’s predictions to those of the PREOS and PC-SAFT models and
found that their CSA-LSSVM model had better performance. Van Vu Nguyen et al. [30]
investigated the performance of six refrigerants, R-1234ze(E), R-32, R-152a, R-290, R-600a,
and R-1234yf, in terms of COP, operating pressure, and sensitivity of ejector geometry under
different working conditions and found HFC R-152a and HFO R-1234ze(E) performed the
best, R-600a was the most favourable, and R-1234yf was compatible with R-290. Emmi
et al. [31] presented the configurations and monitoring data to study the behaviour of a
two-stage heat pump operated with R-744 in the ejector system and secondary refrigerant
R-1234ze is used in the high-temperature stage. The study aimed to find out the effective
energy performance of the system. Taweekum et al. [32] analysed R-463A as an alternative
to R-404 in a NIST vapour compression cycle model. Using CYCLE_D-HX software, they
found that R-463A has a higher normal boiling point and a significantly lower GWP
than R-404A. R-463A can also be used in high ambient temperature environments due
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to its higher critical pressure and temperature. At low temperatures, R-463A has a 10%
higher COP than R-404A. Gil et al. [33] proposed new three-component refrigerants with
a 10% step in mass fraction, using a triangular design. The researchers found that the
best performing mixture was R1234yf-R152a-RE170 with a weight share of 0.1/0.5/0.4.
Andreas et al. [34] studied the two-phase condensation heat transfer process and pressure
drop characteristics of R-513A and found that the pressure drop of R-513A was similar to
R-1234yf and 10% lower than that of R134a at higher mass flux. However, the pressure
drops of R-1234ze(E) were 20% higher compared to those of R134a at higher mass flux.
Bharanitharan et.al [35] conducted a study on the hydrodynamics of an oscillating Stirling
regenerator at various speeds and compared the experimental and numerical results. They
found that the numerical results were able to predict the flow behaviour in the regenerator,
and the Ergun correlation performed well at high flow rates. Kumar et al. [36] conducted
a review on low GWP refrigerants such as R-1234ze(E), R-1234ze(Z), R-1234yf, R-513A,
and R-450A as substitutes for R134a. They analysed the thermodynamic and transport
properties of these refrigerants using experimental, numerical, and simulation studies.
Nikitin et al. [37] conducted an investigation on the performance of a heat pump on the
soil at different temperatures and variable depths. They used a mixture of R-41 and R-161
to understand the effect of ice thickness and snow cover by employing computational fluid
dynamics and thermo-economic–environmental analysis on the cascade system. Deyni
et al. [38] developed a model to evaluate six pairs of refrigerants for use in a cascade
refrigeration system. The refrigerant pairs evaluated were R41-R161, R41-R1234yf, R41-
R1234ze, R744-R161, R744-R1234yf, and R744-R1234ze. The results showed that R41-R161
and R41-R1234ze had the highest COP. Nikitin et al. [39] conducted a comparative study of
energy, exergy, economic, and environmental analysis of the 10 coldest Russian cities using
the Pareto front curve and found Saint Petersburg would benefit from using air-source
heat pump (ASHP) systems, while Khabarovsk city would benefit from using ground-
source heat pump (GSHP) systems. Dashtebayaz et al. [40] studied the efficiency of five
HFC refrigerants on geothermal heat pumps to optimise system design, finding R-134a
had the highest efficiency and R-125 the lowest. Dashtebayaz et al. [41] studied the use
of an air source heat pump as a waste heat recovery system in a data centre to reduce
energy consumption and emissions. Their results demonstrated significant energy and
cost savings as well as improved efficiency, with a projected payback period of 2.5 years.
Honda et al. [42] conducted experiments to investigate the effects of mass velocity and
condensation temperature difference on local heat transfer during R407C condensation in a
horizontal microfine tube to obtain the superficial heat transfer coefficient for the vapour
phase, and the combined prediction agreed with the measured values with an error of 9.2%.
Rossetto et al. [43] presented a new simple model for predicting heat transfer coefficients in
horizontal micro fin tubes during condensation of halogenated and natural refrigerants,
validated against a data bank of 3115 experimental heat transfer coefficients. Hargovind
et al. [44] used a genetic algorithm to optimize velocity and surface roughness to improve
product quality by exploring the effect of pulse on time, wire span, and servo gap voltage on
cutting velocity, surface roughness, recast layer, and microhardness of the surface produced.
Teng et al. [45] investigated the frictional pressure drop and heat transfer performance
of de-ionized water flowing through rectangular microchannels with longitudinal vortex
generators (LVGs) results show that heat transfer performance was improved by 12.3–73.8%
for microchannels with aspect ratios of 0.0667 and 0.25, respectively, while pressure losses
increased by 40.3–158.6% and 6.5–47.7% Hsieh et al. [46] examines the spreading thermal
resistance of centrally positioned heat sources and the thermal performance of a flat vapor
chamber used for electronic cooling. Parametric studies were conducted, and the results
showed a heat removal capacity of 220 W/cm2 with a thermal spreading resistance of
0.2 ◦C/W for the vapor chamber heat spreader. The study highlights the potential of using
flat vapor chambers for efficient electronic cooling. Uzair [47] conducted both experimental
performance analysis and deep learning-based modeling to analyze the performance of
a closed-loop heat pump dryer that uses R-134a as a secondary fluid and moist sodium
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polyacrylate material, also known as Orbeez, as the drying material. The study seeks to
understand the behavior of the Orbeez material and its interaction with the heat pump
dryer system to improve the efficiency and effectiveness of the drying process
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Based on the literature review, refrigerants and blends are used in the simulation
investigation as an alternative to R134a and thermodynamic properties and environmental
properties are given below in Tables 1–3.
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Table 1. Thermodynamic and environmental properties of HFC and HFC blends (REFPROP, version 10.0 [23]).

S. No Refrigerants/
Properties Unit R134a R404A

[R-125/143a/134a] R407A [R-32/125/134a] R32 R152a R245fa R227ea RS50

1 Name of the
refrigerant - 1,1,1,2-

Tetrafluoroethane Dichloromethane 1,1-Difluoroethane 1,1,1,3,3-
Pentafluoropropane

1,1,1,2,3,3,3-
Heptafluoropropano

2 Molecular
Formula - C2H2F4 C2HF5/C2H3F3/

C2H2F4
CH2F2/C2HF5/

C2H2F4 CH2F2 C2H4F2 C3H3F5 C3HF7 CH2F2/C2HF5/CH2FCF3/
C3HF7/C2H4F2

3 Composition
(weight share) - 100 0.44/0.52/0.04 20/40/40 Dichloromethane 1,1-Difluoroethane 1,1,1,3,3-

Pentafluoropropane
1,1,1,2,3,3,3-

Heptafluoropropano
HFC-32 HFC-125 R134a
HFC-227ea HFC-152a

4 Category (type) - HFC HFC blend HFC Blend HFC HFC HFC HFC HFC Blend
5 GWP - 1430 3922 2107 675 124 1030 1888
6 ODP - 0 0 0 0 0 0 0 0

7 Critical
temperature

◦C 101 ◦C 72.12 82 78.1 113.26 153.86 101.75 82.4

8 Critical pressure bar 13.6 37.35 44.94 57.82 45.16 36.5 29.25 47.5738

9 Normal boiling
point

◦C −26.1 ◦C −45.74 −45 −51.62 −24.9 15.3 −16 −46.5

10 Molar weight g/mol 102.03 97.6 90.1 52.02 66.05 134.05 170.03 81.8

Table 2. Thermodynamic properties of HFC + HFO blends (REFPROP, version 10.0 [23]).

S. No Refrigerants/
Properties Unit R32/R41/

R1234ze(E) R134a R161/R41/
R1234ze(E) R448A R449A R449B R449C R450A R452A R452B R454B R454C R515A

1 Name of the
refrigerant -

1,1,1,2-
Tetrafluoro-

ethane

HFC32—
HFC125—

HFC134a—
HFO

1234ze—
HFO

1234yf

HFC32—
HFC125—

HFC134a—
HFO

1234yf

HFC32—
HFC125—

HFC134a—
HFO

1234yf

HFC32—
HFC125—
HFC134a—

HFO
1234yf

HFC134a—
HFO

1234ze (E)

HFC32—
HFC125—

HFO
1234yf

HFC32—
HFC125—

HFO
1234yf

HFC32-
HFO

1234yf

HFC32-
HFO

1234yf

HFCR227ea—
HFO 1234ze

(E)

2 Molecular
Formula - CH2F2/CH3F/

C3H2F4 C2H2F4
C2H5F/
CH3F/

C3H2F4

CH2F2/
C2HF5/

CH2FCF3/
C3H2F4/
C3H2F4

CH2F2/
C2HF5/

CH2FCF3/
C3H2F4

CH2F2/
C2HF5/

CH2FCF3/
C3H2F4

CH2F2/
C2HF5/

CH2FCF3/
C3H2F4

CH2FCF3/
C3H2F4

CH2F2/
C2HF5/
C3H2F4

CH2F2/
C2HF5/
C3H2F4

CH2F2/
C3H2F4

CH2F2/
C3H2F4

C3HF7/
C3H2F4

3 Composition
(weight share) - 0.1/0.9/0 100 0.8/0.1/0.1 (26/26/21/

7/20) 24/25/26/25 25.2/24.3/
23.2/27.3 20/20/31/29 42/58 11/59/30 67/7/26 68.9/31.1 21.5/78.5 88/12

4 Category (type) - HFC + HFO HFC HFC +
HFO

HFC +
HFO

HFC +
HFO

HFC +
HFO

HFC +
HFO

HFC +
HFO

HFC +
HFO

HFC +
HFO

HFC +
HFO

HFC +
HFO HFC + HFO

5 GWP - 608 1430 20 1387 1397 1412 1251 605 2140 698 466 148 393
6 ODP - 0 0 0 0 0 0 0 0 0 0 0 0 0

7 Critical
temperature

◦C 80.58 101 ◦C 95.99 82.68 82.07 82.2 84.21 104.47 75.05 77.1 78.1 85.6 108.71

8 Critical pressure bar 58.07 13.6 53.1 45.94 44.9 45.3 43.98 38.22 40.14 52.2 52.66 43.18 35.65

9 Normal boiling
point

◦C −50.23 −26.1 ◦C −39.77 −46 −46 −46.1 −44.6 −23.4 −47 −51 −50 −46 −18

10 Molar weight g/mol 55.02 102 48.87 189.9 87.2 86.3 90.3 109.0 103.5 63.53 62.6 90.8 117.4
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Table 3. Thermodynamic properties of HFO and PFO and HC (REFPROP, version 10.0 [23]).

S.
No

Refrigerants/
Properties Unit R134a R1216 R1224yd(Z) R1233zd(E) R1234yf R1234ze(E) R1234ze(Z) R1243zf R1336mzz(Z) R290 R600a RE170

1 Name of the
refrigerant -

1,1,1,2-
Tetrafluoro-

ethane

Hexafluoro-
propylene

1-Chloro-2,3,3,3-
tetrafluoro-

propene

Trans-1-chloro-
3,3,3-Trifluoro-

propene

2,3,3,3-
Tetrafluoro-

propene

1,3,3,3-
Tetrafluoro-

propene

CIS-1, 3,3,3-
Tetrafluoro-

propene

3,3,3-
Trifluoro-
propene

1,1,1,4,4,4-
Hexafluoro-2

butane
Propane Isobutano Dimethyl

ether

2 Molecular
Formula - C2H2F4 C3F6 (Z)-CF3-

CF=CHCl C3H2ClF3 C3H2F4 C3H2F4 C3H2F4 C3ClF3H2 cis-
CF3CH=CHCF3 CH3CH2CH3 C4H10 C2H6O

3
Composition

(weight
share)

- 100 Hexafluoro-
propylene

1-Chloro-2,3,3,3-
tetrafluoro-

propene

Trans-1-chloro-
3,3,3-Trifluoro-

propene

2,3,3,3-
Tetrafluoro-

propene

1,3,3,3-
Tetrafluoro-

propene

CIS-1, 3,3,3-
Tetrafluoro-

propene

3,3,3-
Trifluoro-
propene

1,1,1,4,4,
4-Hexafluoro-2

butane
Propane Isobutano Dimethyl

ether

4 Category
(type) - HFC PFO HFO HFO HFO HFO HFO HFO HFO HC HC HC

5 GWP - 1430 17,340 4 1030 1 7 2
6 ODP - 0 0 0 0 0 0 0 0 0 0 0 0

7 Critical
temperature

◦C 101 85.8 155.54 166.45 94.3 109.36 150.2 103.7 171.35 96.7 134.7 127.2

8 Critical
pressure bar 13.6 31.49 33.37 36.23 33.82 35.34 35.3 35.17 29.03 42.5 36.3 53.37

9
Normal
boiling
point

◦C −26.1 −29.6 15 18.31 −29.48 −19 9.8 −25.42 33.4 −42 −12 −24.78

10 Molar
weight g/mol 102.03 150.03 148.5 130.5 114 114 114.04 96.05 164 44.1 58.12 46.07
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2. Experimental Apparatus and Test Conditions

Compressor, condenser, evaporator, and expansion valves are the main components of
any simple vapour compression refrigeration system to sustain the cooling load, whereas
some applications require different temperatures for different sections. Tests have been
carried out in a controlled environment with an environment temperature of 18 ◦C and
evaporator and condenser air-flow discharge conditions. The pressure of refrigerant in
the condenser and the evaporator, the temperatures in the refrigeration loop, and the
compressor power consumption data for each of the tests were recorded with a period of
10 s per measurement in the dynamic cooling process from 15 ◦C to −10 ◦C as measured
as the outlet of the evaporator. The experiment started with R134a to set up the base
reference, the thermodynamic properties of the refrigerants were obtained from the NIST
thermodynamic properties of refrigerants and refrigerant mixtures database [23]. The
vapour compression refrigeration cycle is based on the following factors:

• Refrigerant flow rate.
• Type of refrigerant used.
• Kind of application viz air-conditioning, refrigeration, dehumidification, etc.
• The operation design parameters.
• The system equipment/components proposed to be used in the system.

A single-stage vapour compression system was used to generate data to verify the
model. The system was equipped with a variable speed reciprocating compressor, vari-
ably sized evaporator and condenser, manually adjusted throttling valve, and a liquid-
line/suction-line heat exchanger, which could be included or bypassed The evaporator
and condenser were of the annular design arranged in the counter-current configuration;
the refrigerant flowed in the enhanced inner tube (copper), while the HTF flowed in the
smooth annular space. The heat exchangers’ size could be adjusted by changing the number
of active refrigerant tubes; this feature enabled heat flux control. The apparatus was set
to achieve evaporation and condensation saturation temperatures nominal to air-source
heat pumps and the HTF inlet and outlet temperatures were used to obtain these evapo-
ration and condensation temperatures using R134a and a mid-range compressor speed,
1800 rev·min−1. Four additional data sets at each rating test (total of 12) were generated
by holding the HTF inlet temperature constant as the system capacity was varied via
compressor speed, (1400 to 2200) rev·min−1; readings are mentioned in observation Table 4,
and care was taken to configure other evaporator and condenser operating conditions
(beyond refrigerant saturation temperature) to closely resemble those of a typical air-to-air
heat pump. Specifically, the heat fluxes were within (5 to 9) kW·m−2 and (5 to 10) kW·m−2

for the evaporator and the condenser, respectively. Additionally, the ratios of HTF thermal
resistance to total heat exchanger thermal resistance were nominally 0.8 and 0.6 for the
evaporator and condenser, respectively; these values are representative of air-to-air heat
pumps where the air side (i.e., HTF side) thermal resistance dominates. The thermal re-
sistance ratios were enforced by the selection of HTF mass flow rates; the HTF mass flow
rates were held constant for all tests at 0.098 kg·s−1 for the condenser and 0.131 kg·s−1 for
the evaporator. The subcooling and superheat were controlled to (2 to 3) K and (3 to 6)
K, respectively. More details about these tests, including the uncertainty calculation (95%
confidence level) for the COP (0.35%), capacity (0.2%), and Qvol (1.5%).

Table 4. Observation table for R134a as refrigerant.

S. No
Energy Meter
Reading for

10 Rev in Sec.

Compressor
Inlet Pressure,

P1 (Bar)

Compressor
Outlet

Pressure, P2
(Bar)

Refrigerant
Temperature

at Inlet of
Compressor,

T1 (◦C)

Refrigerant
Temperature
at Outlet of
Compressor,

T2 (◦C)

Refrigerant
Temperature

at Inlet of
Expansion

Valve, T3 (◦C)

Refrigerant
Temperature
at Outlet of
Expansion

Valve, T4 (◦C)

Water
Temperature
in Evaporator,

T5 (◦C)

1. 8.5 6.4 8.3 15.2 90.3 49.3 6.3 8.6
2. 9.7 6.3 8.5 16.5 91.6 51.1 5.9 7.9
3. 10.6 6.5 8.7 17.8 92.7 52.3 5.2 7.2
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From the above observation table, the calculation is performed to find out the refriger-
ating effect and work completed by the compressor

Calculation-

Work done by compressor (WD) =
No. of revolutions in energy meter ∗ 3600

Time taken in energy meter ∗ Emc
= 10 ∗ 3600

85 ∗ 750
= 0.5647 KW

(1)

In Case of mass of water in the chiller,

Refrigerating effect(RE) =
mw ∗ cp ∗ ∆T

Time taken for drop in initial and final temperature
= 11 ∗ 4.187 ∗ 8.6

10 ∗ 60
= 0.660 KW

(2)

Actual Coefficient of performance (COPactual) = RE
WD

= 0.660
0.5647

= 1.169
(3)

For the variations, the pressure and the temperature ranges are changed,
P1 = 6.4 Bar
P2 = 8.3 Bar
T1 = 24.3 ◦C, h1 = 373.13 KJ/Kg
T2 = 34.7 ◦C, h2 = 425.84 KJ/Kg
T3 = 31.7 ◦C, h3 = 243.9 KJ/Kg
T4 = 15.3 ◦C, h4 = 220 KJ/Kg

Theoretical coefficient of performance
(

COPtheory

)
= h1−h4

h2−h1

= 373.13−220
425.84−373.13

= 2.90

(4)

Exergy at any point can be calculated as :
.
ex =

.
m[(h − hair)− Tair(s − sair)] (5)

Accordingly, the total exergy destruction is sum of the exergy destruction in each of
components and is written as:

.
Exdtot =

.
Exdeva +

.
Exdcon +

.
Exdcom,HTC +

.
Exdcom.LTC +

.
Exdexp,HTC +

.
Exdexp,LTC (6)

2.1. Description of CYCLE_D-HX 2.0 Model

The CYCLE_D-HX 2.0 model is a simulation tool that is used to analyse the perfor-
mance of vapour compression cycles. It is based on the concept of using temperature
profiles of the heat sink and heat source, and ∆Thx for the evaporator and condenser. This
approach enables the model to account for refrigerant thermophysical properties, pres-
sure drop, and heat transfer coefficient on the cycle performance on a relative basis. The
simulated system consists of a compressor, condenser, adiabatic expansion device, and
evaporator. The compressor is represented by the isentropic efficiency, volumetric efficiency,
and electric motor efficiency. The evaporator and condenser can be either counter-flow,
crossflow, or parallel-flow, and are represented by their ∆Thx. The solution sequence starts
with estimated values of saturation temperatures in the evaporator and condenser. Based
on the established thermodynamic cycle with refrigerant temperature profiles and HTF
(heat transfer fluid) temperature profiles, the model calculates ∆Thx and compares them
to the values specified as input. The model iterates evaporator and condenser saturation
temperatures until it achieves the specified ∆Thx values within a convergence parameter.
The CYCLE_D-HX 2.0 model is a comprehensive tool that can be used to analyse the
performance of different types of vapour compression cycles. It includes enhanced cycle
options such as a liquid-line/suction-line heat exchanger. The model has been extensively
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tested and validated against experimental data, and its accuracy and reliability have been
demonstrated in several research publications.

For each iteration step of saturation temperatures, CYCLE_D-HX 2.0 calculates heat
exchangers’ ∆Thx using Equation (7)

1
∆Thx

=
Q1

Qhx∆T1
+

Q2
Qhx∆T2

=
1

Qhx
∑

Qi
∆Ti

(7)

The equation presented in the statement calculates ∆Thx as a harmonic mean weighted
with the fraction of heat transferred in individual sections of the heat exchanger, assuming
a constant overall heat transfer coefficient throughout the heat exchanger. This approach
enables the model to account for the variations in heat transfer rate along the length of the
heat exchanger. At the beginning of each iteration, the model calculates ∆Thx based on the
sections corresponding to the subcooled liquid, two-phase, and superheated regions. The
model repeatedly bisects each subsection until the ∆Thx obtained from two consecutive
evaluations agree within a convergence parameter. This iterative process ensures that the
model achieves a high degree of accuracy in calculating the performance of the vapour
compression cycle. Alternatively, the heat exchangers can be characterised by the overall
heat conductance UAhx, which is a measure of the heat transfer rate per unit temperature
difference across the heat exchanger. If this input option is used, the model calculates the
specified ∆Thx from the basic heat transfer relation, which relates the heat transfer rate to
the temperature difference and the overall heat transfer coefficient. This approach provides
an alternative method to specify the heat exchanger performance, which may be more
convenient in some cases. This input option is used, the model calculates the specified
∆Thx from the basic heat transfer relation. If this input option is used, the model calculates
the specified ∆Thx from the basic heat transfer relation,

∆Thx =
Qhx

UAhx
(8)

where Qhx is the product of refrigerant mass flow rate and enthalpy change in the evap-
orator or condenser, as appropriate. Representation of heat exchangers by their UAhx
allows for the inclusion of heat transfer and pressure drop characteristics in comparative
evaluations of different refrigerants. For this purpose, CYCLE_D-HX 2.0 considers that
the total resistance to heat transfer in a heat exchanger, Rhx, consists of the resistance on
the refrigerant side Rr, and combined resistances of the heat exchanger material and HTF
[Rtube + RHTF]:

Rhx =
1

UAhx
= Rr + [Rtube + RHTF] (9)

where, Rr =
1

(hr ∗ Ahx)
(10)

The resistances [Rtube + RHTF] are independent of the refrigerant and are assumed to
be independent of operating conditions. Their combined value can be calculated from UAhx
and hr values using performance measurements obtained in a laboratory on a system of
interest CYCLE_D-HX 2.0calculates [Rtube + RHTF] within its “reference run” and stores its
value for use in subsequent simulation runs for the calculation of UAhx characterising the
heat exchanger with a new refrigerant or operating conditions. CYCLE_D-HX 2.0 requires
the following operational input data for the “reference run”: Figure 2. Then, several inputs
to simulate the performance of the vapour compression cycle. These inputs include the HTF
inlet and outlet temperatures for the evaporator and condenser, ∆Thx for the evaporator
and condenser to achieve the desired measured evaporator and condenser saturation tem-
peratures, evaporator superheat and pressure drop, and condenser subcooling and pressure
drop. The “reference run” inputs include compressor isentropic and volumetric efficiencies
and electric motor efficiency. The isentropic efficiency of the compressor can be dependent
on the compression ratio, and CYCLE_D-HX 2.0 offers the option of accounting for this
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dependence. When screening different refrigerants, the model uses a set of thermophysical
properties and correlations to simulate their behaviour in the vapour compression cycle.
The accuracy and reliability of the model’s predictions depend on the quality of the input
data and the assumptions made in the simulation. Therefore, it is important to validate
the model against experimental data and adjust the inputs and assumptions accordingly.
Equation (11) takes into account the change in isentropic efficiency with the pressure ratio
in a consistent way.

ηs = C − 0.05θ (11)
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C is a constant calculated within the “reference run” using the isentropic efficiency.

2.2. CYCLE_D-HX 2.0 Simulation Model Validation

We used the data from the cooling of the R134a test to carry out the CYCLE_D-HX 2.0
“reference run”. The “reference run” inputs included the 11.81 kW capacity, the evaporator
∆Thx = 9 ◦C, the condenser ∆Thx = 7.3 ◦C, and pressure drops of 33 kPa and 45 kPa for the
condenser and evaporator, respectively. We then executed simulations of the remaining
Cooling A, Cooling B, and Heating H1 rating tests. The capacities, compressor isentropic
and volumetric efficiencies, superheat and subcooling, discharge and suction line pressure
drops, and HTF inlet and outlet temperatures were input based on measurements from each
test. We evaluated the percentage deviation between the simulation and the experimental
results using Equation (12).

E =
ΠExperimental − ΠSimulation

ΠExperimental
·100% (12)

where Π is any parameter of interest.
The deviations for COP, Qvol, pevap, and pcond. Most of the deviations are within

4%. The largest deviation (7.4%) is for the Cooling B test at the highest (2200 rev·min−1)
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compressor speed; this operating condition yielded about a 20% increase in refrigerant
mass flow rate and capacity over the “reference run”.

2.3. Exergy Analysis

Exergy analysis is a powerful tool used to evaluate the performance of a refrigeration
system. It allows us to identify the sources of irreversibility and inefficiencies in the system
and helps us to determine where improvements can be made. The vapour compression
refrigeration system (VCRS) is a common refrigeration system used in many applications.
It consists of a compressor, condenser, expansion valve, and evaporator. The refrigerant
circulates through these components and undergoes phase changes as it absorbs and
releases heat, resulting in the cooling of the desired space or product. To conduct an exergy
analysis of a VCRS, we can use the following steps-

1. Define the system boundary and identify the components within the boundary. This
would typically include the compressor, condenser, expansion valve, and evaporator.

2. Calculate the thermodynamic properties of the refrigerant at various points in the sys-
tem, such as the temperature, pressure, and specific enthalpy. This can be completed
using thermodynamic tables or software.

3. Calculate the exergy at each component and at each state point using the following
equation-

Exergy =
(
enthalpy − enthalpyref

)
− Tref

(
entropy − entropyref

)
(13)

where enthalpy and entropy are the thermodynamic properties of the refrigerant, enthalpyref
and entropyref are the thermodynamic properties of the refrigerant at a reference state (typ-
ically the dead state or environment), and Tref is the reference temperature.

1. Calculate the exergy destruction at each component by taking the difference between
the exergy input and output. This represents the amount of exergy lost due to
irreversibilities and inefficiencies in the component.

2. Calculate the overall system exergy efficiency, which is the ratio of the exergy output
to the exergy input. This represents the percentage of the available exergy that is
being used to perform useful work.

By conducting an exergy analysis of a VCRS, we can identify the components and
processes that are contributing the most to exergy destruction and inefficiencies. This
can help us to make improvements to the system design, such as using more efficient
components, optimising operating conditions or implementing waste heat recovery systems
to reduce the amount of exergy lost to the environment.

3. Results and Discussion

The above calculations are validated with simulation software CYCLE_D-HX 2.0-NIST
cycle analysis program for investigation over different refrigerants the input parameters
are taken, and three groups of refrigerants are made for result analysis of variations in
different parameters that can affect the system.

Scheme 1 shows pressure variation for 31 refrigerants at the compressor shell inlet. A
blended refrigerant mixture of R32/R41/R1234ze(E) has a maximum pressure of 1448.6 KPa,
and R1336mzz(Z) has a minimum pressure of 38.7 KPa. Inlet pressure affects refrigerating
effect and efficiency, Low inlet pressure reduces refrigerant density and power consumption
and is desirable for vapour compression refrigeration systems. Lower pressure can be
achieved by installing fouled inlet filters or changing barometric pressure. Reduced weight
flow at the inlet decreases power consumption or horsepower. Pressure at the compressor
shell inlet for R134a is recorded as 409.5 KPa. The highest point exergy of 559.33 J is
recorded by R290.
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Scheme 1. Comparison of other refrigerants on compressor shell inlet pressure with R134a.

Figure 3 displays the results of the enthalpy and pressure variation for different
refrigerants. The maximum pressure and enthalpy are obtained for R-32, which has
a pressure of 1095.1 KPa and an enthalpy of 523.2 kJ/kg. In addition, the HFC blended
refrigerant and HFO blended refrigerant R32/R41/R1234ze(E) show the maximum pressure
and enthalpy of 1448.6 KPa and 481.3 kJ/kg, respectively. Furthermore, the HC refrigerant
R290 exhibits a maximum pressure and enthalpy of 629.9 KPa and 594.4 kJ/kg at the
compressor shell inlet temperature of 15 ◦C.
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Scheme 2 illustrates the variation of work completed by the compressor for different
refrigerants and refrigerant mixtures in the system. The investigation revealed that R1216
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and R227ea refrigerants require the least amount of work in the compressor, at 17.64 kJ/kg
and 17.37 kJ/kg, respectively. On the other hand, refrigerant RE170 demands a high
amount of work at 63.43 kJ/kg in the compressor. Compressors play a crucial role in the
system as they receive low-pressure refrigerant from the evaporator and compress it into
the high-pressure refrigerant. The efficiency of the system is highly dependent on the work
completed by the compressor, and the lower work completed by the compressor indicates
a higher level of efficiency.
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Scheme 2. Comparison between eco-friendly refrigerants with R134a.

Figure 4 displays the relationship between the work completed by the compressor
and heat supplied in the evaporator for different refrigerants at the same input conditions.
The results show that R-32, HFO blended refrigerant R161/R141/R1234ze(E), and HC
refrigerant RE170 have the maximum heat supplied in the evaporator and work completed
values of 259.3 kJ/kg and 47.34 kJ/kg, 299.43 kJ/kg and 57.22 kJ/kg, and 368.75 kJ/kg
and 63.43 kJ/kg, respectively, at the same temperature of 15◦C in the evaporator unit. This
information is critical in selecting the most efficient refrigerant for a particular refrigeration
system.

Scheme 3 depicts the heat transfer variation in the evaporator unit for different re-
frigerants and refrigerant mixtures. The investigation revealed that the maximum heat
transfer was achieved by RE170 at 368.75 kJ/kg, which is 23% higher than that of R134a.
On the other hand, refrigerants R1216 and R227ea recorded the lowest heat transfer at 93
and 93.55 kJ/kg, respectively. A higher value of heat transfer in the evaporator is desirable
as it indicates faster heat transfer. Highest point exergy of 279.31 J is recorded by R290.
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Scheme 3. Comparison between eco-friendly refrigerants with R134a.

Figure 5 illustrates the relationship between specific volume and pressure in the
evaporator unit for different refrigerants and refrigerant mixtures. The results show that R32
has the highest pressure and enthalpy, with maximum values of 1118.1 KPa and 263.8 kJ/kg,
respectively. The blended refrigerant mixture of R32/R41/R1234ze(E) recorded the highest
pressure of 1479.8 KPa and the highest enthalpy of 269 kJ/kg, while R161/R41/R1234ze(E)
recorded the maximum enthalpy of 269 kJ/kg. Refrigerants R290 and R134a had the highest
pressure and enthalpy of 642.5 KPa and 249.1 kJ/kg, respectively. Overall, the graph
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provides insights into the specific volume–pressure relationship of different refrigerants
and their mixtures in the evaporator unit.
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Scheme 4 displays the heat transfer rate variation for different refrigerants in the
condenser unit. A high heat transfer rate is desirable to convert high-pressure vapour re-
frigerant into a high-pressure liquid. The highest rate is recorded for RE170 at 432.18 KJ/Kg,
which is 23.5% higher than R134a. A good refrigerant should have a high heat transfer rate
during condensation for efficient cooling. The highest point exergy of 511.72 J is recorded
by R290.
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Scheme 4. Comparison between eco-friendly refrigerants with R134a.
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Figure 6 presents the results of the variation in enthalpy to pressure in the condenser
unit for different refrigerants and refrigerant mixtures at the same input conditions. The
graph shows that the maximum pressure of 1882.7 KPa is recorded for HFC blend RS50,
while the highest enthalpy of 531.6 kJ/kg is recorded for HFC refrigerant R152a. The
blended HFC and HFO refrigerant of R452b recorded a maximum pressure of 2309.1 KPa,
and a maximum enthalpy of 576.3 kJ/kg is recorded for R161/R41/R1234ze(E). Further-
more, refrigerant R290 recorded the highest pressure and enthalpy of 1394 KPa and 614.8
kJ/kg, respectively.
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Scheme 5 displays the cooling rate of various refrigerants and refrigerant blends in the
system. A higher cooling rate is desirable for a specific volume, and the investigation found
that a mixture of refrigerants R32/R41/R1234ze(E) provides the highest cooling rate of
8290.5 kJ/m3, which is 27% higher than the refrigerant R134a. The refrigerant R1336mzz(z)
recorded the lowest cooling rate at 403.4 kJ/m3.
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Scheme 5. Comparison of the cooling capacity of other refrigerants with R134a.
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Figure 7 illustrates the variations in cooling with the same coefficient of performance
(COPc) for different refrigerants and blends. The results of the investigation show that the
highest rate of cooling is achieved by HFC refrigerant R32 at 7478.5 kJ/m3, while the lowest
rate of cooling is recorded by HFC refrigerant R245fa at 802 kJ/m3. For blended refrigerants
of HFC and HFO, the highest rate of cooling is recorded by R32/R41/R1234ze(E) at
8290.5 kJ/m3, and the lowest is recorded by R515A at 2303 kJ/m3. In the third category of
refrigerants from PFO, HC, and HFO, the highest rate of cooling is recorded by R290 at
4000.8 kJ/m3, and the lowest is recorded by R1336mzz(z) at 403 kJ/m3.
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Scheme 6 shows the coefficient of performance (COPc) of different pure refrigerants
and blended refrigerants in the cooling system. It is observed that pure refrigerants such as
RE170, R245fa, R1234ze, R1233zd(E), and R1224yd(Z) have a higher efficiency of 5.8, which
is slightly higher than the efficiency of R134a. The lowest coefficient of performance (COPc)
is recorded as 4.178 for the blend of R32/R41/R1234ze(E). The other selected refrigerants
and blends have almost the same performance, and they can be easily used as an alternative
to R134a.

Scheme 7 depicts the variation in volume flow rate during the compression process for
different refrigerants and blended refrigerants. R1336mzz(Z) is found to have the highest
volume flow rate of 105.3 m3/h, which is 80% higher than R134a. On the other hand, the
blended refrigerant R32/R41/R1234ze(E) has the least value of 5.128 m3/h in the graph.
The volume flow rate affects the speed of the compressor, the amount of refrigerant, and
the refrigerant flow through the evaporator. A thorough investigation revealed that higher
flow rates lead to a better distribution of refrigerant in the system. As the refrigerant charge
increases, the temperature decreases in the compressor. Consequently, the load on the
compressor decreases and the discharge temperature of the refrigerant increases.

Figure 8 represents the variation in compressor suction volume flow rate for differ-
ent refrigerants and blends at the same compressor power of 2 kW. The graph shows
that HFC refrigerant R245fa has the highest compressor suction volume flow rate of
53.013 m3/h while HFC refrigerant R32 has the lowest compressor suction volume flow
rate of 5.685 m3/h. For blended refrigerants of HFC and HFO, HFC refrigerant R515a has
the highest compressor suction volume flow rate of 18.5 m3/h while the blend of HFC and
HFO refrigerants R32/R41/R1234ze(E) has the lowest compressor suction volume flow rate
of 5.1 m3/h. Among HFO refrigerants, R1336mzz(Z) has the highest compressor suction
volume flow rate of 105.39 m3/h and for HC refrigerant, R290 has the lowest compressor
suction volume flow rate of 10.6 m3/h. Compressor suction volume flow rate affects the
refrigerant flow through the evaporator and higher flow rates result in better distribution
of refrigerant in the system.
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• Maximum pressure at the compressor is recorded by the blended refrigerant mix-
ture of R32/R41/R1234ze(E) at 1448.6 kPa and the minimum value is recorded by
R1336mzz(Z) at 38.7 KPa.

• Refrigerants R1216 and R227ea consume minimum work of 17.64 kJ/kg and 17.37 kJ/kg,
respectively, and refrigerant RE170 requires a high amount of work of 63.43 kJ/kg in
the compressor.

• The maximum rate of heat transfer in the evaporator is recorded by RE170 as
368.75 kJ/kg which is 23% higher than R134a and the least value is recorded by
refrigerants R1216 and R227ea at 93 and 93.55 kJ/kg, respectively.

• The highest rate of heat transfer in the condenser unit is obtained by RE170 at
432.18 kJ/kg which is around 23.5% higher than R134a.

• R32/R41/R1234ze(E) recorded the highest rate of cooling of 8290.5 kJ/m3 recorded
and it is 27% higher than the refrigerant R134a.

• Pure refrigerants RE170, R245fa, R1234ze, R1233zd(E), and R1224yd(Z) have higher
efficiency of 5.8 which is slightly higher than the efficiency of R134a.

• A higher compressor suction volume flow rate is attained by R1336mzz(Z) of 105.3 m3/h
it is 80% higher than the R134a and blended refrigerant R32/R41/R1234ze(E) is noted
as the least value of 5.128 m3/h.

These findings highlight the significant differences between the various refrigerants in
terms of their thermodynamic properties and performance. These results have important
implications for the selection of refrigerants in various cooling applications, and the study
provides valuable insights for researchers and practitioners in the field of refrigeration and
air conditioning. Furthermore, the manuscript highlights the importance of the work in
addressing the environmental concerns associated with traditional refrigerants such as
R134a. As the global focus on reducing greenhouse gas emissions intensifies, the use of
new and more environmentally friendly refrigerants is becoming increasingly important.
The study provides an important contribution to this effort, and its findings can be used to
inform the development of policies and regulations aimed at promoting the adoption of
environmentally friendly refrigerants in industrial refrigeration applications.

5. Problems in the System due to Blending or Mixing

During the mixing of two or more refrigerants, each other following problems occur-

• During the running condition of the system, the effectiveness of the system is reduced
due to the phase change in refrigerant in the condenser and evaporator unit as the
properties of the blended refrigerant change.

• Due to uncertain non-isothermal behaviour and a mixture of refrigerants, the manu-
facturers are unable to design and select the appropriate component for the system
from the catalogue.

• Only specific heat exchangers such as a flat plate and counter flow, concentric tube,
shell, and tube heat exchangers perform well due to their geometry.

• Components of refrigeration systems are designed for pure refrigerants; therefore,
these designs are not suitable for blended refrigerants.

• It is noted that blended refrigerants can reduce the temperature difference in the heat
exchangers due to their non-linearity results as a bigger size of heat exchanger is
required.

• Due to the blending of refrigerants the temperature, pressure capacity, and efficiency
of the system are changed.

Additional components such as an accumulator and receiver must be added to the
circuit for the smooth running of the system as mixed refrigerants can create the problem
of choking.
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Nomenclature
The following nomenclature is used in the manuscript.

GWP Global warming potential
ODP Ozone depletion potential
HFO Hydro fluoro-olefin
HC Hydrocarbon
HCFC Hydro-chlorofluorocarbon
CFC Chlorofluorocarbon
TEWI Total equivalent warming impact
COP Coefficient of performance
LLSL-HX Liquid-line/suction-line heat exchanger
P1 Compressor inlet pressure (bar)
P2 Compressor outlet pressure (bar)
T1 The refrigerant temperature at the inlet of the compressor (◦C)
T2 The refrigerant temperature at the outlet of the compressor (◦C)
T3 The refrigerant temperature at the inlet of the expansion valve (◦C)
T4 The refrigerant temperature at the outlet of the expansion valve (◦C)
T5 Water temperature in evaporator(◦C)
h1 Enthalpy at the inlet of compressor (KJ/Kg)
h2 Enthalpy at the outlet of compressor (KJ/Kg)
h3 Enthalpy at the inlet of expansion valve (KJ/Kg)
h4 Enthalpy at the outlet of expansion valve (KJ/Kg)
Emc Energy meter constant
WD Work done (KW)
RE Refrigerating effect (KW)
mw Mass of water in the evaporator unit (litre)
cp Specific heat at constant pressure
∆T Temperature difference (◦C)
COPactual Actual coefficient of performance
COPtheory Theoretical coefficient of performance
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Abstract—In the process of IC design, lithography can be 

defined as the process of reprinting the pattern of the mask on 

a Silicon wafer. Lithography is an essential step in this process 

as it enables feature size to decrease which further helps in 

decreasing device size. This continuous decrease in feature size 

may lead to printability issues and hotspots. Presence of 

hotspots can cause the circuit to fail, so it is very important to 

detect these hotspots with high accuracy. Previously various 

simulation, machine leaning and deep learning based techniques 

have been implemented to solve this issue. In this paper, a 

method to identify hotspots using Vision Transformers is 

proposed. Other deep learning techniques, such as CNNs and 

ANNs have also been used for comparison purposes. All three 

techniques are implemented on five datasets. ViT gives an 

overall average accuracy of 98.05% which is 1.39% higher than 

accuracy of CNNs and 2.04% higher than accuracy given by 

ANNs. Although the ViTs prove the best in terms of overall 

accuracy, but at dataset level its performance can be improved. 

Three out of five datasets have accuracy higher than 99% and 

for rest two it is slightly above 95%. In future, we wish to 

improve accuracy for these two datasets by improving the model 

and reducing imbalance in the datasets. 

Keywords—Deep Learning, Lithography, Hotspot Detection, 

Vision Transformer, Convolution Neural Network, Artificial 

Neural Network 

I. INTRODUCTION 

In the process of IC fabrication, patterns are generated on 
a silicon wafer. These patterns are first obtained on a mask 
and then transferred on silicon wafer through the process 
known as lithography. In order to fit more and more 
transistors in the same area, feature size needs to get smaller. 
In optical lithography, feature size is directly proportional to 
wavelength. Mathematically,  

                              � =
�.�

�
                                         (1) 

Here, f is the feature size, C is the Rayleigh constant 
which measures how difficult lithography is, λ is the 
wavelength, and n is the numerical aperture.  

The most effective way to reduce feature size is to reduce 
the wavelength of light. This wavelength reduction leads to 
printability problems and degradation in resolution [1]. 
Although Resolution Enhancement Techniques such as 
Optical Proximity Correction, Sub Resolution Assist Feature 
(SRAF) are employed to improve the process, but at some 
locations, differences exist between patterns on mask and 
wafer. Positions where patterns have dimensions more or less 
than the defined threshold are known as hotspots [2]. In 
electron beam lithography, electrons scatter, and these 
scattered electrons may cover a different path than the one 
drawn in mask, which may cause hotspots [21]. The hotspots 
may lead to an open circuit or short circuit [11]; hence 
detecting them is very important. Various Simulations,  
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Pattern Matching, Machine Learning, and Deep Learning 
based techniques have been implemented to eliminate of 
hotspots. Simulation and Deep Learning based techniques are 
very expensive in terms of computational time and 
complexity [4,5,26-29]. Although Pattern Matching 
techniques are faster, they fail to detect previously unseen 
hotspots [2]. Machine Learning based techniques are faster 
and more efficient in detecting previously unseen hotspots, 
but due to an imbalance in dataset, false positives remain a 
big problem in this method [17,19], which leads to more time 
for preprocessing the data [11]. These techniques have been 
discussed in detail in section 2.  

In this work, we propose using Vision Transformer (ViT) 
technique to identify lithography hotspots. Transformers 
have a wide range of applications in the fieid of Natural 
Language Processing. However, these are only used to a 
small  extent in Computer Vision based applications due to 
high number of computations involved, which are not 
possible to achieve with hardware [16]. ViT aims to 
overcome these limitations by converting image into patches, 
passing them through the transformer encoder structure and 
finally classifying them [3]. This technique, introduced by 
Alexey Dosovitskiy et al. in June 2021 has not been 
previously utilized for detecting hotspots. Section 4 discusses 
details of the datasets and all experiments performed for 
implementation and comparison of above mentioned 
techniques. From these trials, it can be observed that ViT 
gives 1.39% higher overall average accuracy than the 
accuracy of CNNs and 2.04% higher than the accuracy given 
by ANNs. While comparing to already existing works, ViT 
performs the best or comparable to best for three out of five 
datasets, but it is not able to supplant all the existing methods 
for all the datasets. In section 5, results are shown, followed 
by conclusions and future scope in chapter 6. 

II. RELATED WORK 

Based on methods used for detecting lithography 
hotspots, all the models can be divided into five categories, 
these being: Simulation, Pattern Matching, Machine 
Learning, Deep Learning, and Lithography Hotspot 
Mitigation based methods. In 1979, the first optical 
lithography simulation method called SAMPLE was 
introduced. This technique provided better results for grids 
with greater sizes [4]. In 1985 another method for simulation 
called Positive Resist Optical Lithography (PROLITH) was 
introduced, which made the process of lithography highly 
accessible as it was the first time when a model could run on 
a Personal Computer. Various improved versions of 
PROLITH are still used as simulator for optical lithography 
process. Simulators used for electron beam are 
electromagnetic field simulator ProMAX, Monte Carlo, 
ProBEAM [4]. Full layout simulation is a highly accurate 
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way of recognizing hotspots, but it is very expensive in terms 
of computation time and complexity [5].  

To know if some place is a hotspot or not, design rules 
which define the minimum distance between two patterns on 
the same mask so that they don’t overlap or define gap 
between edges in case of same pattern must be followed [5, 
6]. Pattern Matching algorithms like string search, tangent 
space, transitive closure graph, template matching, dual 
graph etc. first check if each image of the dataset provided 
follows these rules or not, then a search algorithm is applied 
to look for hotspots [6]. Graph based techniques create a dual 
or transitive graph for the layouts provided, layouts with 
edges or adjacent patterns having lesser spacing or greater 
width than mentioned in the rules are considered hotspots. In 
this process, the chance of non-hotspots being detected as 
hotspots is large [7]. Template matching methods move the 
pattern to be detected over the entire mask pixel wise and 
patterns where some disruptions from mask are seen, are 
termed as faulty or with hotspot [8]. The string based methods 
covert layouts that are two dimensional into a single 
dimension; these single dimensional structures are named 
strings. Then, search operations using distance arrays are 
done to find strings with hotspots [8, 9, 10]. Although the 
pattern matching based methods are faster than simulations, 
but they fail to detect previously unseen hotspots [2].  

Lithography Hotspot Mitigation is a process of reducing 
the risk of hotspots by taking some preventive measures 
before lithography process, such as during Placement or 
Routing [11, 12-14]. Adjacent patterns may interfere during 
the placement process leading to hotspots, which can be 
avoided by using multiple patterning [11]. Lithography 
simulation and Edge Placement Error (EPE) guided routing 
[13] help in optimizing the layout after routing process and 
reduce hotspots by a significant amount. EPE map compares 
the edge shapes of the layout to edge shapes that are intended 
in the form of a matrix and then finds hotspots [14].  

In machine learning models, features need to be extracted 
before performing classification in order to reduce the size of 
training data, hence leading to an increase in speed. DBLF 
technique divides the layout into sub-regions and calculates 
their densities. This information is represented in the form of 
vectors and can then be classified using machine learning 
[15]. DBLF based models classify layouts with the same 
density in the same class, which may cause errors [7]. To 
overcome weakness of DBLF, HLOP is used, which along 
with density, can also capture the direction in which light 
transmits by calculating Histogram Oriented Gradient (HOG) 
of regions obtained after performing Gaussian Blurring on 
the image [7]. Topological classification combined with 
Critical feature extraction is based on deriving geometry 
based i.e. topological (preserved) and process based i.e. non-
topological feature. According to different topologies like the 
distance between edges of a pattern, the distance between two 
patterns and non-topologies like number of corners, number 
of points touching clusters are made, and an SVM kernel 
related to each critical feature is constructed. These feature 
specific kernels help to identify hotspots with more accuracy 
[5]. MCMI is Information Theory based technique that 
extracts features with high information and takes care that 
redundancy is less, making the process fast and efficient [4]. 
Encoder-Decoder feature extractor consists of convolution 
and de-convolution layers, which helps features to transform 
and makes it easier to work with CNNs [16]. Feature 

extraction methods lose the relations among structures; to 
solve this issue MCCS is used, which stores information in 
the form of matrix [17]. Machine learning techniques used 
for hotspot detection purpose are SVM [7, 11, 15, 18, 19], 
Boosting [7, 20], PCA [7, 8], clustering [11, 21-23], Naive 
Bayes [24], Bilinear Classifier (Combination of SVM and 
Ada-boost) [17]. A bilinear classifier is used with MCCS 
feature extractor in order to preserve the topological relations 
[17]. Semi-supervised techniques have also been used to 
identify hotspots with high accuracy [25]. Although ML 
based detectors overcome the weakness of Pattern Matching, 
false alarms remain a problem, which leads to exhaustive and 
costly post-processing [17, 19].  These days Deep Learning 
based techniques involving CNNs [26, 27], ANN architecture 
combined with CNNs [4], GANs [28], CNNs with DBSCAN 
clustering [29], feature extraction followed by CNNs [30] etc. 
are being used to reduce False Alarms 

III. PRELIMINARIES  

A. Lithography: 

Litho means sculpture of a 2-D or 3-D structure made of 
metals or stones. Reprinting what is present somewhere else 
is known as lithography. In the 1960s, circuits were in 
micrometer range, today these are a few nanometers, and it 
has been possible with the help of patterning. It controls 
shapes, dimensions, and placement of various components. 
Based on the type of radiation, there are basically four types 
of lithography processes: Optical Lithography, X-Ray 
Lithography, Electron beam Lithography and Ion Beam 
Lithography [31].  

For optical lithography light from a source is projected 
through a mask via a focusing lens. That pattern is then 
focused on the photoresist-coated wafer. Soluble part of the 
photoresist is rinsed away, leaving an image of the required 
pattern on the chip. [31] Mask a.k.a. Reticle contains 
hardcopy of the design that needs to be transferred from mask 
to the photoresist. For a multilayer design each layer has its 
own mask. The process of making an original hard mask is 
complex and may take hours to make, but once it is done, the 
pattern can be quickly transferred to different wafers, making 
it easy to get multiple patterns [31, 37]. A photoresist is light 
sensitive material that is applied on top of a Silicon wafer. 
For this, one or two drops of photoresist are taken, which are 
put on wafer, and the wafer is spun really fast so that it 
uniformly spreads. In positive photoresist, resolution is 
better, but throughput is high. This photoresist is now dipped 
in developer solution to remove the softened part, oxide layer 
is removed which prepares final wafer. 

Optical Lithography can further be divided into three types: 
Contact printing, Proximity printing, and Projection printing. 
In contact printing wafer is in contact with the mask, hence 
resolution is high. But life of the mask is reduced due to wear 
and tear because of contact. In this type risk of contamination 
is also there because if some dirt is present on the mask, it is 
transferred on wafer. In Proximity printing mask and wafer 
are close but not in contact. In this type, resolution decreases 
a little bit but life increases. In Projection printing, mask and 
wafer can be as far as one wants. In this, a highly focused 
image of the mask is projected on the wafer; hence resolution 
is high and wafer life increases. Because of extra optical setup 
required, cost also increases.  
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Fig. 1. Lithography Process 

There are three figures of merit of lithography: 
Resolution, Throughput and Depth of focus. If there is a 
defined feature size in mask, after transferring it may increase 
or decrease. The closer the feature size to mask, the better the 
resolution. If original feature size is small, it is required to be 
very accurate for good resolution. Throughput defines the 
number of wafers that can be prepared in a given time. It is 
important because the process needs to be cost effective. 
Since there are multiple patterns in a design, all of these 
should be properly aligned with respect to each other as well 
as base the Silicon wafer. For this alignment to become 
easier, the depth of focus must be good. e.g., In a simple BJT 
five masks are required: Active area mask, Junction Isolation 
mask, Base diffusion mask, Emitter diffusion mask, and 
Contact metal mask. All these masks must be aligned with 
each other [31].  

For chip area and total cost of chip making to reduce, 
transistors  need to get smaller, [21], so it is desired that the 
trend of area getting smaller in a cost-effective way 
continues. Angle of diffraction from mask is sinθ, which is 
mathematically written as:  

                               ��	
 =
�.�

�
                                  (6)  

where sinθ is the angle of diffraction, f is the feature size, 
c is constant and λ is the wave length. Since 0th differential 
order does not contain any information, the lens needs to 
capture at least first differential order to recreate pattern of 
the mask. Hence, the smaller the feature size, the bigger the 
diffraction angle, the bigger the lens needed.  

To reduce f, one can increase n or reduce λ. To increase 
n, water or oil can be used as medium instead of air. It is 
known as immersion lithography. X-rays can be used to 
reduce λ instead of UV light in optical lithography. It is 
known as X-ray lithography and is done using proximity 
printing. When electron beam is focused on water cooled 
palladium target, X-rays are generated. This process is done 
inside Helium chamber as it doesn’t absorb X-rays [31]. 
Mask used in this technique is a thin membrane made of 
Aluminium Oxide, Silicon or Silicon Nitride, coated with 
gold (because gold can absorb X-rays). Most commonly used 
mask for this lithography is Poly Methyl Meta Crystal 
(PMMA); electron beam resists can also be used. This 
technique has various advantages, such as smaller 
throughput, low proximity effect and high resolution. X-rays 
do not absorb dirt so, the risk of contamination is also less. 
One limitation of this process is the blurring of image on the 
substrate, which depends on the distance between X-ray 
source and mask and the separation of mask and wafer 
[21,31].  

Another way of obtaining smaller feature size is by using 
electron beam lithography; in this direct writing on the 

substrate is possible and mask is not required. Hence, it 
provides a better depth of focus and resolution; and can be 
easily automated [31]. The time required for this is very high, 
leading to a smaller throughput. Another disadvantage of this 
lithography technique is the proximity effect. When the 
electron beam is focused on substrate, scattering of electrons 
take place so; they go large distances away from the original 
pattern. Because of this broadening of actual pattern and 
feature size takes place, this is known as proximity effect. 
Insufficient radiation at corners doesn’t let them fully 
develop; this effect is known as intra-proximity, and 
overdevelopment of certain areas due to extra exposure is 
called inter-proximity [31].  

Ion-beam can be used in place of electron beam leading 
to less scattering and hence, less proximity effect. This 
process is known as Ion-beam lithography. Designers are 
given rules such as how much edge to edge distance one 
should keep, how much separation should be there, length 
and width which must be followed to get least errors possible. 
However, sometimes because of decreasing feature size, 
printability issues occur; those places with such issues are 
known as lithography hotspots [31] 

B. Vision Transformer 

Today most of the best performing Natural Language 
Processing models like BERT, GPT are Transformer based, 
but in computer vision based applications, these are only used 
to a small extent. Till now, transformers have been used with 
CNNs, but never at their place. Vision Transformer aims to 
use transformers for image classification tasks without the 
involvement of convolutions [16].  

Transformers make use of the attention mechanism and 
parallelization to outperform other NLP models. 
Mathematically, Attention can be described with the help of 
function aij, which can be defined as:  

                          
��,�� = ����(����, ℎ�)                           (7)  

where  aij  captures the importance of ith sequence/word in 
getting jth output, function, fatt has many choices depending 
on the problem to be solved, bj-1 captures the state of the 
encoder so far, and hj is the input sequence.  

These weights are then normalized by using softmax 
function to get the parameter Γ.  

Γ��,�� = ���(���,��)
�

�  !"(
#
$%&

                     (8)  

The output of self attention layer goes to feed forward 
network, which converts output attention vector to a form that 
can be processed by next encoder block or decoder block. The 
output  of feed forward network goes to the next encoder and 
so on; the output of encoder is fed to decoder. Decoder block 
consists of three layers, first being self attention layer which 
generates attention vector for input. These attention vectors 
and vectors from encoders are passed through the encoder-
decoder attention block, which decides how related these two 
vectors are. Its output is fed to feed forward network, which 
passes the output to next decoder or linear layer. The linear 
layer extends dimensions to dimensions required for output, 
and the softmax layer transforms it to probability distribution 
at output. 

Ideally, transformers operate on sequences or sets by 
applying attention mechanism on them.  i.e., Since attention 
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is a quadratic operation, pair-wise inner product needs to be 
calculated between each pair of sets; therefore computations 
and memory required are very high. For images, it is harder 
because these are composed of many pixels. Even a small 
image consists of approximately 250*250 pixels. Every pixel 
needs to attend every other pixel, so even for a small image 
((250)2)2 operations are required. This much computations 
are not possible to achieve with hardware [3].  

Vision transformers make use of transformers by 
including some operations to reduce the number of 
computations required. First of all, the image is partitioned 
into patches of same shape, which may or may not overlap; 
and every patch is a small image. Then these patches are 
vectorized by reshaping tensors to vectors, letting the output 
be X1, X2, ….., Xn. Next dense layer is applied to these 
vectors; let the outputs of dense layer be Z1, Z2, ….., Zn, 
where Zn = w*Xn + b. Then, positional encoding is added to 
these patches because swapping of patches may lead to 
information loss. Other than these, a CLS token is passed 
through the embedded layer, and its output is used to provide 
classification output. All these vectors are passed through the 
transformer encoder network. Since we need to perform 
classification task output of encoder i.e., a feature vector is 
not passed through a decoder network as it is more efficient 
for generation related tasks instead, it is passed through MLP 
head which acts as a classifier and provides image 
classification output [16].  

 

Fig. 2. Structure of Vision Transformer [16] 

In transformers, one can pay attention to the things which 
are far away; this is not possible in CNNs. One feature that 
has been observed with ViTs is that they perform better than 
ResNETs only when training data is sufficiently large; 
otherwise they are equally or less effective. In CNNs, 
integration is done over a pixel, which connects to its 
neighborhood. Then that neighborhood connects to its 
neighborhood and so on. This is known as local attention. 
ViTs work on the principle of global attention i.e., all the 
points are connected at once [3]. 

IV. EXPERIMENTS PERFORMED 

We explored ViT model on ICCAD 2012 dataset to see 
its efficiency in detecting lithography hotspots. For 

comparison, CNN and ANN models have also been applied. 
Details of the dataset are as follows:  

A. Dataset Used 

For this research, ICCAD-2012 dataset is utilized. It 
is further divided into five datasets with different types of 
layouts. The first dataset was obtained using 32 nm process 
and other four were obtained during 28 nm process. Each 
dataset contains a training and test set; detailed information 
of each dataset is provided in the following table. 

TABLE 1 DETAILS OF DATASET USED 

Dataset 

Training Data Test Data 

Hotspot Non-

Hotspot 
Total Hotspo

t 
Non-

Hotspot 
Total 

Dataset1 99 340 439 226 3869 4095 

Dataset 2 174 170 5459 498 41298 41796 

Dataset 3 909 406.6 5552 1808 46333 48141 

Dataset 4 95 16.98 4547 177 31890 32067 

Dataset 5 26 2176 2202 41 19327 19368 

Dataset 6 1303 16896 8199 2750 142717 14546
7 

 

The results provided are after passing lithography output 
through design the rule checker, and hence the number of 
hotspots is much less than the number of non-hotspots. Many 
techniques have been used previously to take care of this 
imbalance, some of them being data augmentation and 
filtering [32]. Another problem faced by this dataset is false 
alarms. It has been seen that using synthetic patterns to 
increase the amount of training data significantly reduces 
these false alarms [33]. 

B. Model: 

To implement ViT, we loaded a pre-trained transformer 
model ‘vit_base_patch16_224’ provided by Hugging Face. 
This model is trained on the ImageNet21k dataset and then 
fine-tuned on ImageNet dataset.  It uses a patch size of 16*16. 
Chained transformations are used to resize images to 
224*224 resolution. These resized images are then converted 
to tensors and normalized with mean and standard deviation 
= 0.5 for all three channels. The model has been created using 
torch image model library and pre-trained transformer model.  

For generating the model, we tried various parameters; 
batch size set to 100, learning rate with values 1e-2 for 
datasets 2,3,4,5, and 1e-3 for dataset 1 gave the best results. 
While compiling the model, Adam optimizer, cross-entropy 
loss, and accuracy matrix were used, and the output of the 
model is discussed in the results section. Steps performed for 
classification using ViT are mentioned in Figure 3. 

Similarly, for generating models for CNNs and ANNs, 
various values of different parameters have been tried. A 
sequential model with a batch size of 64 and Images reshaped 
to 224*224 resolution have been used. For generating a 
model for CNNs, three convolution layers with 12 filters and 
Kernel Size = (3, 3), two dense layers, and two max-pooling 
layers with pooling window (2, 2) gave the best results. For 
ANNs best accuracy has been obtained using 9 dense layers 
and 8 dropout layers with rate = 0.3. The same parameters 
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have been used while compiling the models for all three 
techniques. Steps performed for classification using CNN 
and ANN are the same as in case of ViT, except that we don’t 
use a pre-trained model for CNNs. 

Fig. 3. Steps Performed for Classification using VIT 

V. RESULT 

From Table 2, it can be seen that ViT performs better than 
CNNs and ANNs in terms of overall accuracy.  

TABLE 2 ACCURACY FOR ALL SUBSETS USING VIT, CNNS AND 
ANNS 

Dataset 

Accuracy 
Overall 

Average 

Accuracy Dataset 

1  
Dataset 

2  
Dataset 

3 
Dataset 

4 
Dataset 

5 

ViT 95.48 99.37 95.77 99.83 99.8 98.05 

CNNs 94.37 98.81 90.91 99.45 99.79 96.66 

ANNs 89.58 97.73 94.58 96.68 99.48 96.01 

 

Fig. 4 shows that for all the datasets ViT gives the best 
results.  

Fig. 4. Comparing accuracies for ViT, CNNs and 
ANNs 

CNNs perform moderately well for datasets 1, 2, 4 and 5 
and worst for dataset 3. ANNs perform poorest for sub-
datasets 1, 2, 4, 5 and moderately well for sub-dataset 3. In 

terms of overall accuracy ViTs give 1.39% better accuracy 
than CNNs and 2.04% better accuracy than ANNs. 

 Table 4 compares our ViT model with other researches. 
Figure 5 shows that in terms of overall accuracy ViT model 
gives the best result. In terms of individual datasets, for 
dataset 4 and 5, ViT gives the best accuracy. For dataset 2, 
accuracy is not the best, but it is comparable to best 
performing models. For dataset 1, [24] and [20] provide the 
best results and for sub-dataset 3, [27] gives the best 
accuracy. 

TABLE 3 COMPARISON WITH OTHER WORKS 

Dataset 

Accuracy 
Overall 

Average 

Accuracy Dataset 

1  
Dataset 

2  
Dataset 

3 
Dataset 

4 
Dataset 

5 

Ours(ViT) 95.48 99.37 95.77 99.83 99.8 98.05 

Y.Yu 
et.al, [5] 

93.81 99.2 91.88 85.94 92.86 92.53 

H.Yang 
et.al, [27]  

99.6 99.8 97.8 96.4 95.1 97.74 

H.Zhang 
et.al, [24] 

100 99.4 97.57 97.74 95.12 97.95 

T.Matsun
anwa et.al, 
[20] 

100 98.6 97.2 87.1 92.68 95.11 

 

 

Fig. 5. Comparing accuracy of ViT and other research works 

VI. CONCLUSION AND FUTURE SCOPE 

In this paper, lithography hotspots have been detected 
using Vision Transformers. To see if this proposed technique 
gives better results than the already existing deep learning 
techniques, we applied CNNs and ANNs to solve this 
problem along with ViT. Table 2, shows that in terms of 
overall accuracy ViT gives 1.39% better accuracy than CNNs 
and 2.04% better accuracy than ANNs. Considering 
individual dataset wise accuracies, ViT performs better or as 
well as CNNs for each dataset. For three out of five datasets 
,accuracy on the test set is more than 99%, and for the other 
two, it is more than 95%. Table 3 shows comparison of ViT 
model with existing research works, and it can be seen that in 
terms of overall accuracy, ViT gives the best results. At the 
individual dataset level for three out of five datasets, it 
provides the best or comparable results but lags for two 
datasets. From the results, it can be concluded that although 
the proposed technique performs better than many already 
existing state of the art techniques, it can only supplant some 

75.

80.

85.

90.

95.

100.

105.

Dataset 1 Dataset 2 Dataset 3 Dataset 4 Dataset 5

A
cc

u
ra

cy

Dataset

Ours (ViT) Y.Yu et.al, [5] H.Yang et.al, [27]

H. Zhang et.al, [24] T. Matsunaw

Import Pre-trained model vit_base_patch16_224 

Analyse the training set and test set 

Perform data augmentation 

Decide various hyper-parameters 

Train the model 

Perform image classification 

Calculate training accuracy, test accuracy, training loss, test loss 

Import Libraries 

Import Dataset 

80

85

90

95

100

105

Dataset 1 Dataset 2 Dataset 3 Dataset 4 Dataset 5

A
cc

u
ra

cy

Dataset

Ours (ViT) CNN ANN

Authorized licensed use limited to: DELHI TECHNICAL UNIV. Downloaded on March 13,2023 at 05:52:06 UTC from IEEE Xplore.  Restrictions apply. 



 
 

205 
 

of the existing methods for some of the datasets. Since the 
dataset is imbalanced, accuracy is affected by it. Future 
research aims to improve accuracy for datasets 1 and 3 by 
improving the model and modifying the dataset using 
techniques like data augmentation, mirror flipping and 
upsampling on training sets to reduce the imbalance in it and 
increase the training data. Since the technique is very novel 
and many improvements lie for it in the coming future, ViTs 
can be seen as a new and alternate method to identify hotspots 
in lithography.                                             
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Abstract—News websites need to divide their articles into 

categories that make it easier for readers to find news of 

their interest. Recent deep-learning models have excelled 

in this news classification task. Despite the tremendous 

success of deep learning models in NLP-related tasks, it is 

vulnerable to adversarial attacks, which lead to 

misclassification of the news category. An adversarial text 

is generated by changing a few words or characters in a 

way that retains the overall semantic similarity of news 

for a human reader but deceives the machine into giving 

inaccurate predictions. This paper presents the 

vulnerability in news classification by generating 

adversarial text using various state-of-the-art attack 

algorithms. We have compared and analyzed the 

behavior of different models, including the powerful 

transformer model, BERT, and the widely used Word-

CNN and LSTM models trained on AG news 

classification dataset. We have evaluated the potential 

results by calculating Attack Success Rates (ASR) for 

each model. The results show that it is possible to 

automatically bypass News topic classification 

mechanisms, resulting in repercussions for current policy 

measures. 
 

Keywords— Adversarial Attack, News Classification, 

(Natural Language Processing) NLP, Semantic Similarity, 

Vulnerability, Transformers. 
 

I. INTRODUCTION  

Machine Learning (ML) models have excelled in various 
tasks during the past ten years, including classification, 
regression, and decision-making. Though, it has been 
discovered that these models are susceptible to adversarial 
examples, which are actual inputs modified by tiny, 
frequently undetectable perturbations, as shown in Figure 1. 
Recent studies have successfully generated adversarial 
images[1] that render computer vision algorithms useless. 
There are few studies of adversarial instances in natural 
language processing applications like topic classification, 
sentiment analysis, fake news detection, hate content 
detection, machine translation, etc. Nevertheless, it is a newer 
topic that is interesting to investigate and has recently 
received more attention due to the success of adversarial 
learning in images. Adversarial examples are generated under 
two adversarial settings. One is a "black-box setting," i.e., 
creating an adversarial example when the adversary is 
unaware of the classifier or the training set. On the other 
hand, there is a white-box setup in which the adversary has 
complete knowledge of the classifier and the training data. 

Formally, outputs of a natural language assaulting system 
should also satisfy three important utility-preserving features 
in addition to their capacity to deceive the target models:1.) 
semantic similarity—as determined by humans, the 
constructed example should have the same meaning as the 
source, 2.) Adversarial examples generated should appear 
natural and grammatical, 3.) Consistency of human 
prediction—human predictions should not change. 

 
Figure 1 Imperceptible perturbation added to input resulting in giving 
wrong output 

In this work, we present the vulnerability in news topic 
classification by targeting the widely used long short-term 
memory and convolution neural networks, including the most 
potent transformer model, i.e., BERT, for text classification. 
The models are first trained on the (AG news dataset) a 
popular dataset for news topic classification. These pre-
trained models are then evaluated on their performance 
degradation by conducting attacks using various state-of-the-

art adversarial attack algorithms. The results are of potential 
interest to users who frequently use famous state-of-the-art 
models for their classification tasks. The reader will be able 
to find out the best fit model for their problem. Also, this 
motivates the researchers to build models with adversarial 
robust generalizations instead of standard generalizations. 
The authors claim that this is the first work raised in the 
literature that has shown a comparative analysis of the 
vulnerability of different models on various adversarial attack 
algorithms for the news classification task. 

II. RELATED WORK 

A. News Topic Classification 

With the rise in the usage of social media applications, the 
user usually gathers important news from social media 
sources. Users often seek interest in reading news articles 
related to them. Based on their interest, the google 
recommendation system suggests news articles to their users 
for their benefit. Before the news articles are recommended, 
the article is first classified into various categories, i.e., 
sports, entertainment, technical, business, etc. Since news is 
of multiple types, this is considered a multi-class 
classification. The classical ML algorithms, such as Naïve 
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Bayes, SVM, etc., have achieved huge success in 
categorizing news articles[2]. But with the upcoming deep 
learning techniques, the models are more advanced and 
intelligent such as Word-CNN, LSTM & transformer models. 
These models have gained massive attention because of their 
excellent confidence scores in text classification. In this 
paper, we have used the three classification models i.e., 
Word-CNN, Word-LSTM & Bert, for text classification of 
news articles. 

B. Adversarial Attacks in NLP 

Adversarial machine learning, which has grown its 
significance in the area of applied artificial intelligence 
during the past few years, includes adversarial attacks. In an 
adversarial attack, a neural network's input data is 
deliberately changed to see how resilient it is to produce the 

same results. A corpus of n sentences is provided, X = {��, ��, . . ., ��}, and an associated set of n labels Y = {��, ��, . . 

., ��}, The input text space X is mapped to the label space Y 
via a pre-trained model called f: X → Y. A legitimate 

adversarial example, ���	, for the expression x ∈ X should 
meet the following standards: 

 f (���	) ≠ f (x)      (1) 

Sim (���	, x) ≥ ∈,      (2) 

here ∈  is the least similarity between the adversarial and 
original samples, and Sim: X×X → (0, 1) is a similarity 
function. Sim (.) is a function often used to notice semantics 
and syntax similarity in the text domain.  

Figure 3 Adversarial example generated by perturbing word in a way such 
that it holds semantic similarity for humans but fools the Word-CNN model 
by giving the wrong output[3] 

An adversarial attack in NLP can be conducted via perturbing 
words and characters, which includes swapping, deletion, 
insertion, mis-spelling, synonym replacement etc., in a way 

such that the underlying meaning of the sentence will not 
change for the human observer but fools the model in giving 
wrong output which can be seen from Figure 2 and Figure 3. 
Each adversarial attack contains four essential components, 
which include transformation, search method, set of 
constraints, and a goal function as discussed below: 

o Transformation: A transformation that produces a 
number of potential perturbations from a single 
input. 
Examples: homoglyph character substitution, word 
embedding word swap, and thesaurus word swap. 

o Search method: A search technique repeatedly 
probes the model and chooses promising 
perturbations from various transformations[4]. 

Examples: beam search, genetic algorithm, 
greedy with word importance ranking. 

o Constraints: A group of restrictions used to assess 
the validity of a perturbation in relation to the 
original input. 

Examples: part-of-speech consistency, 
minimum sentence encoding cosine similarity, 
grammar checker, maximum word embedding 
distance. 

o Goal function: A task-specific goal function that 
assesses the effectiveness of the attack in terms of 
model outputs. 

Examples: non-overlapping output, minimum 
BLEU score[5], targeted classification, 
untargeted classification  

C. Attacks Recipes 

The three introduced models were manipulated using the 
attack recipes shown in Table 1 on the news categorization 
dataset to find out the vulnerability. Each attack algorithm 
contains different components, as discussed in Section II of 
this article. 
 

Table 1 Adversarial Attack Recipes 

Attack  Transformation Search 
Method  

Constraints Goal function 

A2T[6] Word Swap 
Embedding 

Greedy-
Word 
Importa
nce 
Ranking 
(gradient
-based) 

USE 
sentence 
encoding 
cosine 
similarity, 
Part of 
speech 
match, 
Word 
Embedding 
Distance 

Untargeted 
Classification 

BAE 
[7] 

BERT Masked 
Token 
Prediction 

Greedy-
Word 
Importa
nce 
Ranking 

USE 
sentence 
encoding 
cosine 
similarity 

Untargeted 
Classification 

Check-
List[8] 

Word Swap 
Change 

Location, Word 
Swap Contract, 

Word Swap 
Change Name 
Word Swap 

Extend, 
 Word Swap 

Change Number 

Greedy 
Search 

Repeat 
word 
Modificati
on 

Untargeted 
Classification 

Figure 2 Adversarial example generated by perturbing character in a way 
such that it holds semantic similarity for humans but fools Word-CNN 
model by giving wrong output[9] 

E-mail is 
changed 

to E-mai 

Label 
changed to 
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DWB 
[9] 

{Character 
Deletion, 
Character 
Substitution, 
Character 
Insertion, 
Neighboring 
Character 
Swap} * 

Greedy-
Word 
Importa
nce 
Ranking 

Leven-
shtein edit-
distance 

{Targeted, 
Untargeted} 
Classification 

IGA 
[10] 

Counter-fitted 
word 
embedding 
exchange 

Genetic 
Algorith
m 

Word 
embedding 
distance, 
Percentage 
of words 
perturbed 

Untargeted 
{Entailment, 
Classification
} 

Kulesh
-ov[11] 

Counter fitted 
word 
embedding 
exchange 

Greedy 
word 
replace
ment 

Language 
model 
similarity 
probability, 
cosine 
similarity, 
Thought 
vector 
encoding,  

Untargeted 
Classification 

Pruthi 
[12] 

{Insertion, 
Keyboard-
Based Character 
Swap, Character 
Deletion, 
Neighboring 
Character 
Swap} * 

Greedy 
search 

Maximum 
number of 
words 
perturbed, 
Minimum 
word 
length 

Untargeted 
Classification 

PSO 
[13] 

How-Net Word 
replacement 

Particle 
Swarm 
Optimiz
ation 

 Untargeted 
Classification 

Pwws 
[14] 

WordNet-based 
similar word 
replacement 

Greedy-
WIR 
(saliency
) 

 Untargeted 
Classification 

Text-
bugger
[15] 

{Neighboring 
Character Swap, 
Deletion, 
Substitution, 
Insertion for 
characters} * 

Greedy-
Word 
Importa
nce 
Ranking 

USE 
sentence 
encoding 
cosine 
similarity 

Untargeted 
Classification 

Text-
fooler 
[3] 

Counter-fitted 
word 
embedding 
replacements 

Greedy-
Word 
Importa
nce 
Ranking 

Word 
Embedding 
Distance, 
Part-of-
speech 
match, 
USE 
sentence 
encoding 
cosine 
similarity 

Untargeted 
{Entailment, 
Classification
} 

 

III. PROPOSED APPROACH  

We divided our experiment into two phases to better evaluate 
the weakness of models developed to categorize different 
types of news articles. Using the AG news classification 
dataset, cutting-edge deep learning models were first trained, 
and then adversarial approaches were used to alter the learned 
models' predictions. The framework of conducting an 
adversarial attack on news categorization models is shown in 
Figure 4. We evaluate the attack success rate ASR (ratio of 
successful attack samples to the sum of successful and failed 
samples) of each attack type on all three models by taking 
hundred test samples along with their average perturbed word 
percentage. The potential results of the experiment conducted 
are shown in Table 3, Table 4 & Table 5. Here, a successful 

attack means that the generated adversarial sample can give a 
wrong prediction with high confidence. By a failed attack, it 
means that the adversarial sample is not able to misclassify 
the actual prediction. The attack recipes applied to the 
targeted models are described in Section II C of this article. 

 

IV. EXPERIMENTAL APPROACH 

This section describes the dataset and the models used in the 
paper with a proper parameterization for our experimental 
analysis. These pre-trained models were then attacked using 
various state-of-the-art adversarial attack algorithms. 

A. Dataset Description 

The data used in this paper is the AG news classification 

dataset from the open-source hugging face library. Over 

a million news articles can be found in the AG corpus. A 
subset of AG's corpus of news items comprises the titles and 
descriptions of articles from the four most important 
categories (World, Sports, Sci/Tech & Business). There are 
1,900 test samples and 30,000 training samples in each class 
of AG News. The models trained on this dataset with their 
descriptions are shown in Table 2. 

B. Pre-trained Models 

The description of the models trained along with their 
confidence scores are provided in the Table 2 below: 
 

Table 2 Models Description 

Model Parameterization  Acc. 

Scores 

Word-

CNN 

We employed three window sizes for the Word-
CNN model: 3, 4, and 5, with 100 filters for each 
window size and a dropout of 0.3. Use a base of 
the 200-dimensional GLoVE embeddings. 

91.00% 

Word-

LSTM 

For the Word-LSTM, we used a 1-layer 
bidirectional LSTM with 150 hidden units and a 
dropout of 0.3. We employed 200-dimensional 
Glove word embeddings that had been previously 
trained on 6B tokens from Giga-words and 
Wikipedia. 

91.40% 

BERT With a batch size of 16, a learning rate of 3e-05, 
and a maximum sequence length of 128 the model 
was tuned for five epochs. The model was trained 
using a cross-entropy loss function. The model's 
greatest performance on this task, as determined 
by the eval set accuracy, was 
0.9514473684210526, discovered after three 
epochs. 

95.14% 

Input 
news 

article 

Perturbed news 

article 

(Adversarial 

Example) 

Imperceptible 

perturbation 

Actual 
News 

Category 

Wrong 
News 

Category  

classifier  

Figure 4 Framework for Adversarial Attack in News 

Categorization 
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C. Attacking Target Models 

 
Table 3 Attack Results on Word-CNN 

Attack Recipe Success 

(S)% 

Failed 

(F)% 

Skipped

% 

ASR=( 


��)% 

Average 

Perturbed 

Word% 

Kuleshov [11] 93 1 6 98.94 15.70 

TextFooler[3] 93 1 6 98.94 15.70 

DWB[9] 92 2 6 97.87 18.48 

Textbugger[15] 82 12 6 87.23 60.29 

Pwws[14] 82 12 6 87.23 14.96 

IGA[10] 69 25 6 73.40 17.86 

PSO[13] 69 25 6 73.40 15.90 

BAE[7] 24 70 6 25.53 06.39 

A2T[6] 22 72 6 23.40 09.25 

pruthi[12] 14 80 6 14.89 02.82 

Checklist[8] 8 86 6 08.51 06.44 

 
Table 4 Attack Results on Word-LSTM 

Attack Recipe Success 

(S)% 

Failed 

(F)% 

Skipped

% 

ASR=( 


��)% 

Average 

Perturbed 

Word% 

TextFooler [3] 88 4 8 95.65 16.84 

Kuleshov[11] 85 4 11 95.51 10.02 

DWB[9] 78 14 8 84.78 18.50 

PSO[13] 70 22 8 76.09 18.06 

Pwws[14] 70 22 8 76.09 16.30 

Textbugger [15] 68 24 8 73.91 53.41 

IGA[10] 69 25 6 73.40 15.90 

BAE[7] 25 67 8 27.17 05.60 

A2T[6] 20 72 8 21.74 08.16 

pruthi[12] 12 80 8 13.04 02.95 

Checklist[8] 2 90 8 02.17 08.73 

 
Table 5 Attack Results on BERT 

Attack Recipe Success 

(S)% 

Failed 

(F)% 

Skipped

% 

ASR=

� 


��� % 

Average 

Perturbed 

Word% 

Kuleshov[11] 96 3 1 96.90 07.16 

PSO[13] 95 4 1 95.95 20.06 

TextFooler [3] 91 8 1 91.92 15.22 

Pwws[14] 84 15 1 84.85 11.28 

DWB[9] 83 16 1 83.84 15.31 

Textbugger [15] 79 20 1 79.80 19.32 

IGA[10] 77 22 1 77.78 12.28 

BAE[7] 33 66 1 33.33 07.53 

pruthi[12] 30 69 1 30.33 03.46 

A2T[6] 29 70 1 29.29 08.95 

Checklist[8] 2 97 1 02.02 36.59 

V. RESULTS & DISCUSSION 

The attack success rate of all the attacks is evaluated on all 
the targeted models to find the most and least vulnerable 
model. We formulate the average attack success rate on each 

model using the formulae given below: 

�� = � �������
�
����      (3) 

 �� = �  !"# $%""&'' (! &; ) = !  !"#; �* ='%""&''+%, !  !"#; -. = /!0,&1 !  !"# 

(The Attack Success Rate is ��, the no. of successful attacks 

is �* , the no. of unsuccessful attacks is -. , and the no. of 
attack recipes is a. Since the skipped statements depend on 
model training and not Attacks, they were not included in the 
calculation. The statements the model initially incorrectly 
anticipated during its training can be seen by looking at the 
skipped values. We were interested in the success rates and 
the effectiveness of Attacks in misclassifying outputs.) 

 
Table 6 ASR on different Models 

Model Success 

Rate% 

Word-CNN 62.66 

Word-LSTM 58.14 

Bert 64.18 

Total Average 61.66 

 
As shown in Table 6, On evaluation, it has been found that 
the model Bert is most vulnerable to adversarial attacks 
besides its best accuracy among all models. It also shows a 
trade-off between robustness and accuracy. The word-LSTM 
model is the least vulnerable as compared to the other two. 
Top ranking Attacks from which models are more vulnerable 
are shown in Table 7, and it has been noticed that the 2 top 
ranking attacks are word-level attacks.  
 
Table 7 Mean Success rate of particular attack type on all the Models 

Attack Recipe Success

% 

Level Average 

Perturbed 

Word% 

Kuleshov[11] 97.11 word 10.96 

Textfooler [3] 95.50 word 15.92 

DWB[9] 88.83 character 17.43 

Pwws[14] 82.72 word 14.18 

Textbugger [15] 80.31 word & character 44.34 

BAE[7] 28.67 word & character 06.50 

Pruthi[12] 19.42 character 03.07 

A2T[6] 24.81 word 08.78 

IGA[10] 74.86 word 15.34 

PSO[13] 81.79 word 18.00 

Checklist[8] 04.23 word 17.08 

 
Word-level attacks are the most effective types. It appears 
that word-level attacks are more likely to affect the models 
than character-level or mixed attacks (character & word). 

VI. CONCLUSION 

This research set out to address the question, how susceptible 
to adversarial attacks is automatic news subject 
classification? This was put to the test by seeing if the 
majority of adversarial attack algorithms could identify the 
accurate forecast of news categories incorrectly. The findings 
unequivocally demonstrate that text classification of news 
articles may be circumvented by simply changing the words 
and characters for machine learning models while 
maintaining semantic similarity for human observers. We 
achieved an average attack success rate of 61.66% on all three 
models. The model BERT is considered to be a powerful 
transformer model that achieved a maximum confidence 
score of 95.14%, but it is the most vulnerable having an ASR 
of 64.18% as compared to Word-CNN and Word-LSTM. 
The accuracy scores of Word-CNN & Word-LSTM are 91% 
and 91.4%, respectively, with ASR of 62.66 for Word-CNN 
and 58.14 for Word-LSTM, clearly showing that the Word-
LSTM model is least vulnerable to adversarial manipulations. 
Hence, on our final evaluation, it has been found that the 
Word-LSTM model should be chosen if one is more 
concerned about adversarial manipulations, as it is more 
robust as compared to the other two models. Also, the model 
which achieved maximum accuracy is the most vulnerable, 
i.e., BERT. This shows a contradictory result between 
accuracy and robustness.    Overall, it has been proved it is 
possible to obfuscate the automatic news classification 

Authorized licensed use limited to: DELHI TECHNICAL UNIV. Downloaded on March 24,2023 at 05:42:34 UTC from IEEE Xplore.  Restrictions apply. 



 

models with adversarial modifications. Hence, there is a dire 
need for adversarial robust generalizations instead of 
standard generalizations for the betterment of society. This 
paper motivates the readers to also look for models which are 
more robust to adversarial attacks instead of only going for 
better confidence scores.  
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Abstract— In last few decades one of the major problems 

is air pollution which has raised the eyebrows of everyone. 

Despite all the efforts, it still lies in the category of 

dangerous. In air pollution there is one of the most 

hazardous gases named carbon monoxide which is a 

matter of concern & produced mostly whenever a 

material burns with a lack of oxygen. This paper presents 

the forecasting of carbon monoxide with the help of a 

satellite-based sentinel 5p dataset using earth engine. 

Further, with the help of the deep learning approach 

'LSTM', we forecast a time series base result. We have 

trained and tested the data using a deep-learning model. 

We have evaluated the potential results by overlapping 

the original and predicated values and calculating Root-

mean-square (RMS) error to validate our approach. The 

results show that the method of LSTM is very efficient 

and accurate. 

 

Keywords— Carbon-Monoxide, Earth Engine, Sentinel 5p, 

RMS, LSTM. 

 

I. INTRODUCTION  

Air pollution is one of the most threatening problems for 
health and environmental domain experts [1]. Air quality is 
an issue that could be more concise to a particular area. 
However, it is affected globally, and one of the most 
dangerous gases with the most adverse effect is Carbon-
monoxide. The incomplete burning of carbonaceous fuels, 
including gasoline, natural gas, petroleum, coal, and wood, 
results in the production of carbon monoxide (CO), a 
colorless, odorless, tasteless, and deadly atmospheric 
pollutant. The primary anthropogenic source of carbon 
dioxide in India is vehicle exhaust. High CO concentrations, 
typical of polluted surroundings, impair hemoglobin's ability 
to carry oxygen (O2), which can negatively affect one's 
health. These impacts include headaches, an increased risk of 
chest pain for people with heart conditions, and delays in 
response time. Given its success with time series data, the 
recurrent neural network (RNN) model known as long short-
term memory (LSTM) is utilized for this purpose. This 
research adds something unique by examining LSTM RNN, 
a deep-learning method for airborne missions [2]. Quality 
prediction looks only at machine learning algorithms—
satellite-based air quality data. Copernicus Sentinel 5 
(European union) collected and made available data as part 
of the Open Data Initiative. Time series data helps in future 
furcating data by the black box method of deep learning. 

 

 
Figure 1 LSTM input-based model 

 
In this work, we present how forecasting carbon monoxide is 
done with the help of the deep learning approach LSTM. This 
paper will aim to study the LSTM RNN models' performance 
for air quality forecasting. Figure 2 shows how carbon 
monoxide is visible in the study area's spatial view. 
 

 
Figure 2 Carbon-monoxide spatial view of study area 
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II. RELATED WORK 

A. Concentraing air quality forecasting using LSTM and 

Wireless sensor networks 

Collecting real-time air quality and air quality forecasts is 
crucial to taking preventative and corrective measures 
because many metro cities around the globe have recently 
experienced significant air pollution and related health risks. 
Very significant. In order to monitor and gather instantaneous 
data on air pollution concentrations from various spots in the 
area and use this data to predict air pollutant concentrations, 
this study suggests a scalable architecture. We gathered 
information about air quality from two sources. At primary is 
a wireless sensor network with sensor nodes dispersed around 
Bengaluru, a city in southern India, that gathers pollution 
concentrations and sends them to servers The Ministry of 
Environment, Forests, and Climate Change's Open Data 
Initiative is the second source of real-time air quality data, 
which it has gathered and made accessible. The average 
hourly concentrations of several air contaminants are 
provided by both sources. Due to its expertise with time series 
data, a Long Short- Term Memory (LSTM) Recurrent Neural 
Network (RNN) model was chosen to complete the air quality 
prediction assignment. This white paper examines model 
performance in two areas that exhibit distinct variations in air 
quality over time. Model performance suffers as these 
oscillations grow, necessitating adaptive modelling. 
 

B. Predicting Air Quality with Deep Learning LSTM: 

Towards Comprehensive Models 

The problem of long-term forecasting of air quality in the 
Madrid region. A recurrent artificial neural network for short-
term memory. The air quality in this study was 
Concentrations of many air pollutants that have been shown 
to be harmful to health.CO, NO2, O3, PM10, SO2 and two 
genera (Plantago and Poaceae). These concentrations have 

been sampled at many locations within the city of Madrid. 
The problem of long-term forecasting of air quality in the 
Madrid region A recurrent artificial neural network for short-
term memory. The air quality in this study was 
Concentrations of many air pollutants that have been shown 
to be harmful to health. CO, NO2, O3, PM10, SO2 and two 
genera (Plantago and Poaceae). These concentrations have 
been sampled at many locations within the city of Madrid. 
Excluding that Training a set of models, one per site, 
contaminants, multiple comprehensive deep networks 
Compare configurations to identify suitable configurations 
for extracting relevant information Predict daily air quality 
from a set of time series. Results supported by Statistical 
evidence suggests that a single comprehensive model may be 
a better option several individual models. Such a 
comprehensive model represents a successful tool that can: 
For example, it provides useful forecasts that can be used in 
a managed environment. Clinical facilities optimizing 
resources in anticipation of increased patient numbers due to 
exposure to poor air quality. 
So, after reading this paper what we have found that the 
approaches are not applicable on satellite data and long-term 
data .so well will perform the experiment on the satellite data. 

III. PROPOSED APPROACH  

We  have done this experiment into two phases firstly we 
have used google earth engine[3 [2]] to extract the latest data 
which is available ,so since the sentinel 5p has been an active 
satellite from June 2019 so the data has been taken from the 
earliest available date to latest available data that is 29 
October 2022 then further extracting the data from with 
required pre-processing on earth engine to generate a 
timeseries data then after that we will use deep learning 
approach LSTM to forecast the data. Further in LSTM we 
trained 80 % data and then evaluated and checked our result 
on 20 % of the data.  We have to then compare both predicted 
values and actual values to see whether predicted values 
overlap actual value

Figure 3 Methodology for obtain satellite-based sentinel 5 CO data
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IV. EXPERIMENTAL APPROACH 

 This section describes the dataset and the models used in 

the paper with a proper parameterization for our 

experimental analysis. 

A. Dataset Description 

The data used in this paper is the is Copernicus sentinel 5p 
dataset which is openly available for public use, by the 
preprocessing of the data set Carbon monoxide and the data 
is extracted in form of time series. the data which is provided 
it is the pollution level of tropospheric level which can be 
further gives the estimation of hotspot and major regions of 
pollution. 

B. Model Used A Long Short term memory 

The Long Short-Term Memory (LSTM) Recurrent Neural 
Network (RNN) architecture is used in the prediction model. 
Building blocks for LSTM RNN layers are LSTM units. The 
block state, which saves the data that the LSTM unit contains, 
is a crucial component of the LSTM unit. Gates, which have 
the ability to add or delete information from the cell state, are 
the structures that govern LSTM units. Additionally, LSTM 
units have a hidden state that stores prior knowledge about 
the observed sequence. There are 3 gates in the LSTM unit. 
“Entry Gate," "Forgotten Gate," and "Exit Gate." The 
following characteristics of these gates: 
 
1. Based on the forget gate weight, hidden state, and current 
input, the forget gate chooses which portion of the cell state 
to delete. 
2. The weights of the hidden state, the input gate and the 
current input are used to decide how much additional 
information to add to the cell's state. 
3. The output gate analyses the current input, the hidden state, 
and the weights of the output gate to determine how the state 
of the cell affects the current output. When deciding what 
should be added to the cell state, what should be subtracted 
from the cell state, and how much the cell state influences the 
output of the LSTM unit, forgetting, input, and output gate 
weights are crucial.

 
Figure 4 LSTM working architecture 

    

C. Training Process 

The model is trained using the data produced after 
interpolation. The model was trained on 80% of this data, 

while the remaining 20% was utilized to test the model [5]. 
The training procedure reduces the mean squared error—
which is the loss—between the anticipated data and the actual 
data. For training, Adam optimizer is utilized. In this 
optimization approach, the network weights are iteratively 
modified based on the training data. Each network 
parameter's learning rate is kept separate and adjusted when 
new information is learned. The network was trained across 
5 epochs with early stopping, which halts the training 
procedure if the model starts to over-fit, that is, if train loss 
starts to decline while test loss starts to rise. 

D. Prediction process 

 

So, we predict values after training is completed using 

already trained 600 values from the trained data and observed 

that it almost overlaps with the actual value. 

 

V.  RESULT 

 
Figure 5 LSTM Forecasting processing 

 
 
So as in Figure 6, we can see that the orange line is an 
overlapping blue line, so the result represents that the 
predicted values are lying on actual values very princely. The 
experiment is a success. We trained 1100 values which have 
given LSTM units as 100 and 5 epochs[4], resulting in almost 
accurate and overlapping predicted values over actual values 
as shown in figure 6, and the result RMS is 0.0036.

Carbon-

monoxide time-

series csv file 

Predicted 

values 

overlapping 

actual values 

LSTM 
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Figure 6 Training, Testing and Predictions using LSTM 
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Abstract-Use of acetylcholinesterase (AChE) inhibitor in 
treating the neurological disorders has long been studied due to 
its potential to cross the endothelial tight junctions, longer 
bioavailability, and better ability to penetrate skin. 
Alzheimer’s disease is found to have closely related with the 
decline in the level of neurotransmitters which leads to 
deterioration of the cholinergic neurons of the neocortex and 
the hippocampus of the rat’s brain. Impairment in the 
transmission of cholinergic nerve signals results in the 
formation of senile plaque and neurofibrillary tangles (NFT). 
As a result, one of the main goals for the development of 
therapeutic approaches for Alzheimer's disease has been to 
improve the cholinergic activities of the brain. The discovery of 
one of the most efficient acetylcholinesterase inhibitors called 
Donepezil was proved to be a much better approach as 
compared to other drugs such as physostigmine and Tacrine. 
In the present study we have focused on the role of 5,6-
dimethoxy-2-(piperidin-4-ylmethyl)-2,3-dihydroinden-1-one as 
an important acetylcholinesterase in the treatment of 
Alzheimer’s disease. We have performed molecular docking to 
see the interaction of ACE target protein and the inhibitory 
ligands and further validated the pharmacokinetic properties 
of the drug via ADME analysis of the drug.  

Keyword- acetylcholinesterase, cholinergic neurons, 
neocortex, neurofibrillary tangles (NFT), Donepezil, 5,6-
dimethoxy-2-(piperidin-4-ylmethyl)-2,3-dihydroinden-1-one.

I. INTRODUCTION 
Alzheimer’s disease is a fast progressive 

neurodegenerative disease featured by various lunatic and 
physiological disorders. It is found to have associated with 
decline in various neurotransmitter such as acetylcholine 
(Ach), serotonin and norepinephrine (NE)[1]. The 
cholinergic neurons in the hippocampus and cortex 
degenerate as a result of the empirical decline, which furthers 
the decrease of cholinergic transmission. [2]. Disturbance in 
the cholinergic transmission process also results in the 
formation of amyloid plaques and the neurofibrillary tangles 
(NFT)[3]. Acetylcholinesterase is found to have an important 
role in the progression of amyloid plaques.  

Mainly two hypotheses are developed when dealing with
Alzheimer’s disease including – “Cholinergic hypothesis” 
and the “Amyloid hypothesis”. The idea of Cholinergic 
hypothesis is focused on the importance of impaired 
cholinergic functionality in the hippocampus and neocortex 
region of brain responsible for memory, learning, emotional 
and behavioural responses[4]. On the other hand, Amyloid
hypothesis is based on the fact that acetylcholinesterase 
produces secondary non-cholinergic roles including increase 
in the accumulation of β-amyloid peptides in the form 

plaques or the neurofibrillary tangles in the patients of 
Alzheimer’s disease[5]. 

Atrophy of brain tissues is considered to be a most 
important physiological consequence of the Alzheimer’s 
disease. This atrophy is characterized by the reduction in the 
amount of neurotransmitter such as acetylcholine which are 
accountable for the transmission of electrical impulsive 
signal from nerve cell to another due to the hydrolysis by 
acetylcholinesterase enzyme[6]. An effort to enhance the 
brain’s cholinergic activity has been a major therapeutic 
target for the Alzheimer’s disease treatment[7]. Inhibitors of 
cholinesterase increases the transmission of cholinergic 
signals by inhibiting the acetylcholine and butyrylcholine 
hydrolysing enzymes.  

Butrylcholinesterase is an enzyme nearly associated with 
acetylcholinesterase and have prominent role in the 
regulation of cholinergic neurotransmission by the hydrolysis 
of acetylcholine. It has been reported that 
butrylcholinesterase activity get increased by 40 to 90% in 
the hippocampus and temporal cortex area of the brain 
during development of Alzheimer’s disease[4]. The 
increased activity of butrylcholinesterase has a predominant 
role in the accumulation of amyloid-β peptides during the 
initial phase of plaque formation. From the above findings it 
has become clear that both the enzymes i.e., 
acetylcholinesterase and butrylcholinesterase can be recorded 
as an important target for managing the Alzheimer’s disease 
by enhancing the acetylcholinesterase availability in the 
severally effected regions of brain and decreasing the 
deposition of amyloid-β peptides. One of the major 
limitations of butrylcholinesterase is the restricted 
localization of the enzyme in the outlying tissues such as 
plasma and in lower amount in the brain. Further, 
acetylcholinesterase is favoured over butrylcholinesterase 
due to fewer side-effects because of peripheral inhibition of 
cholinesterase enzyme[8].

Use of a wide range of compounds having cholinesterase 
inhibiting characteristics was engaged to increase the 
cholinergic activity. The first acetylcholinesterase inhibitor 
being discovered was Tacrine, but due to its adverse side 
effects such as hepatotoxicity, peripheral adverse effects, and 
the multiple dosing of the drug its usage was 
discontinued[9]. Later, a second class of acetylcholinesterase 
inhibitor called Physostigmine was discovered but due to its 
limitations such as frequent dosing regimen and severe side 
effects it was also discontinued[10].   

To cater the above challenges of Tacrine and 
physostigmine a chain of indanone derivatives were screened 
and synthesized. N-Benzylpiperazine, one of the major 
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groups, was discovered to produce significant effects in rats.
The most enhanced inhibiting activity was observed in the 
case of cyclic amide derivatives. Among various derivatives 
of indanone, Donepezil hydrochloride also called Aricept® 
was found to have better inhibitory effect and balanced 
strength[11]. Since Donepezil was selective for 
acetylcholinesterase over the butrylcholinesterase, the 
peripheral side effects of Donepezil were expected to be 
lower as compared to other drugs. Donepezil was reported 
with a half-life of 70 to 80 hours whereas for the other two 
drugs it ranged between 0.3 to 12 hours[12]. This longer 
half-life of the Donepezil allowed convenient dosing of one 
dose per day. 

II. MATERIALS AND METHODS 

A. Drug target exploration 
The possible targets of the drug Donepezil were searched 

from drug Bank Database (https://go.drugbank.com/) . Out of 
all the targets one with the inhibitory results was chosen for 
the further studies. It is an online, comprehensive and an 
open access database providing information on the drugs and 
their respective targets. It is a novel 
bioinformatics/cheminformatics tools that recombines the 
chemical details of the drug molecules with the 
comprehensive protein target of the drug molecules. Drug 
bank database is a manually created database that is 
maintained by University of Alberta and The Metabolomics 
Innovation Center located in the Alberta, Canada. The 
frequency of data release follows every two-year release with 
updates and corrections on the monthly basis. The drug ban 
database contains more than 4100 drug entities among which 
more than 800 entities are FDA approved small sized 
molecules and more than 3200 drugs are based on 
experimental validation. 

A. Search for similar molecules 
All the drug molecules similar to Donepezil was searched 

from the PubChem Database 
(https://pubchem.ncbi.nlm.nih.gov/) . In all we encountered 
1000 similar structures. On further sorting of the drug 
molecules by applying various filters such as molecular 
weight count and heavy atom count within the respective 
minimum range we found eight major drug molecules 
possessing structural similarity with Donepezil. 

B. Target structure retrieval 
The main target of the selected drug molecule i.e., 

Acetylcholinesterase (ACE) was searched on the Uniprot 
database (https://www.uniprot.org). The 3D structure of the 
acetylcholinesterase was saved in the .pdb format.  

C. Target and Ligand preparation 
For the target preparation the water and the ligand 

molecules of the ACE receptor was removed using 
Discovery studio and the structure was saved in .pdb format. 

For the ligand’s preparation, structure of all the eight drug 
molecules was save in .mol2 format using discovery studio.   

D. Swiss Dock 
 Swiss dock is web based open access server used for the 

docking of protein and ligands. The target protein structure 
in .pdb format and the ligands structure in .mol2 format were 
uploaded on the server (http://www.swissdock.ch/docking)
and the docking was conducted.  

E. Protein-ligand complex analysis  
After the termination of docking process, all the 

structures of target-ligands interaction were saved in 
.chimera format. All the interactions were analyzed using 
UCSF Chimera Software (Version 1.6).  

F. ADME Analysis 
For all the eight selected drug molecules ADME analysis 

was done using online open access tool called SWISS 
ADME (http://www.swissadme.ch/index.php). The major 
parameters for the analysis were- GI absorption, blood-brain-
barrier permeability, Lipinski’s Rule, Violations, water 
solubility, lipophilicity, and the bioavailability.  

III. RESULTS 

A. PPI interaction of ACE receptor and  AD responsible 
genes 
The PPI interaction of ACE and other genes responsible 

in AD showed few important interactions. Using STRING 
dataset stat analysis, the p-value for PPI enrichment was 
determined to be 1.0e-16. For the given proteins, an average 
local clustering coefficient of 0.633 was found. Edges 
represent protein-protein associations. Known Interactions 
were show by pink and light-blue lines, Predicted 
Interactions were shown by green red and navy-blue lines 
and other interactions were shown by yellow and black lines 
(shown in figure 1). Total number of nodes were 39and total 
number of edges were 190. The results showed that there are 
enormous interactions between the ACE and other genes 
responsible for the Alzheimer’s Disease. 

A. Drug target analysis 
A total of eight potential targets were identified for the 

Donepezil from the Drug Bank Database. Among these 
targets ACE was found to have major impact on the amyloid-
β accumulations with an inhibitory action. 

B. Interaction between ACE and Inhibitory ligands 
The docking results showed a favorable interaction 

between ACE and the ligands. The full fitness energy and the 
respective ΔG of the docked protein-ligand complex showed 
that the ACE and the ligand inhibitor has an important role in 
the amyloid-β clearance. The most negative ΔG 
corresponded to the most stable interaction of the target-
ligand complex.   

TABLE I. BINDING ENERGY OF POTENTIAL DRUG MOLECULES AND  TARGET ACE PROTEIN

S. No Compound CID Full Fitness Energy (kcal/mol) Evaluated ΔG (kcal/mol)
1 10446897 -2468.29 -7.53
1 15626614 -2480.66 -7.34
2 2275555 -2465.53 -7.65
3 22311400 -2460.81 -7.4
4 21808365 -2469.23 -7.47
5 59360150 -2469.66 -7.39
6 161784086 -2461.36 -7.54
7 59863314 -2487.99 -9.04
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Fig. 1. PPI Interaction of ACE receptor and other AD related protein 

The most negative ΔG was found to be for 5,6-
dimethoxy-2-(piperidin-1-ium-4-ylmethyl)-2,3-
dihydroinden-1-one with the compound CID- 59863314 with 
cluster 7and element 2 that is -9.04Kkcal/mole and the full 
fitness energy of - 2487.99kcal/mole (Table2). Using UCSF 
Chimera, structural analysis of the complex was done as 
shown in Table-2. 

TABLE II. FULL FITNESS AND ΔG OF THE DRUG CANDIDATES WITH 
MOST STABLE INTERACTIONS

Cluster
Element Full Fitness 

(kcal/mol)
Estimated ΔG 
(kcal/mol) 

7 2 -2487.99 -9.04
7 0 -2488.10 -8.97
7 1 -2488.01 -8.96
7 5 -2486.76 -8.86

7 3 -2487.27 -8.83

C. ADME analysis of 5,6-dimethoxy-2-(piperidin-1-ium-4-
ylmethyl) 

The ADME analysis for the drug molecule showed 
positive pharmacokinetics results. The GI absorption values 
was recorded to be significantly higher for the drug along 
with superior capability to penetrate the endothelial tight 
junctions of brain. It followed the Lipinski’s rule, and no 
violation were observed for the drug. Further the lipophilicity 
of the drug was recorded to be 2.32 (Log Po/w (XLOGP3)). 
The bioavailability score was 0.55. The skin permeability 
(Kp) of the rug was also recorded to be quite significant with 
the value of Log-6.42 cm/s. The BOILED EGG image of the 
drug is shown in the figure 2. 

 

 
Fig. 2. BOILED EGG image for ADME analysis of 5,6-dimethoxy-2-(piperidin-1-ium-4-ylmethyl) 
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IV. CONCLUSION 
Alzheimer’s disease is marked by decline in the level of 

various neurotransmitters which leads to degeneration of 
Cholinergic neuron in the hippocampus and the cortex region 
of the rats resulting in the decline in cholinergic 
transmission. Disturbance in the cholinergic transmission 
leads to formation of NFT and senile amyloid plaques. 
Further, an atrophy of  the brain tissues is also responsible 
for the decreased level of neurotransmitter. 
Acetylcholinesterase and butrylcholinesterase both regulate 
the cholinergic transmission, but ACE inhibitor is favored 
over BCHE inhibitor due to some of the major limitations 
such as limited localization of the enzyme in the outlying 
tissues such as plasma and in least amount in the brain[8].
The PPI of ACE receptor protein with other potential AD 
related genes showed that a strong network exists between 
these genes that are responsible for the onset and the 
development of Alzheimer’s Disease. Hence, inhibition of 
these enzymes has become a potential target for the treatment 
modalities of Alzheimer’s disease. 

Recently discovered drug called Donepezil was preferred 
over previously discovered drugs called Tacrine and
Physostigmine. We found a molecule called 5,6-dimethoxy-
2-(piperidin-1-ium-4-ylmethyl) having more than 90% 
similarity with the conventional Donepezil structure. Further, 
on performing the molecular docking this protein with the 
ACE inhibitor protein target we found that the interactions 
should a favourable binding thus suggesting that 5,6-
dimethoxy-2-(piperidin-1-ium-4-ylmethyl) can be used an 
important therapeutic agent in the treatment of Alzheimer’s 
disease. ADME results further confirmed the better 
pharmacokinetic properties of the drug molecule.   
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Abstract
In this work, the thermodynamic properties of a Ga1-χAlχAs quantum wire under a 
parabolic confinement potential, influence of Rashba SOI and presence of Al impu-
rity are studied. External electric and magnetic fields have also been considered. We 
first formulate the Hamiltonian of the system and then find the eigenenergies, which 
are used to calculate the partition function. The partition function is the basis of for-
mulating the thermodynamic properties under consideration, viz. mean energy, heat 
capacity, free energy, entropy and magnetocaloric effect, which are plotted against 
temperature and impurity. The results show that the mean energy rises with tempera-
ture, a peak structure is observed in the heat capacity and the magnetocaloric effect, 
the free energy steadily decreases with temperature, and the entropy first increases, 
and then converges to a constant value. The mean energy, heat capacity and free 
energy increase with impurity, whereas the magnetocaloric effect decreases. The 
behaviour of all the properties with respect to impurity reverses when the value of 
impurity becomes greater than ~ 0.6.

Keywords  Quantum Wire · Thermodynamic properties · Rashba SOI · Impurity · 
Magnetocaloric effect

1  Introduction

The study of nanostructures has steadily been gaining popularity and demand due to 
its uses in various fields such as medical diagnosis and therapy, plasmonics, photon-
ics and photovoltaics, and food sciences [1–4]. For example, nanostructure-based 
medical procedures promise an increased sensitivity and speed with reduced cost 
and labour as compared to the current diagnostic techniques. Moreover, photonic 
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and nanophotonic structures have the potential to be developed as efficient photo-
thermal conversion methods by manipulating electromagnetic waves on nanoscales. 
Additionally, the thermal effects of plasmonic nanostructures can be used for energy 
conversion, optical trapping and thermal management [5–7]. Quantum wires have 
seen applications in fields such as construction of topological insulators, optical gain 
in laser fields, and gas sensors [8–10]. The methods for the fabrication of nanostruc-
tures have seen major recent developments, such as chemical precipitation, thermal 
conversion of precursors, and laser ablation in liquid (LAL) [11, 12].

With their increasing demand, extensive research on various properties of Quan-
tum wires is being conducted. Bouazra et al. [13] have utilised the finite difference 
method to study the optical properties and their dependence on geometrical param-
eters in InAs/InAlAs quantum wires. Al et al. [14] have studied the effects of elec-
tric and magnetic fields on the optical absorption coefficients and refractive index 
changes in quantum wells. Liu et al. [15] have studied the photoelectric properties 
of Ag2S quantum dots. The thermodynamic properties of quantum wires are of such 
high importance as the physical and chemical characteristics of nanomaterials are 
completely different from those of bulk materials because of the grand difference 
in their surface energies [16]. The thermodynamic properties of a GaAs quantum 
dot with an effective parabolic potential have been investigated by Khordad et  al. 
[17]. Liu et  al. [18] have studied the influence of electric field on the thermody-
namic properties of the particle confined in a quantum well. For more information, 
the reader can refer to [19–22].

An important factor which influences the thermodynamic, optical and other prop-
erties of semiconductor nanostructures is the electron spin, which can be controlled 
by lifting the spin degeneracy by using Spin Orbit Coupling [23]. There are two 
types of SOI in nanostructures—Rashba (arising due to structural inversion sym-
metry) and Dresselhaus (arising due to bulk inversion asymmetry) [24]. Khoshbakht 
et al. [25] have studied the magnetic and thermodynamic properties of nanowires in 
the presence of Rashba SOI. Najafi et al. [26] have studied the thermodynamics of 
mono-layer quantum wires with Rashba SOI. Donfack and Fotue [27] have studied 
the thermodynamic properties of a quantum pseudodot under the influence of SOI. 
Other important factors affecting the properties of nanostructures are confinement 
potential [17], electric field [18], magnetic field [19], temperature and pressure [28], 
and laser field [29].

The presence of impurity in the sample greatly alters its thermodynamic and opti-
cal properties, as it affects their energy spectrum and physical properties [30]. Khor-
dad et al. [30] have studied the effect of impurity on the entropy of a double cone-
like quantum dot. Sedehi et al. [31] have studied the impact of a hydrogenic donor 
impurity on a hexagonal quantum dot. Heyn and Duque [32] have made a theoretical 
study of the optical and electronic properties of cylindrical quantum dots in the pres-
ence of an arbitrarily located donor impurity. Hosseinpur [33] has studied the impact 
of a Gaussian impurity on the energy dispersion spectrum of electrons and holes in a 
doped quantum wire.

In this work, we study the thermodynamic properties viz. mean energy, heat 
capacity, free energy, entropy and magnetocaloric effect of a quantum wire under 
the influence of external electric field, magnetic field, and Rashba SOI. We also 
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study the effect of the presence of varying impurity levels in the system. In the 
“Theoretical Framework” section, we define the theoretical framework of our 
work, where we solve the Schrödinger equation to calculate the eigenenergies and 
eigenvalues for the system. We then use these to calculate the values of the ther-
modynamic properties as functions of temperature for varying levels of impurity. 
In the “Results” section the effect of impurity on thermodynamic properties is 
observed using 2D and 3D plots and the observed trends are discussed.

2 � Theoretical Framework

This study is formulated for a Ga1-χAlχAs quantum wire with impurity, by con-
sidering a two-dimensional electron gas in the x–y plane. This is done by confin-
ing the electron motion in x-direction using a parabolic lateral confinement poten-
tial, resulting in a quantum wire in the y-direction. When an external magnetic 
field B⃗ = Bk̂ is applied to the quantum wire in the z-direction, the Hamiltonian of 
the system is given by [23, 34]:

where p⃗ is the momentum, e is the electronic charge, A⃗ is the vector potential due to 
magnetic field given by A⃗ = Bxĵ , �0 is the oscillator strength, g is the Lande’s g fac-
tor, �B =

eℏ

2me

 is the Bohr magneton, me is the rest mass of the electron, and 𝜎⃗ is the 
Pauli spin matrix vector. The second term of Eq. (1) represents the parabolic poten-
tial term.

meff (�) is the effective mass of the charge carrier in the presence of Al impu-
rity (�) , which is given by [35]:

where Π(�) is the inter-band matrix element 
[
Π2(�) = (28900 − 6290�)meV

]
 , 

Δ0(�) = (341 − 66�)meV is the valence band spin–orbit splitting, and 
�(�) = −3.935 + 0.488� + 4.938�2 is used to consider the remote-band effects.

Eg(� ,P, T) is the energy gap function in the conduction band given by [36]:

where p = 1519.4meV , q = 1360meV , r = 220meV , s = 10.7meV/kbar , 
� = 0.5405 meV/K and � = 204K . The pressure and temperature values are taken 
as P = 15kbar and T = 298K.

In Eq. (1), HR is the Rashba term given by:

(1)H =
1

2meff(𝜒)
(p⃗ + eA⃗)2 +

1

2
meff(𝜒)𝜔

2
0
x2 +

1

2
g𝜇B𝜎⃗ ⋅ B⃗ + HR

(2)

meff(� ,P, T) = me[1 +
Π2(�)

3

(
2

Eg(� , P, T)
+

1

Eg(� , P, T) + Δ0(�)

)

+ �(�)]−1

(3)Eg(� ,P, T) = p + q� + r�2 + sP −
�T2

� + T
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where � is the Rashba SOI factor, which can be varied with the gate voltage [34].
Upon applying an external electric field E⃗ = Eî in the x-direction and expanding 

the vector terms, the combined Hamiltonian of the system from Eq. (1) becomes:

The Hamiltonian does not change with translation along the length of the wire, i.e. 
it is translationally invariant. Hence the energy eigenstates of H can be written in terms 
of plane wave solution, where the wave function Ψ(x, y) is given by [34]:

where ky is the wavenumber in y-direction. According to the de Broglie hypothesis, 
py can be represented by ℏky in the Hamiltonian, which transforms the Hamiltonian 
into H = H0 + HR such that

and

where x0 = −
(

eE

meff(�)�
2
+

eBℏky

m2
eff
(�)�2

)
 is the guiding centre coordinate for the har-

monic oscillator, � =
√

�2
0
+ �2

c
 is the effective cyclotron frequency and 

�c =
eB

meff(�)
 is the cyclotron frequency.

The energy eigenvalues and eigenvectors for H0 can be found out by:

such that

where cl =
√

ℏ

meff(�)�
 is the characteristic length of the harmonic oscillator, n is the 

range of all integers and represents the energy levels, and � = ± represents up and 

(4)HR =
𝛼

�
(𝜎⃗ ×

(
p⃗ + eA⃗

)
)z

(5)
H =

1

2meff(�)
(p2

x
+

(
py + eBx)2

)
+

1

2
meff(�)�

2
0
x2 + eEx +

1

2
g�B�zB

+
�

ℏ

(
�x
(
py + eBx

)
− �ypx

)

(6)Ψ(x, y) = �(x)exp
(
ikyy

)

(7)

H0 =
p2
x

2meff(�)
+

1

2
meff(�)�

2(x − x0)
2 −

e2E2

2meff(�)�
2

+
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0
ℏ2k2

y

2meff(�)�
2
−

e2EBℏky

m2
eff
(�)�2

+
1

2
g�B�zB

(8)HR = �
(
�x

(
ky +

eBx

ℏ

)
− i�y

d

dx

)

(9)H0Ψn�(x) = En�Ψn�(x)

(10)Ψn�(x) =
1

(2n
√
�cln!)

1∕2
Hn
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cl

�
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−
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down spin. Hn(x) and X� are the hermite polynomial and the spinor functions for 
spin up ( X+ = (10)T ) and for spin down, ( X− = (01)T ) respectively.

The eigenenergies found by solving Eq. (9) are:

�(x) can be rewritten in terms of Ψn�(x) as �(x) =
∑

n�

an�Ψn�(x ), Eq. (11) can thus be 

transformed into [34]:

The orthogonality condition for the wave function gives,

where the eigenenergies corresponding to HR are given by:

where � is the Dirac Delta function.
Equations (11, 13, 14) are used to obtain the eigenvalues of the system. Fig-

ure 1 shows the eigenenergies and normalised wave functions obtained for the 
12 lowest energy levels, along with the potential energy of the whole system.

The partition function Z is a mathematical formulation which is the basis for 
calculating the thermodynamics of a system. It is given by [23]:

where � =
1

kBT
 , kB is the Boltzmann constant, and En are the eigenenergies found at 

different energy levels.
The thermodynamic properties of the quantum wire can be calculated using 

the partition function Z through the following formulae [21, 37]:

1)	 Mean energy: U = −
� log Z

��

2)	 Heat capacity: C =
�U

�T
3)	 Free energy: F = −kBTlogZ

4)	 Entropy: S = kBlogZ − kB�
�logZ

��

5)	 Magnetocaloric effect: ΔS = S(B ≠ 0, T) − S(B = 0, T)

(11)En� = ℏ�
(
n +

1

2

)
−

e2E2

2meff(�)�
2
+

�2
0
ℏ2k2

y

2meff(�)�
2
−

e2EBℏky

m2
eff
(�)�2

+
1

2
g�B�zB

(12)
∑

n�

an�
(
En� − E

)
Ψn�(x) +

∑

n�

an�HRΨn�(x) = 0

(13)
(
En� − E

)
an� +

∑

n���

an���

⟨
Ψn�

|
|HR

|
|Ψn���

⟩
= 0

(14)

⟨
n�||HR

||n
���

⟩
= �

[(

1 −
�2

c

�2

)

ky −
�ceE

ℏ�2

]

�n, n���,−��

+
�
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[
(�c

�
+ �

)√
n + 1

2
�n,n�−1 +

(�c

�
− �

)√
n

2
�n, n� + 1

]

��,− ��

(15)Z =
∑

n

e−�En
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3 � Results

In this study, thermodynamic properties, viz. Mean Energy, Heat Capacity, Free 
Energy, Entropy and Magnetocaloric Effect of a quantum wire have been analysed as 
a function of temperature for the 6 lowest energy levels of the system ( n = 0 to 5 ). 
An electric field with field strength F = 0.6 × 106 V∕m and a magnetic field with 
field strength B = 1T  have been applied. The value of Lande’s g factor is consid-
ered to be g = − 0.44 . The influence of Rashba Spin Orbital Interaction (SOI) has 
been taken into consideration with the Rashba coefficient � = 2.5 × 10−11 eVm . 
These results have been analysed for varying levels of impurity present in the system 
with its range as � = 0 to 2.

3.1 � Mean Energy

At low temperature, the quantum particle is in a low-energy state, hence the mean 
energy is also low. As the temperature rises, the particle gains kinetic energy, thus 
increasing its mean energy [18]. This trend was observed in Fig. 2a, b.

The behaviour of the mean energy with a change in the impurity was explained by 
Figs. 3 and 4. Figure 3 shows the relation between effective mass and impurity. The 

Fig. 1   Potential energy, eigenenergies, and normalised wave functions of the 12 lowest energy levels of 
the Quantum Wire under electric and magnetic fields, Rashba SOI, and impurity
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effective mass increases with increasing impurity level, reaching its peak value at an 
impurity level of ~ 0.6, after which it starts decreasing. Figure 4 shows the relation 
between mean energy and effective mass. It is evident that the mean energy strictly 
monotonically increases with increasing effective mass. Both these inferences justify 
the behaviour of mean energy, i.e. it first increases with an increase in the impurity 
level, reaching its peak value at ~ 0.6 impurity level, and then decreases with increas-
ing impurity. Additionally, the mean energy at a specific impurity level increases or 
decreases by a constant value for all temperatures, i.e. the plot only shifts upwards or 
downwards, without any apparent change in the shape of the plot.

This trend was observed with more clarity in Fig. 2b, which is a 3D plot between 
temperature, impurity and the mean energy. The mean energy increases with 
increasing temperature, and first increases then decreases with increasing impurity.

Fig. 2   Mean energy as a function of temperature for varying levels of impurity

Fig. 3   Effective mass as a function of impurity
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3.2 � Heat Capacity

The behaviour of the heat capacity can be explained with the help of the internal 
energy of the system. The heat capacity is directly proportional to the gradient of 
the internal energy with respect to the temperature. At very low temperatures, only 
the lowest energy level of a quantum system is populated, implying a low internal 
energy; since there is negligible change in the internal energy, its gradient (and 
effectively the heat capacity of the system) is a very small value. As the temperature 
rises, higher energy levels also start getting populated, and the internal energy of 
the system rises rapidly, indicating a high value of the gradient and effectively the 
heat capacity. As the temperature rises even more, all the possible energy levels get 
populated evenly, which implies that no more energy can be absorbed by the system. 
At this point the internal energy starts getting saturated, and the gradient (and heat 
capacity) decreases steadily, eventually acquiring a very small constant value. This 
behaviour was observed in Fig. 5a–c; in Fig. 5a, the heat capacity first increases rap-
idly, reaches a maximum, and then steadily decreases, demonstrating a “peak” struc-
ture. It was observed more clearly in Fig. 5b, which is a 3D plot of the heat capacity 
with temperature and impurity.

The variation of heat capacity with impurity can be explained by Figs. 3 and 6. 
As in the case of the mean energy, the heat capacity also increases with increasing 
effective mass. The effective mass increases with increasing impurity until impu-
rity reaches a value of ~ 0.6. As a result, the plot of heat capacity shifts to the right 
until impurity reaches ~ 0.6, after which the plot starts moving back towards the left, 
and eventually the peak of the plot also starts decreasing, since the effective mass 
is steadily decreasing. Figure 5c shows the top view of the 3D plot between heat 
capacity, temperature and impurity; it verified the shifting of the peak (represented 
by the yellow region) first towards right and then left.

Fig. 4   Mean energy as a function of effective mass
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Fig. 5   Heat capacity as a function of temperature for varying levels of impurity

Fig. 6   Heat capacity as a function of effective mass
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3.3 � Free Energy

It was observed in Fig. 7a, b that at very low temperatures, the free energy has a 
small positive, constant value, which becomes negative and then decreases mono-
tonically as the temperature increases [18, 25].

It can be seen in Figs.  3 and 8 that the free energy monotonically increases 
with increasing effective mass, and the effective mass increases with increasing 
impurity, reaches a peak at ~ 0.6, and then decreases. This verifies the observa-
tion that the free energy first increases with increasing impurity (until impurity 
reaches a value of ~ 0.6), and then decreases. Figure 7b verifies this variation of 
free energy with impurity at the 3D level.

Fig. 7   Free Energy as a function of temperature for varying levels of impurity

Fig. 8   Free Energy as a function of effective mass
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3.4 � Entropy

At very low temperatures, the quantum particle populates only the lowest energy 
level, which is the most stable, thus explaining the small value of entropy. As the 
temperature rises, the kinetic energy of the particle increases, and higher energy 
levels also start getting populated. The probability of the particle being at different 
energy levels increases, which means the particle does not localise. This increases 
the randomness, and effectively the entropy of the system [18]. The reason behind 
the convergence of the entropy could be that, as the temperature rises further, all 
the possible energy levels get populated evenly, thus stabilising the entropy of the 
system. This trend was observed in Fig. 9a, b, which show that the entropy of the 
system increases with increasing temperature, and eventually stabilises, reaching 
an almost constant value. As impurity is added to the system, the quantum particle 
gets bound to the impurity particles due to Coulombic force, and the randomness 
decreases, decreasing the entropy [31]. Hence the entropy decreases very slightly 
till the impurity value is ~ 0.6, after which its behaviour reverses, similar to the other 
thermodynamic properties.

3.5 � Magnetocaloric Effect

Figure 10 is a plot between S, the entropy at a specified magnetic field (B = 1 T) and 
S0, the entropy at zero magnetic field, at a fixed impurity of 2. The magnetocaloric 
effect quantifies the difference between these two values of entropy (S and S0) at 
any particular temperature and impurity level. In Fig. 11a, we see that the magne-
tocaloric effect first increases with temperature, reaches a peak, and then decreases, 
eventually converging to a constant value which tends to zero.

As demonstrated in Fig. 11b, c, which are 3D plots of the magnetocaloric effect 
v/s temperature and impurity, it was also observed that the magnetocaloric effect 
first decreases with impurity till the impurity reaches a value of ~ 0.6 and then 
increases. Figure 11c is a side view of the same, which clearly shows the minimum 
lying at a value of ~ 0.6 of impurity.

Fig. 9   Entropy as a function of temperature for varying levels of Impurity



	 Journal of Low Temperature Physics

1 3

Fig. 10   Entropy at B = 0 as a function of entropy at B = 1 T

Fig. 11   Magnetocaloric Effect as a function of temperature for varying levels of Impurity
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4 � Conclusion

We have studied the thermodynamic properties, viz. mean energy, heat capac-
ity, free energy, entropy, and magnetocaloric effect of a quantum wire under the 
influence of external magnetic and electric fields, Rashba SOI and presence of 
impurity. The Hamiltonian, eigenenergies, partition function and finally the ther-
modynamic properties were calculated for varying levels of temperature and 
impurity. The results show that the mean energy and entropy increase, free energy 
decreases, and heat capacity and magnetocaloric effect show a peak structure 
with temperature. The mean energy, heat capacity and free energy first increase 
and the magnetocaloric effect first decreases with impurity, which is reversed as 
the impurity reaches a value ~ 0.6. The entropy does not vary much with impurity. 
Since the thermodynamic properties show considerable amounts of variations 
when impurity is added, this work gives important insights which can potentially 
play a very important role in fabricating real quantum wires.
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Introducing Switched Adaptive Control for
Self-Reconfigurable Mobile Cleaning Robots

Madan Mohan Rayguru , Spandan Roy , Lim Yi , Mohan Rajesh Elara ,
and Simone Baldi , Senior Member, IEEE

Abstract— Reconfigurable robots provide an attractive option
for cleaning tasks, thanks to their better area coverage and
adaptability to changing environment. However, the ability to
change morphology creates drastic changes in the reconfigurable
robot dynamics, and existing control design techniques do not
take this into account. Neglecting configuration changes can lead
to performance degradation and, in the worst scenarios, insta-
bility. This paper proposes to embed the changes arising from
reconfiguration in the control design, via a switched uncertain
Euler-Lagrangian model. Accordingly, a novel switched adaptive
design is proposed for trajectory tracking. Closed-loop stability
is assured using the multiple Lyapunov function framework, and
the design is implemented and validated on a self-reconfigurable
pavement cleaning mobile robot (PANTHERA).

Note to Practitioners—Self-reconfigurable mobile cleaning
robots, which can change their configurations as per the appli-
cation requirements, are now predominantly used for cleaning
and maintenance operations because of their better area cov-
erage, less manpower requirement and consistent performance.
However, the state-of-the-art control strategies for conventional
robots cannot always ensure stability and performance under the
simultaneous effects of configuration changes and uncertainties.
The switched Euler-Lagrange model formulated in this work can
capture the configuration changes of the robot and the proposed
switched adaptive controller can tackle uncertainties of each
configurations of the robot. The simulation and experimental
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results clearly show the potential issues of the state-of-the-art
methods and the remarkable benefits of the proposed approach.

Index Terms— Reconfigurable robots, switched Euler-
Lagrange dynamics, robust adaptive control.

I. INTRODUCTION

THE field of robotics with its engineering applications is
rapidly expanding. Currently, the robots utilized in most

applications can be broadly categorized into rigid, flexible and
soft [1]. Flexible and soft robots can be advantageous in han-
dling objects which are delicate and safety critical [2]. On the
other hand, rigid robots are often utilized to handle objects
of fixed shape and withstand higher contact forces. However,
the fixed shape and size of the rigid robots sometimes lead
to complications and less efficient actions when the tasks
involve objects with different physical structures [3]. For this
reason, the last decade has seen a growing interest in realizing
rigid robots which can change their shape according to the
environmental situations and the nature of the assignments.
This class of robots are called as reconfigurable robots, which
can change their configurations either manually (e.g. remotely
operated reconfigurable robots) or autonomously (e.g. self
reconfigurable robots) [3], [4], [5], [6].

Different types of reconfigurable mobile robots are now
used increasingly in cleaning and service tasks, as they
can deform to a required shape according to the need [7],
[8]. The indoor and outdoor cleaning works are particularly
challenging, as the cleaning surface/area may comprise of
obstacles with different sizes, shapes and curvatures. In these
scenarios, suitably designed self-reconfigurable mobile robots
can provide efficient, safe and time critical completion of the
assigned tasks [7], [9]. However, self reconfigurable mobile
robots call for complex path planning and control strategies,
so as to deal with the dynamic environment (moving obstacles,
varying external forces) and shape changes. Some representa-
tive strategies and results will be reviewed hereafter, so as to
highlight some challenges in the field.

A. Related Works and Open Problems

Different control approaches for reconfigurable robots have
been discussed in the literature [10], [11], [12]. The con-
ventional proportional-integral-derivative (PID) control was
utilized for speed control in the pavement sweeping robots and
tetris inspired floor cleaning robots [7]. A robust backstepping
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based controller was synthesized for path tracking of a recon-
figurable mobile robot with three modules [8]. Liu et. al. [13]
proposed a robust distributed control method for controlling
a spring assisted reconfigurable robot. Instantaneous rotation
based trajectory tracking control was proposed in [4] for a dif-
ferential drive based self-reconfigurable robot h-Tetro. Fuzzy
logic and numerical optimization based controller designs for
reconfigurable mobile robots were presented in [14], [15]. The
authors of [16] and [17] proposed a path tracking procedure
based on resolved motion rate control. The works [18], [19]
developed assembling techniques for different sub-modules
into some specific robot configurations, required for manufac-
turing applications. The papers [20] and [21] proposed opti-
mal and robust approaches to realize different configurations
by automated docking and un-docking of multiple maritime
vessels. The authors of [22] and [23] have proposed machine
learning inspired path planning and area coverage techniques
for tiling based reconfigurable mobile robots.

Despite the progress in the field, crucial limitations of the
current state-of-the-art controllers for reconfigurable mobile
robots still exist, which mainly stem from the following issues:

• The robot parameters may vary significantly after configu-
ration changes. If not captured in the mathematical model
and the control design, the configuration changes have
the potential to deteriorate the closed-loop performance,
or even destabilize the system [24], [25], [26]. The state-
of-the-art controllers proposed for mobile robots [27],
[28], [29], [30] (and references therein) do not address
this issue. In fact, the simulation and experimental stud-
ies show that multiple reconfigurations (i.e., a practical
scenario representing repeated narrow and wide paths) of
the robot lead to significant performance loss for non-
switched controllers [28], [30].

• The fault detection and compensation based con-
trollers [29], [31], [32] are proved to provide satisfactory
performances in many practical applications, but they
do not account explicitly for multiple configurations.
Meanwhile adaptive optimal control and neural network
based approaches [33], [34], [35] are potentially suitable
for robots with unmodelled dynamics, but their adaptation
mechanisms rely on complex function approximations
with great number of gains, which also do not account
explicitly for multiple configurations. Indeed, faults or
unmodelled dynamics require a different approach as
compared to multiple and repeated parametric variations
after configuration changes.

• Kinematic based controller designs for mobile robots [4],
[7], [8], [36] do not consider other important sources
of uncertainty in cleaning tasks, such as the influence
of friction variation in different surfaces, gravitational
forces due to inclinations in the path and external forces
affecting the robot.

B. Contribution of This Study

The above discussion points out that a new strategy captur-
ing the shape change in reconfigurable robots is compelling.
As a matter of fact, a controller which can assure closed-loop

Fig. 1. PANTHERA platform in compressed and expanded configuration.

stability in the presence of discontinuities (due to configuration
change) and system uncertainties, while guaranteeing a good
tracking performance for reconfigurable mobile robots is still
lacking. The major contributions of the paper are as follows:

• The configuration changes in the robot during operation
are captured using a switched Euler-Lagrange model.

• We propose an adaptive control design that neither needs
the explicit knowledge of system dynamics before and
after configuration changes, nor it requires exact upper
bounds of the uncertainties like friction and external
disturbances. Moreover, the number of gain parameters
to adapt is comparatively less in number than adaptive
optimal and neural network based approaches.

• Apart for the specific robot considered in this study, the
switched dynamics formulation and the proposed adaptive
control solution are discussed for a quite general stability
framework called multiple Lyapunov function stability.
This extends the applicability of the proposed framework
to other reconfigurable mobile robots.

• The proposed design is validated on a reconfigurable
pavement sweeping robot named PANTHERA (Fig. 1).

The rest of the paper is organized as follows: Sect. II dis-
cusses the architecture of the PANTHERA self-reconfigurable
mobile robot, its switched dynamics modelling and its gen-
eralization to other similar platforms; the proposed adaptive
switched controller is designed and analysed in Sect. III;
Sect. IV presents the comparative experimental results, while
Sect. V concludes the paper.

The following notations are used throughout the paper:
λmin(•) and ||•|| represent minimum eigenvalue and Euclidean
norm of (•) respectively.

II. SWITCHED MODELING OF RECONFIGURABLE ROBOTS

This section is divided into two parts: the first part briefly
describes the architecture of PANTHERA reconfigurable
robot; in the second part, the switched dynamics model is
derived. It is noteworthy here that, although the work evolves
around the PANTHERA platform, the subsequent modelling
and control design are applicable to any similar (nonholonomic
differential drive) reconfigurable mobile robots.

A. Architecture of PANTHERA

The PANTHERA reconfigurable mobile robot (cf. Fig. 1)
is built to automate the cleaning of walkways [37]. It can
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Fig. 2. PANTHERA base (i-ii) and supporting components (iii): The side frames change their positions (from expanded state (ii) to contracted state (i) and
vice versa) by the linear motion of lead screw carriage: a) Central Beam; b) Side Beam; c) Guiding Links; d) Wheel Motor; e) Lead-Screw; f) Sweeping
Brush; g) Battery. The associated hinged joints and the guiding links transform the linear movement into expansion and contraction (iv) Lead-Screw motor.

TABLE I
SYSTEM PARAMETERS FOR PANTHERA

change its width to a compressed state or an expanded state
depending on the needs, such as navigating pavements with
varying width, or avoiding obstacles. The shape change is
facilitated by a reconfigurable aluminium base made of a cen-
tral hollow fixed beam, two side beams and four guiding links
(cf. Fig. 2 (i-ii)). The central and side beams are connected
by four guiding links via hinge joints and revolute joints
respectively. The configuration change is achieved through a
lead screw attached with the central beam and a set of left and
right handed screw threads supporting the side beams. The two
sides of the screw threads are connected with a motor and a
flange bearing respectively.

The lead screw is attached with a link having double
sided beam through a revolute joint. The other side of the
link connects the guiding link through a spherical joint. The
spherical nature of the joint helps in relative rotation between
two beams, and also avoids misalignment. A geared DC motor
(24 V, 110 rpm) is used to rotate the lead screw (cf. Fig. 2 (iv)).
The various system parameters of PANTHERA are provided
in Table I.

B. Switched System Modeling

Even though each wheel is actuated by a separate set
of motors, the PANTHERA platform is driven by a reverse
differential steering principle: that is, according to Fig. 3, left
side wheels Wl f and Wlb are given one control input while,
right side wheels Wr f and Wrb are given another control input.

The pose of the platform (cf. Fig. 3) can be described by
the robot center of mass (COM) position (xc, yc) and heading
angle ϕ. The variable α = tan−1(b/2l) denotes the angle

between the COM and the wheels, whereas L =
√

(b2/4 + l2)

is the diagonal distance between COM to the center of the
wheels. For a given configuration (i.e., when fixed (L , α)),
the relative position of the wheels with respect to the robot
pose (xc, yc, ϕ) are derived as:

Wl f (xc, yc, ϕ) = xc + L cos(α + ϕ), yc + L sin(α + ϕ)

Wr f (xc, yc, ϕ) = xc + L cos(−α + ϕ), yc + L sin(−α + ϕ)

Wlb(xc, yc, ϕ) = xc + L cos(π − α + ϕ), yc

+ L sin(π − α + ϕ)

Wrb(xc, yc, ϕ) = xc + L cos(π + α + ϕ), yc

+ L sin(π + α + ϕ).

Following the differential drive formulation as in [38] and
[39], the dynamics of PANTHERA under a fixed-shape can
be expressed as:

Me(q)q̈ + Ce(q, q̇)q̇ + Fe(q̇) + de = τe, (1)

q̇ R =


rw

b

( b
2 cos(ϕ) − l sin(ϕ)

) rw

b

( b
2 cos(ϕ) + l sin(ϕ)

)
rw

b

( b
2 sin(ϕ) + l cos(ϕ)

) rw

b

( b
2 sin(ϕ) − l cos(ϕ)

)
rw/b −rw/b

1 0
0 1


︸ ︷︷ ︸

Se

q̇,

(2)

where q = [θr , θl]
T , qR = [xc, yc, ϕ, θr , θl]

T , (3)

Me = ST
e M Se =

[
m11 m12
m21 m22

]
, Ce = ST

e (M Ṡe + C Se),

C =


mdϕ̇2 cos(ϕ)

mdϕ̇2 sin(ϕ)

0
0
0

,
m11 = m22 = {m( b2

4 + l2) − Is}
4rw

2

b2

m12 = m21 = Iw+{Is +m( b2

4 − l2)} 4rw
2

b2

M =


m ml sin(ϕ) 0 0 0
0 m −ml cos(ϕ) 0 0

ml sin(ϕ) −ml cos(ϕ) Is 0 0
0 0 0 Iw 0
0 0 0 0 Iw

 (4)

where τe = [τr , τl]
T ; Me(q) ∈ Rn×n is the mass/inertia

matrix; Ce(q, q̇) ∈ Rn×n denotes the Coriolis, centripetal
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Fig. 3. Schematic of the base of PANTHERA.

terms; Fe(q̇) ∈ Rn represents the vector of unknown damping
and friction forces; de ∈ Rn denotes unknown but bounded
external disturbances (e.g. mechanical vibrations arising from
uneven terrain or an inclination change in the robot path).
The variable dependency in Me, Ce in (1) holds owing to the
relation between ϕ and (θr , θl) via (2).

1) System Dynamics Under Reconfiguration: When the
robotic platform reconfigures to the compressed state, the
distance between wheels (b) and COM changes with it.
Therefore, the associated variables mi j , Ce and the inertia Is

1

in (1)-(3) gets modified. It is reasonable to represent a self-
reconfigurable mobile platform as a switched EL model as:

Mσ (q)q̈ + Cσ (q, q̇)q̇ + Fσ (q̇) + dσ = τ σ , (5)

q̇ R =


rw

bσ

( bσ

2 cos(ϕ) − lσ sin(ϕ)
)rw

bσ

( bσ

2 cos(ϕ) + lσ sin(ϕ)
)

rw

bσ

( bσ

2 sin(ϕ) + lσ cos(ϕ)
)rw

bσ

( bσ

2 sin(ϕ) − lσ cos(ϕ)
)

rw/bσ −rw/bσ

1 0
0 1


︸ ︷︷ ︸

Sσ

q̇,

(6)

where σ(t) = {1, 2}, is a piecewise constant function
of time, typically called the switching signal, where mode
σ = 1 denotes the fully compressed configuration and mode
σ = 2 denotes the expanded configuration.

During operations (i) only a finite number of reconfigura-
tions can occur in a finite time and (ii) duration of σ = 1 and
σ = 2 may be different. Therefore, the switching signal σ(t)
can be suitably classified under the average dwell time (ADT)
category as defined below:

Definition 1: (ADT [40]) For a switching signal σ(·) and
each t2 ≥ t1 ≥ 0, let Nσ (t1, t2) denotes total number of
switching inside the time interval [t1, t2). Then, σ(·) has an
average dwell time ϑ if for a given scalar N0 > 0

Nσ (t1, t2) ≤ N0 + (t2 − t1)/ϑ, ∀t2 ≥ t1 ≥ 0.

2) Important Dynamical Properties: Following the cele-
brated EL mechanics [38], the following properties hold for
PANTHERA for each σ .

1Note that the inertia values ( 1
12 m(b2

+ 4l2) along z-axis) are computed
by approximating the platform as a rectangular slab, excluding sensors,
computing modules, sweeping brushes etc.

Fig. 4. Switching signal.

• Property 1: Mσ is symmetric and uniformly positive
definite with respect to q. So, ∃mσ , mσ ∈ R+ such that

0 < mσ I ≤ Mσ (q) ≤ mσ I (7)

• Property 2: The matrices (Ṁσ (q)−2Cσ (q, q̇)) are skew-
symmetric, i.e., zT (Ṁσ (q) − 2Cσ (q, q̇))z = 0 for any
z ̸= 0.

• Property 3: ∃cσ , f σ , dσ ∈ R+ such that ||Cσ (q, q̇)|| ≤

cσ ||q̇||, ||Fσ (q̇)|| ≤ f σ ||q̇|| and ||dσ (t)|| ≤ dσ .

III. CONTROL DESIGN: CHALLENGES AND PROPOSED
SOLUTION FOR PANTHERA

A. Motivational Scenario

To demonstrate the control challenge under switched
dynamics, a simulation study is carried out in comparison with
non-switched controller such as the sliding mode controller
(SMC) [41] and the recently proposed disturbance observer
based (DOB) controller design [29], [42]. These robust control
methods rely on a priori knowledge of uncertainties and, there-
fore, become more convincing to motivate and to highlight
the potential issues of non-switched controllers applied to a
switched dynamics even when uncertainty bounds are known
(state-of-the-art adaptive control strategies are compared with
the proposed one later in Sects. IV and V).

In the simulation, the PANTHERA is commanded to fol-
low a straight line path by setting same desired velocity
to the wheels as θ̇d

r = θ̇d
l = 4. The system is initially

at fully compressed mode (σ = 1) and changes to the
fully expanded mode (σ = 2) after 3 sec interval. This is
followed by several switchings between σ = 1 and σ = 2
as presented in Fig. 4. The system parameters for these
two switched scenarios are taken from Table I. For different
switched conditions, friction forces are selected as F1 =

−10 tanh(q + q̇)+1.5q̇, F2 = 1.5 tanh(q + q̇)+1.5q̇ , while the
external disturbances are considered as d1 = 0.2 sin(7t) and
d2 = −0.4 cos(6t).

The sliding variable s = [s1, s2]
T for SMC is selected as

s = ė + 10e
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Fig. 5. Effect of configuration change for a straight desired path, under
non-switched controllers.

with the control law τ = τeq − 100τsw, where

τeq =

[
70 0
0 100

]
(q̈d

+ ė + 2e)

τsw =


s

||s||
if ||s|| ≥ 0.1

s
0.1

if ||s|| < 0.1.

The design parameters for DOB are taken from [30]. The gains
of both SMC and DOB are tuned for the fully compressed
configuration i.e., when (σ = 1).

The path tracking errors (Euclidean distance between and
x and y position error) for both the controllers are shown
in Fig. 5. It can be observed that whenever the system
switches from σ = 1 to σ = 2 or vice versa, both control
laws lead to some undesired transients, which hampers the
tracking performance. Owing to its disturbance estimation
property DOB performs better after the first switching during
t = 3 − 25 secs; however, as the uncertainties from switched
dynamics keep on propagating after multiple switchings, DOB
also lost considerable performance.

These results highlight that, under configuration changes,
gain settings of a non-switched robust controller like SMC
tuned for one mode (configuration) may not work for another
mode, leading to significant drop in controller performance.
Meanwhile, a DOB-based non-switched controller may work
well when the average dwell time is large enough to estimate
and compensate the disturbances, but may not be able to
perform satisfactorily after multiple configuration changes
(switchings). This situation becomes even more challenging in
practical circumstances under imprecise parametric knowledge
(e.g., changes in inertial values addition of sensors, computing
modules, sweeping brushes etc.), unmodelled dynamics (e.g.,
friction) and unknown external disturbances, which calls for
some switched adaptive mechanism as proposed later.

B. Problem Formulation

To summarize, the main control challenges can be listed
as: (i) knowing the exact COM parameters of PANTHERA

(or many other robots) is very difficult, which causes uncer-
tainty: for example, its shape is not an ideal rectangle due to
the presence of cleaning brushes and hollow cover which is a
combination of steel and rubber (cf. Fig. 1); (ii) knowing the
exact mass and inertia parameters is also difficult, due to non-
uniform weight distribution along the platform and distance
between wheels during reconfiguration; (iii) friction force
parameters are always difficult to model due their dependence
on road conditions; (iv) all the aforementioned parameters may
deeply change after reconfiguration, while the reconfiguration
can even generate transients (e.g. as in Fig. 4) that can build
up in destabilizing way for the robot. These challenges lead to
uncertainty in Mσ , Cσ and Fσ , under a time-varying σ (e.g.
as in Definition 1); these uncertainty and changes should be
tackled by the control law.

In view of the above discussions, we summarize the system
uncertainties in the following assumption:

Assumption 1: For all σ , the scalars mσ and mσ of (5) are
available; but, the terms Cσ , Fσ , dσ and their upper bounds,
i.e., cσ , gσ , f σ , dσ are unknown.

It is well established (cf. [38], [39]) that the goal of follow-
ing a desired path by the robot can be suitably converted as
tracking a desired trajectory qd with bounded desired velocity
q̇d and bounded desired acceleration q̈d : for example, a desired
circular (or straight line) path can be followed by giving a
differential (same) velocity to the wheels; or a lawn mower
type path can be followed by designing a sinusoidal differential
desired velocity.

The control objective is outlined as: Under Assumption 1
and Properties 1-3, derive a switched adaptive control law τσ

such that the trajectories q(t) of the reconfigurable platform
(5) follow the desired trajectory qd(t).

The following subsection describes the solution of the
control problem.

C. Switched Controller Design and Analysis

Let us define the tracking error as e ≜ q − qd , and a
composite error variable r as

r ≜ ė + 8e, (8)

where the matrix 8 ∈ R2×2 is positive definite. From (5),
we get the dynamics

Mσ ṙ = Mσ (q̈ − q̈d
+ 8ė)

= τσ − Cσ r + ϕσ , (9)

where ϕσ ≜ −(Cσ q̇ + Fσ + dσ + Mσ q̈d
− Mσ8ė − Cσ r) is

the cumulative uncertainty.
Let us define an augmented error variable ξ = [eT ėT

]
T .

It follows from definition of ξ that, ||ξ || ≥ ||e||, ||ξ || ≥ ||ė||.
Exploiting the structural properties of the system and the
assumptions, one can derive [24]

||ϕσ || ≤ η∗

0σ + η∗

1σ ||ξ || + η∗

2σ ||ξ ||
2 ≜ Y T

σ (||ξ ||)η∗

σ , ∀σ ∈ �

(10)

where η∗

iσ ∈ R+ i = 0, 1, 2 are unknown but finite scalars,
Yσ ≜ [1 ||ξ || ||ξ ||

2
]
T and η∗

σ = [η∗

0σ η∗

1σ η∗

2σ ]
T .
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Using (10), a switched adaptive control law τσ is proposed
as

τσ = −3σ r − e − 1τσ , 1τσ =

 ζσ

r
||r ||

if ||r || ≥ ϖ

ζσ

r
ϖ

if ||r || < ϖ,

(11)

ζσ = η̂0σ + η̂1σ ||ξ || + η̂2σ ||ξ ||
2
+ γσ ≜ Y T

σ (||ξ ||)η̂σ + γσ ,

(12)

where 3σ > 0 is a user-defined gain matrix; 1τσ handles the
uncertainties via the variable ζσ ; the positive constant ϖ > 0
is used for boundary layer control; η̂σ ≜ [η̂0σ η̂1σ η̂2σ ]

T

represents the estimate of the vector η∗
σ and γσ is an auxiliary

gain used for closed-loop stabilization (cf. Remark 1 at the
end of stability analysis).

Let σ denotes the inactive subsystem in the interval t ∈

[tl tl+1) (i.e., σ = 2 (resp. 2 when σ = 1 (resp. 1)). The
controller gains η̂iσ , γσ are computed using the adaptive laws
expressed as:

˙η̂iσ = ||r ||||ξ ||
i
− αiσ η̂iσ , γ̇ σ = 0 (13a)

˙η̂iσ = 0, γ̇ σ = −

(
βσ +

1
2

2∑
i=0

η̂2
σ

)
γσ + βσνσ , (13b)

with η̂iσ (t0) > 0, γσ (t0) > νσ , (13c)

where αiσ , βσ , νσ ∈ R+, i = 0, 1, 2, are design constants and
t0 is the initial time.

Let us define ϱ̄M ≜ max{mσ } and ϱ
m

≜ min{mσ } for
σ = 1, 2. Following the definition of ADT, the reconfiguration
changes are defined via the switching law

ϑ > ln µ/κ, (14)

where µ ≜ ϱ̄M/ϱ
m

; 0 < κ < ι and

ι =
mini,σ {λmin(3σ ), λmin(8), (αiσ /2)}

maxσ {mσ , 1, (1/2)}
,

i = 0, 1, 2, σ = 1, 2.

The following main stability theorem holds.
Theorem 1: Let the Properties 1-3 and Assumption 1 hold,

and let the wheel input torques be selected as (11)-(13c).
Then, under any reconfiguration scenario satisfying the ADT
(14), the closed-loop trajectories of the reconfigurable mobile
robot (5) remain Uniformly Ultimately Bounded (UUB).

Proof: See Appendix.

IV. SIMULATIONS, EXPERIMENTS AND DISCUSSION

In this section, we verify the effectiveness of the proposed
controller compared to the state-of-the-art using the PAN-
THERA reconfigurable robot via simulations and experiments.

A. Verification Scenario and Control Parameter Selection

To test the effectiveness of the proposed controller, a com-
mon testing scenario for both simulation and experiments
along with same control design parameters is designed. The
PANTHERA is tasked to clean a pathway by moving in a
circular path of 2m radius: the platform starts with compressed

mode (σ = 1), and it changes its configuration to the expanded
mode (σ = 2) at t = 3 sec, and then again changes its
configuration to σ = 1 at t = 25 sec. The configuration change
follows the switching signal presented in Fig. 4.

The desired circular path is generated by setting two differ-
ent desired wheel positions

θd
r = 4t rad, θd

l = 3.5t rad,

which are fed to the wheels on the respective sides in PAN-
THERA [29], [39]. The kinematics (6) is solved using (ηd

r , ηd
l )

to obtain the desired platform position.
Based on the nominal inertia parameters as in Table I and

on the mass of various associated hardwares (supplied by the
manufacturer), the bounds are computed as

18I ≤ M1(q) ≤ 75I, 18I ≤ M2(q) ≤ 60I.

The design matrices are chosen as

31 = 30I, 32 = 40I, 8 = 10I

leading to µ = 4.16, ι = 0.133. These selections along
with the choice of κ = 0.1 results into ln µ/κ = 12.8 sec.
From the switching signal as in Fig. 4, the ADT can be
calculated as ϑ = 15 sec (4 switchings in 60 sec of operation),
which satisfies the ADT condition (14). Other control design
parameters are chosen as αiσ = 1.5, βσ = 2, νσ = 0.1
ϖ = 0.1 for i = 0, 1, 2, σ = 1, 2 with the initial values
η̂iσ (0) = γiσ (0) = 0.5.

To properly judge the effectiveness of the proposed adaptive
switching controller, its performance is compared with the
adaptive sliding mode controller (ASMC) [43]. For ASMC,
the sliding variable s is selected as

s = ė + 10e

with the control law

τ = τeq − Kswτsw, τeq =

[
70 0
0 100

]
(q̈d + ė + 2e),

τsw =


s

||s||
if ||s|| ≥ 0.1

s
0.1

if ||s|| < 0.1
, Ksw =

[
Ksw1 0

0 Ksw2

]

and the gains Kswi (i = 1, 2) are adapted as

K̇ swi =

{
10||si ||sign(si − (0.04 Kswi )) if ||Kswi || ≥ 0.1
0.1 if ||Kswi || < 0.1

with Kswi (0) = 0.5 and sign(·) represents signum function.
For designing the DOB [42] based robust controller, the high

gain disturbance observer gain is selected as 1
ϵ

= 100, and the
high gain controller gain is chosen as 1

µ
= 50. The coefficients

of Hurwitz polynomial required for controller design are taken
20, 21 for both side of wheels (for details refer to [29]).
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Fig. 6. Tracking error comparison in xc position.

Fig. 7. Tracking error comparison in yc position.

B. Simulation Results and Analysis

For simulation, the combination of friction forces, state-
dependent unmodelled dynamics and unknown external dis-
turbances for various configurations are selected as

F1 + d1 = 1.3q̇ + qq̇ + 0.7 sin(2t) + 1.3sign(q̇),

F2 + d2 = 1.3q̇ + 1.5qq̇ − 0.2 cos(3t) − 0.5sign(q̇).

Figures 6-7 reveal that ASMC suffers from unwanted spikes
in the error plots at every switching instants. The reason can
be attributed to the monotonically increasing nature of the
adaptive gains of ASMC (Fig. 8), which is not suitable for
handling sudden parametric changes due to switching; in fact,
such high gain may lead to instability in longer time frame.
The DOB design performs better than ASMC as the time-
varying disturbances are compensated, but they lead to more
transients compared to ASMC. The proposed control design,
on the other hand, does not show any spikes in its response,
thanks to its dedicated set of gains for each configuration as in
Figs. 9-10: when gains ηi1 for configuration σ = 1 are active,
gains ηi2 for configuration σ = 2 remain constant (i.e., not
updated) for the corresponding time duration, and vice-versa.
As a result, the proposed controller can successfully negotiate
the uncertainties for each configuration without any unwanted
transients. Note that the gains γ1 and γ2 are responsible
for closed-loop stabilization for the inactive configurations,

Fig. 8. Adaptive gains of ASMC.

Fig. 9. Adaptive switched control gains of the proposed controller for σ = 1.

Fig. 10. Adaptive switched control gains of the proposed controller for
σ = 2.

and hence, they are active when ηi1 and ηi2 are inactive,
respectively (cf. Figs. 9-10).

C. Experiments and Discussion

1) PANTHERA Setup: The electronics assembly of
PANTHERA is schematically presented in Fig. 11. The sen-
sory measurements for task space position, and wheel rotations
are gathered by a LiDAR (Velodyne Puck VLP-16) and optical
encoders respectively. The LiDAR, mounted on the top of
the platform, is connected to a computer (octa core CPU,
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Fig. 11. PANTHERA electronics layout.

Fig. 12. PANTHERA experimental setup: a) LiDAR placement and
b) workstation.

16GB RAM, dedicated GPU) as in Fig. 12. The workstation
uses the Robot Operating System (ROS)-PYTHON setup for
implementing control algorithm. The LiDAR odometry data is
subscribed and published through the rosbag files in the ROS.
The wheels on one side of the robot receive same torque input
through the associated motor controllers.

2) Results and Analysis: Figure 13 shows the PANTHERA
platform tracking a circular trajectory while going through
configuration changes according to the switching signal Fig. 4.
The tracking performance comparison between the proposed
switched adaptive controller, ASMC and DOB are given in
Figs. 14-15. The control inputs of the proposed switched
controller is shown via Fig. 16. For better inference, the
performance comparisons are further tabulated in Table II
in terms of root-mean-squared (RMS) path error, including
percentage tracking error reduction for the proposed controller
over the other controllers. A few important observations follow
from the last column of Table II: after switching back to
σ = 1 from σ = 2 at t = 25 sec and t = 40 sec,
VSMC and DOB loose more performances compared to the
proposed controller than the previous mode of σ = 2 for t ∈

[3 25) and t ∈ [40 50), respectively. Non-switched adaptive
control performed satisfactorily (with slight deterioration of
12% and 17%) owing to its adaptive gain nature (compensating
disturbances for DOB case); however, it has to learn or adapt
every time the configuration (or mode) changes. The DOB
controller performs better than ASMC after configuration

Fig. 13. Circular path tracking comparison.

Fig. 14. Tracking error comparison (xc) for different controllers.

Fig. 15. Tracking error comparison (yc) for different controllers.

changes, but, still suffers from some unwanted transients due
to its dependency on high gain parameters (unlike the proposed
case). Whereas, for the proposed switched adaptive design,
the adaptive gains η̂i ’s are not updated when switched-out to
another mode. As a result, the adaptive gains do not need to go
through the learning transients again, leading to better RMS
error when σ = 1 or σ = 2 is repeated again (cf. Table II).
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Fig. 16. Control inputs for the proposed approach in different configurations.

TABLE II
RMS PATH TRACKING ERROR (M) COMPARISON

V. CONCLUSION

A new approach is proposed for modeling and control
of self-reconfigurable mobile platforms. The configuration
changes and the uncertainties are captured through a novel
uncertain switched Euler-Lagrangian dynamics. The proposed
switched controller does not need any structural knowledge
except the upper and lower bounds of the mass-inertia matri-
ces. It adaptively compensates for the uncertainties in the
system dynamics, the discontinuities due to the configuration
changes and the external disturbances. The performance of
the controller is tested by implementing it on a pavement
cleaning reconfigurable robot called PANTHERA. The results
are promising, and motivate to extend the idea into other
classes of reconfigurable platforms.

APPENDIX
PROOF OF THEOREM 1

Applying the standard results of linear time-varying systems
to (13a) one has [44]

η̂iσ (t) = exp(−αiσ t)η̂iσ (0)︸ ︷︷ ︸
≥0

+

∫ t

0
exp(−αiσ (t − τ))(||r ||||ξ ||

i )dτ︸ ︷︷ ︸
≥0

⇒ η̂iσ ≥ 0, ∀t ≥ 0, ∀σ ∈ {1, 2}, ∀t ≥ 0. (15)

Further, (13b) and initial conditions for the gains (13c), one
can deduce ∃ γ , γ̄ ∈ R+ such that

0 < γ ≤ γiσ (t) ≤ γ̄ , ∀σ ∈ {1, 2}, ∀t ≥ 0. (16)

Exploiting (16), choose a candidate Lyapunov function:

V (t) =
1
2

r T (t)Mσ(t)r(t) +
1
2

e(t)T e(t)

+

2∑
σ=1

{

2∑
i=0

1
2
(η̂iσ (t) − η∗

iσ )2
+ γσ (t)/γ }. (17)

The function V (t) can be discontinuous as Mσ changes dur-
ing reconfigurations. Therefore, the stability analysis consists
of two stages: studying the closed-loop dynamics (i) at the
switching instant and (ii) in-between two consecutive config-
uration changes. These studies are carried out subsequently:

Stability at the switching instant: Let σ(t−

l+1) and σ(tl+1) be
the configurations before and after the switching (reconfigura-
tion) at tl+1, l ∈ N+. Then, before and after the reconfiguration
we have

V (t−

l+1) =
1
2

r T (t−

l+1)Mσ(t−

l+1)
r(t−

l+1) +
1
2

eT (t−

l+1)e(t
−

l+1)

+
1
2

2∑
σ=1

{

2∑
i=0

(η̂iσ (t−

l+1) − η∗

iσ )2
+ γσ (t−

l+1)/γ },

V (tl+1) =
1
2

r T (tl+1)Mσ(tl+1)r(tl+1) +
1
2

eT (tl+1)e(tl+1)

+
1
2

2∑
σ=1

{

2∑
i=0

(η̂iσ (tl+1) − η∗

iσ )2
+ γσ (tl+1)/γ }.

Owing to the continuity property of the system states and of
the parameter update laws (13), we have r(t−

l+1) = r(tl+1),
e(t−

l+1) = e(tl+1), (η̂iσ (t−

l+1) − η∗

iσ ) = (η̂iσ (tl+1) − η∗

iσ ) and
γσ (t−

l+1) = γσ (tl+1). This leads to

V (tl+1) − V (t−

l+1) =
1
2

r T (tl+1)(Mσ(tl+1) − Mσ(t−

l+1)
)r(tl+1)

≤
ϱ̄M − ϱ

m

ϱ
m

V (t−

l+1)

⇒ V (tl+1) ≤ µV (t−

l+1), (18)

with µ = ϱ̄M/ϱ
m

≥ 1.
Stability in-between two configuration changes: The evolu-

tion of V (t) in-between two consecutive configuration changes
when (t ∈ [tl tl+1)) is analyzed subsequently.

From the equations (9), (11) and the fact ė = (r − 8e), the
differentiation of (17) with respect to time yields

V̇ (t) = r T (t)(τσ − Cσ r + ϕσ ) + (1/2)r T (t)

× Ṁσ(t−

l+1)
r(t) − 8e(t))

+ eT (t)(r(t) +

2∑
σ=1

{
2∑

i=0

(η̂iσ (t) − η∗

iσ ) ˙η̂iσ (t)

}
+ γ̇ σ (t)/γ

≤ r T (t)(−3σ(t−

l+1)
r(t) − 1τσ(t−

l+1)
+ ϕσ(t−

l+1)
)

+ (1/2)r T (t)(Ṁσ(t−

l+1)
− 2Cσ(t−

l+1)
)r(t) − eT (t)8e(t)

+

2∑
σ=1

{
2∑

i=0

(η̂iσ (t) − η∗

iσ ) ˙η̂iσ (t)

}
+ γ̇ σ (t)/γ . (19)
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Application of Property 2 to the second term of (19) yields

V̇ (t) ≤ r T (t)(−3σ(t−

l+1)
r(t) − 1τσ(t−

l+1)
+ ϕσ(t−

l+1)
)

− eT (t)8e(t) +

2∑
σ=1

{
2∑

i=0

(η̂iσ (t) − η∗

iσ ) ˙η̂iσ (t)

}
+ γ̇ σ (t)/γ . (20)

Two scenarios arise from the structure of 1τ σ in (11),
(i) S1: ||r || ≥ ϖ and (ii) S2: ||r || < ϖ , and their analysis are
carried out subsequently:

Scenario S1: The adaptation laws (13) are such that the
control gains γσ do not change for the active configurations
and η̂iσ don’t change for inactive configurations. Furthermore,
ϕσ (.) is upper bounded by (10) and γiσ(t)(t) > 0 ∀t ≥ t0.

Hence, (20) can be simplified as:

V̇ (t) ≤ −r T (t)3σ(t−

l+1)
r(t) − eT (t)8e(t) − Y T

σ(t−

l+1)
(η̂σ(t−

l+1)

− η∗

σ(t−

l+1)
)||r(t)|| +

2∑
i=0,σ (t−

l+1)

(η̂iσ (t) − η∗

iσ ) ˙η̂iσ (t)

+ γ̇ σ (t)/γ . (21)

Using the adaptive law (13a) we have

2∑
i=0

(η̂iσ − η∗

iσ ) ˙η̂iσ =

2∑
i=0

||r ||(η̂iσ − η∗

iσ )||ξ ||
i

+ αiσ (η̂iση∗

iσ − η̂
2
iσ )

≤ Y T
σ (η̂σ − η∗

σ )||r ||

−

2∑
i=0

αiσ

2

{
(η̂iσ − η∗

iσ )2
+ (η̂∗

iσ )2}.
(22)

where the last inequality arrives from

η̂iση∗

iσ − η̂
2
iσ =

1
2
(η̂iσ − η∗

iσ )2
−

η̂2
iσ

2
+

(η̂∗

iσ )2

2

≤
1
2

{
(η̂iσ − η∗

iσ )2
+ (η̂∗

iσ )2}.
Similarly, using (13b) we have

γ̇ σ

γ
= −

(
βσ + (1/2)

∑2
i=0 η̂

2
iσ

)
γσ + βσνσ

γ
. (23)

As γσ ≥ γ ∀t ≥ t0 from (16), (23) yields

γ̇ σ

γ
≤ −βσ

γσ

γ
− (1/2)

2∑
i=0

η̂
2
iσ +

βσνσ

γ
. (24)

Substitution of (22) and (24) in the equations (21) gives

V̇ (t) ≤ −λmin(3σ(t−

l+1)
)||r(t)||2 − λmin(8)||e(t) ||

2

−

2∑
i=0,σ (t−

l+1)

αiσ

2

{
(η̂iσ − η∗

iσ )2
+ (η̂∗

iσ )2}
−

(
βσ

γσ

γ
+ (1/2)

2∑
i=0

η̂
2
iσ −

βσνσ

γ

)
. (25)

The definition of candidate Lyapunov function (17) produces

V ≤ mσ ||r ||
2
+ ||e||2 +

2∑
σ=1

{

2∑
i=0

1
2
(η̂iσ − η∗

iσ )2
+ γσ/γ }.

(26)

Using (26) and the definitions for ϱ, αiσ , βiσ , the equation (25)
is simplified to

V̇ (t) ≤ −ιV (t) +
γσ (t)

γ
+

2∑
σ=1

2∑
i=0

(η̂∗

iσ )2

2
+

βσνσ

γ
, (27)

where ι is defined in (14). Let us define 0 < κ < ι and using
(16), (27) can be simplified to

V̇ (t) ≤ −κV (t) − (ι − κ)V (t) + δ, (28)

where δ ≜ max∀σ,σ {
γ̄
γ

+
∑2

i=0
(η̂∗

iσ )2

2 +
βσ νσ

γ
}.

Scenario S2: For this scenario, ||r || < ϖ . So, we get

V̇ (t) ≤ −r T (t)3σ(t−

l+1)
r(t)−eT (t)8e(t) − ζσ(t−

l+1)
(||r(t)||2/ϖ)

+ Y T
σ(t−

l+1)
η∗

σ(t−

l+1)
||r(t)||

+

2∑
i=0,σ (t−

l+1)

(η̂iσ (t) − η∗

iσ ) ˙η̂iσ (t) + γ̇ σ (t)/γ

≤ −r T (t)3σ(t−

l+1)
r(t) − eT (t)8e(t)

+ Y T
σ(t−

l+1)
η∗

σ(t−

l+1)
||r(t)||

+

2∑
i=0,σ (t−

l+1)

(η̂iσ (t) − η∗

iσ ) ˙η̂iσ (t) + γ̇ σ (t)/γ . (29)

Following the similar lines of arguments as pursued in
Scenario S1, we get

V̇ (t) ≤ −κV (t) − (ι − κ)V (t) + Y T
σ(t−

l+1)
η̂σ(t−

l+1)
||r(t)|| + δ.

(30)

From (8) it can be verified that ||r || < ϖ ⇒ ||ξ || ∈ L∞.
Consequently, the adaptation law (13a) implies ||r ||, ||ξ || ∈

L∞ ⇒ η̂iσ (t) ∈ L∞. So, there exists a δ1 ∈ R+ such that

Y T
σ(t−

l+1)
η̂σ(t−

l+1)
≤ δ1 ∀σ ∈ {1, 2}

while ||r || < ϖ . Using this in (30) yields

V̇ (t) ≤ −κV (t) − (ι − κ)V (t) + δ + ϖδ1. (31)

From the analysis carried out for both the scenarios, it is
concluded that V (t) ≥ B ⇒ V̇ (t) ≤ −κV (t), where

B ≜
δ + ϖδ1

(ι − κ)
. (32)

Unlike the conventional analysis for non-switched dynam-
ical systems, further analysis is required to investigate the
behavior of V (t) once it enters the bound B. Let T1 be the
instant when V (t) enters the bound B and N̄ (t) be the number
of all switching intervals for t ∈ [t0 t0 + T1).
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Using (18), (28) and the definition of Nσ (t0, t), we have

V (t) ≤ exp
(
−κ(t − tN̄ (t)−1)

)
V (tN̄ (t)−1)

≤ µ exp
(
−κ(t − tN̄ (t)−1)

)
V (t−

N̄ (t)−1)

≤ exp
(
−κ(t − tN̄ (t)−1)

)
· µ2 exp

(
−κ(tN̄ (t)−1 − tN̄ (t)−2)

)
V (t−

N̄ (t)−2)

...

≤ µ exp
(
−κ(t − tN̄ (t)−1)

)
µ exp

(
−κ(tN̄ (t)−1 − tN̄ (t)−2)

)
· · · µ exp(−κ(t1 − t0))V (t0)

= c(exp(−κ + (ln µ/ϑ)))V (t0), (33)

where c ≜ exp(N0 ln µ) is a scalar. Invoking the average dwell
time condition ϑ > ln µ/κ in (33), it can be derived that
V (t) < cV (t0) for t ∈ [t0 t0 + T1). As V (t0 + T1) < B,
we get V (tN̄ (t)+1) < µB (from (18)), where tN̄ (t)+1 denotes the
subsequent switching instant following t0 +T1. Now following
the standard recursive analysis as in [40], [45], and [46], one
can prove that V (t) < cµB for t ∈ [t0 + T1 ∞). Hence, the
control law and ADT switching law (14) ensure V (t) cannot
go beyond cµB in any time interval once it enters the bound
[0,B], implying global uniform ultimate boundedness for the
closed-loop dynamics. Moreover,

V (t) ≤ max{cV (t0), cµB}, ∀t ≥ t0. (34)

Using (34) and the fact V (t) ≥ (1/2)||e(t)||2,

||e||2 ≤ 2 max{cV (t0), cµB}, ∀t ≥ t0., (35)

leading to an ultimate bound b on tracking error e as

b =

√√√√2ϱ̄
(N0+1)
M (δ + ϖδ1)

ϱ(N0+1)
m

(ι − κ)
. (36)

Remark 1: It is important to note that the term
‘−(1/2)

∑2
i=0 η̂

2
iσ ’ contributed by the adaptive law of

γσ in (25) cancels the corresponding term stemming from
(27) to arrive (28) and (30), and achieve closed-loop stability.
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Abstract— ASD or autism spectrum disorder is a critical 

neuro-developmental disorder that hinders an individual’s 

capability of social communication and interaction. This 

disorder has acquired considerable attention and importance 

due to its ubiquity among individuals covering all the countries 

worldwide. Individuals with ASD struggles in daily life 

activities. Detection of autism with the help of medical tests is a 

tedious and very costly task. However, detection and care of 

ASD still remains unfamiliar due to inadequate awareness, 

knowledge among the society, limited number of diagnostic 

devices and limited verbal therapy services for ASD patients.  

This paper investigates and displays reviews of various machine 

learning approaches on extracting useful data associated with 

distinctive characteristics of ASD such as brain functioning, 

hyperactivitperactivity, language disability, etc. Current 

researches reveal that analysis of biological traits by employing 

machine learning techniques have helped in the progress of 

early detection of ASD. ABIDE dataset is very much explored 

for the research in ASD. Additionally, numerous studies for the 

advancement of tools are still in progression. The presented 

research work can remarkably aid future studies on machine 

learning for ASD. 

Keywords— ASD, Artificial intelligence, Machine learning, 

Supervised learning 

I. INTRODUCTION  

ASD indicates a variety of characteristics that includes a 

particular degree of behavioral, communicational and 

linguistic disabilities. ASD is a diverse disorder in terms of 

severity, level of risk and response towards a treatment. ASD 

initiates in the early years of childhood and it stretches into 

adulthood. Studies prove that detection and treatment of ASD 

in early years is beneficial as it reduces the expense of 

treatment and time[1]. Another interesting detail that urges 

the research is the co-occurring issues faced by the people 

suffering from ASD. Anxiety, sensory issues, and depression 

are a few of the major lifetime problems that an ASD 

handles[2]. Brain functioning, hyperactivity, and language 

disability are some of the symptoms/characteristics that 

differentiate a person with ASD and without ASD. 

At present, pace of autism all over the world is expanding 

rapidly. Reports evaluates that  1 in every 59 individuals is 

detected with ASD in USA. Every year millions are spent for 

the cure of ASD. According to the data, the rate of autism 

among boys is higher than that of girls, exposing the actuality 

that boys were four-times more likely to be detected with 

ASD than the girls[3]. Advanced technologies and smart 

thinking are the pillars of every methodology for the pattern 

discovery in the data. This includes a procedural to approach 

breakdown the issue, discover the pattern, eradicate the 

irrelevant data and formulate the solution. This shifts our 

concern towards the benefits of deep learning, machine 

learning, Artificial intelligence that consists of methods and 

algorithms to make a model learn automatically from the 

existing data[4]. Machine learning is classified as 

unsupervised, supervised, reinforcement learning and semi-

supervised learning. The motive of supervised method is to 

make sure that the model can predict on unseen data based on 

the labeled data used for training. In unsupervised learning 

model was exposed to unlabeled data with least 

supervision[5]. Association and clustering are two main 

kinds of unsupervised learning.  

• The objective of this research survey is to shed light 

on machine learning state-of-the art techniques for 

autism spectrum disorder.  

• Discussed ASD-ML based works done between 

2017 to 2022 to encourage further works in the 

mentioned domain. 

The organization of this work is as follows. Section 2 reveals 

the general criteria for conducting the research. Section 3 

discusses the exployed machine learning approaches for 

ASD. At last, section 4 concludes the overall paper. 

 

II. STATE-OF-THE-ART 

IEEExplore, Google scholar and Endnote were explored to 

fetch articles related to the following search terms: Autism 

spectrum disorder, machine learning, computational 

intelligence, AI in ASD, deep learning in ASD. The abstracts, 

methodology, and results portion of the studies were 

reviewed thoroughly, and by using a systematized rubric, a 

study was incorporated if it followed the criteria mentioned 

below. 

1.  Comprised of group/people with ASD. 

2. Machine learning algorithms were employed as the 

fundamental approach of analysis. 

3. Research studies must be in English. 

We hope that conclusions drawn from this study imply the 

current state of machine learning techniques in ASD.  

The literature survey generated 40 research publication from 

(1) Ieeexplore, (2) Google Scholar, (3) Endnote. After the 

abstracts and methodologies were reviewed, 30 research 

papers were incorporated. Of the incorporated studies, 18 
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included the utilization of ML to detect, predict and classify 

ASD sufferers. Figure 1 represents the overall research flow 

chart to analyse eligible research studies for the work  

presented. 

 
Fig.1. PRISMA Flowchart for selection of papers on machine learning for 
ASD 

III. MACHINE LEARNING APPROACHES IN ASD RESEARCH 

In this work, supervised learning approaches were reviewed 

to analyze patterns for a data-set which further leads to 

improved and accurate prediction for a classification 

problem[6]. Studies inspected in this paper employed various 

techniques of machine learning, with outperforming results 

among other approaches[7]. 

Of the 30 papers incorporated in this work, with many papers 

reporting higher accuracy with Logistic Regression, SVM 

and Random Forest. The brief of the supervised approaches 

comprised in this work is mentioned in Table 2. 

Literature survey of the ASD studies recommends 

categorizing the state-of-art into three sections: 

• Data centered approach 

• Algorithmic centered approach 

• Conventional ML framework adopted in existing 

studies 

A. Data Centered Approach 

The ASD state-of-the-art is categorized into textual data and 

image data. The most conventional dataset used in the ASD 

research is the ABIDE dataset consisting of images of both 

ASD and Typical Control (TC) individuals. Out of 30 paper, 

8 have implemented dataset from ABIDE. This dataset 

includes phenotypic data and RS-fMRI from various 

international websites, generating diversified sample data of 

large size[8]. This shows potentiality for analyzing patterns 

in ASD classification. Due to experimental differences, 

diversity in data and statistical noise classification becomes 

complex[9]. This recommends the necessity of a reliable 

technique that can efficiently deal with huge dataset and 

treat the other risk factors as well.  

The second most acknowledged dataset is of UC Irvine 

machine learning repository having datasets related to 

children, adults and adolescents. The mentioned dataset was 

produced by utilizing the results of AQ-10 test and proved 

to be beneficial in examining performances of classifiers.  

The third kind of dataset extracted through questionnaires 

and medical centers. This dataset is mostly used to analyse 

classifiers performance in order to distinguish ASD and 

non-ASD individuals. Kaggle is also one of the platforms 

for obtaining ASD dataset.  

B. Algorithmic Centered Approach 

This approach has engrossed on two objectives, i.e., to find 

biomarkers and to discover efficient classifier to 

differentiate between TC patients and ASD patients[10]. In 

order to find biomarkers, ABIDE dataset seems to be the 

best source for information extraction and uncover markers. 

Conventional approaches are not capable enough to mine 

and uncover data related to biomarkers. The common 

structural framework employed in this part is depicted in 

figure 2.  The survey described in this study shows the extent 

for in-depth research with advanced computational 

approaches to detect the biomarkers 

C. Conventional Framework Adopted in Existing ASD 

Studies 

 The diversified framework/architecture adopted for autism 

detection via machine learning is presented in figure 2. The 

experimental works and review studies considered for 

literature survey identifies various steps and machine 

learning startegies for ASD. The basic flow for the detection 

of ASD via ML includes collection of data, pre-processing of 

data (handling imbalanced data), feature selection process, 

model training & classification, and model testing & 

evaluation. The following sub-sections describes different 

strategies used at each step while classifiying a person as 

healthy or autistic. 

 
Fig.2. Conventional framework for existing approaches in ASD 

• Dataset collection and utilization for ASD  

Over the years, research in the domain of ASD has increased 

significantly. Brain magnetic imaging data (brain MRI), 

electroencephalography (EEG signals), questionnaire are the 

types of dataset that has been mostly utilized in autism studies. 

ABIDE dataset is one such dataset that is widely used for 

autism detection and prediction due to the functional, 

structural phenotypic and MRI data [11]
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TABLE I. DETAILED DESCRIPTION OF ASD DATASETS 

Dataset Name Instances Attributes ASD : Normal Dataset Type Male : Female 

Autism toddler dataset 1054 18 735 : 319 Questionnaire  735 : 319 

Autism adult dataset 1118 23 358 : 760 Questionnaire 596 : 522  

ABIDE I - - 539 : 573 R-fMRI images - 

ABIDE 11 - - 521 : 593 R-fMRI images - 

Table 1 gives the detailed description of ASD datasets 

available on kaggle, uci repository, etc. Figure 3 portrays the 

utilization of datasets for conducting research on machine 

learning techniques for ASD. 

 

Fig.3. Utilization rate of  existing datasets for ASD-ML based works 

 

• Data pre-processing 

Pre-processing of the dataset is an integral section which is 

used to enhance/ improve the quality of the data. To make the 

model learn better, crucial features are fed.  

 

In ASD by with the help of feature engineering we select, 

alter & convert information into useful featues. İn ASD 

sufferes, brain biomarkers can be elucidated by adopting 

convolutional neural network model fetching strategy. 

 

• Classification 

For ASD classification, various automatic classification & 

detection models has been adopted till now to accurately 

classify brain MRI images. As per the literature survey, 

machine learning classifiers like, support vector machine, k-

nearest neighbor, convolutional neural network, random 

forest, logistic regression, etc are mostly utilized. 

 

• Evaluation 

The effectiveness of various classification models & feature 

extraction techniques was discovered through the 

examination of numerous works on the detection of ASD. 

Considering the purpose & the techniques that wereemployed, 

there appears to be a sigificant disparity in the outcomes. 

Table 2 summarizes the studies published on ASD detection 

and classification

TABLE II. OVERVIEW OF RUBRIC PREPARED ON MACHINE LEARNING TECHNIQUES FOR AUTISM SPECTRUM 

DISORDER 

Authors   Year Aim Dataset  Methodology Results Limitations 

Malathi et. 

al 

[12] 

2022 To implement 

Adaptive whale 

optimization-

based SVM for 

ASD prediction 

ASD 

screening 

dataset 

AWO-SVM was 

utilized for ASD 

prediction 

Achieved an 

accuracy of 

90.162% 

Accuracy can be 

improved 

Bala et al. 

[13] 

2022 Development of 

ML model to 

identify ASD at 

various age levels 

in order to detect 

ASD accurately 

ASD 

dataset of 

children, 

toddlers, 

adults and 

adolescent

s 

Feature subset was 

generated via feature 

selection  performed on 

ASD data and various 

ML classifiers were 

applied to develop the 

model 

SVM achieved 

best results 

with feature 

selection 

strategies 

Model was not 

properly trained 

for handling high 

dimensional 

datasets 

Karim et al. 

[14] 

2022 Proposed a novel 

fuzzy-semi-

supervised 

learning technique 

for ASD 

meltdown 

prediction 

ASD 

dataset of 

children 

Worked by 

implementing divide & 

conquer method on 10 

different classifiers 

Fuzzy-semi-

supervised 

classifier 

performed the 

best among 

other 

classifiers 

Smaller dataset, 

could not 

diagnose ASD in 

early stage 

Ajmi et al. 

[15] 

2022 Exploring existing 

trends in ASD 

detection 

strategies 

Reviewed 

18 studies 

on ASD 

Analysing ASD 

detection techniques on 

the basis of 

classification strategy, 

performance metrics 

Advised to 

explore graph 

neural network 

method for 

ASD 

Limited studies 

were explored 

Pang et al. 

[16] 

2022 Proposed an 

optimal cascaded 

classifier for 

diagnosing ASD 

fMRI 

images 

Extracted brain features 

from fMRI images 

which were enhanced 

via empirical kernel 

Proposed 

method 

achieved 

Accuracy can be 

improved, deep 

learning 

techniques like 

MRI 
Images

Screening 
Dataset

EEG 
signals
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and parkinson 

disease 

mapping. Enhanced 

features were fed to the 

model to make an 

optimized framework 

decent 

accuracy 

graph 

convolutional 

network should 

be adopted 

Hosseini et. 

al [17] 

2022 To deploy a cost-

effective and 

efficient model for 

analyzing ASD 

Image 

dataset 

from 

Kaggle 

Deep learning methods 

were employed for 

facial analysis of ASD 

images 

Achieved a 

test accuracy 

of 94.64% 

Data pre-

processing was 

not performed 

Sofia et. al 

[18] 

2022 To examine early 

detection of ASD 

using eye-tracking 

and DL 

10 

research 

works 

were 

explored 

Eye-tracking technique 

using deep learning 

were explored 

Recommends 

that ASD can 

be diagnosed 

using images  

Few studies were 

examined 

Zhang et al. 

[19] 

2022 Developed a 

framework for 

ASD 

classification 

fMRI 

images 

Worked on a novel 

feature selection 

technique i.e., DSDC & 

built deep learning 

modal via two strategies 

of pre-training & MLP 

fine tuning 

Achieved 

accuracy of 

78.1% 

Explainability of 

the model were 

not considered 

Azbari et al. 

[20] 

2022 Experimental 

study on facial 

emotion 

expression on 

children having 

autistic traits 

Worked 

on a 

primary 

dataset 

Performed multi model 

experiments on facial 

emotion classification 

and processing eye gaze 

Results were 

true to the 

hypothesis 

made 

Data collected in 

their work 

included very 

few samples 

Rahaman et 

al. [21] 

2022 To enhance 

classification of 

the disorder and 

identification of 

underlying 

mechanism 

behind mental 

disorders 

fMRI, 

sMRI and  

genome 

data 

 

Developed neural 

network modal for 

learning features & 

deploying adaptive 

control unit which 

included autoencoders, 

multilayer network & 

LSTM unit 

Model gained 

accuracy of 

92% 

Accuracy can be 

improved 

Sriram et. al 

[5] 

2021 To predict ASD 

using ML 

Hybrid 

autism 

screening 

dataset 

Decision tree, Naïve 

Bayes, RF, KNN, LR 

were used to build a 

model 

Accuracy was 

improved in 

comparison to 

other studies. 

Small sample 

size 

Hassan et.al 

[22] 

2021 Comparative 

study between 

three 

metaheuristic 

approaches 

High-

dimension

al 

microarray 

data 

Used three-phase 

hybrid method using 

PPMCC and meta-

heuristic techniques 

BPSO 

outperformed 

genetic 

algorithm 

Worked on a 

smaller dataset 

Mehdi 

hosseinzade

h et. al  

[23] 

2021 To present a 

systematic review 

of IoT and ML 

approaches for 

diagnosing ASD  

28 

Research 

studies 

were 

examined 

IoT and ML-based 

techniques were 

explored 

Advanced 

devices can be 

developed 

using IoT and 

ML  

Less number of 

research studies 

were explored 

Akter et. al 

[24] 

2021 To present 

efficient ML-

based model to 

diagnose ASD 

more accurately 

AQ-10 

dataset 

was used 

ANN, RN, DT, 

Gradient boost, KNN, 

LR, NB, SVM, MLP, 

Xgboost were 

employed 

Logistic 

regression 

outperforms 

among all the 

other 

classifiers 

No screening 

tools diagnosed 

ASD correctly 

Wu et. al 

[25] 

2020 To detect ASD 

from videos using 

ML 

2000 

videos 

dataset 

Followed two-stage 

process having image 

model and facial feature 

model 

Achieved an 

accuracy of 

82% in 

diagnosing 

ASD 

Accuracy can be 

improved  

Lee et. al 

[26] 

2020 To develop pre-

trained auto-

encoder model for 

Audio data 

from 

SNUBH 

Performed an 

experiment to find ways 

Deep learning-

based feature 

extraction can 

Research was 

focused only on 

infants 

Authorized licensed use limited to: DELHI TECHNICAL UNIV. Downloaded on March 24,2023 at 05:47:28 UTC from IEEE Xplore.  Restrictions apply. 



feature extraction 

& optimization  

to do feature extraction 

using auto-encoder 

be useful in 

improving the 

accuracy 

Elbattah et. 

al [27] 

2020 To learn about 

sequential 

patterns in 

saccadic eye 

movement to 

detect ASD 

Data of 

children in 

the age 

group 3-12 

years 

Used NLP based 

transformation for 

processing raw data to 

fetch essential 

information 

Accuracy of 

classification 

was 0.84 

(ROC-AUC) 

Small data was 

small and caters 

people from a 

certain age group 

only 

Shahid, 

Singh 

[28] 

2019 To address issues 

and current trend 

for medical 

diagnosis and 

prognosis 

75 

Research 

works 

were 

explored 

Analysis of 

computational 

intelligence approaches 

Hybrid 

approaches 

performs 

better than the 

CI techniques 

Studies only 

based on CI & 

hybrid 

techniques were 

explored 

Abitha, 

Vennila [29] 

2019 To propose a 

swarm method 

based on 

symmetrical 

uncertainty and 

PSO 

ASD 

children 

dataset 

Feature selection and 

optimized techniques 

are used to propose an 

approach 

SSU-FS 

outperforms 

than the 

existing 

algorithms 

The study 

focuses on 

children dataset 

only  

Hyde et.al 

[6] 

2019 To explain the 

supervised ML 

trends in ASD 

45 studies 

were 

analysed 

Analysis of supervised 

ML methods 

Supervised 

ML methods 

possesses 

great value in 

ASD 

Limited research 

studies were 

explored 

Omar et. al 

[7] 

2019 To deploy 

efficient model for 

ASD prediction 

using ML 

techniques 

AQ-10 

dataset 

was used 

Implemented Random 

Forest-CART and 

Random Forest-ID3  

Developed 

model shows 

improved 

results for all 

accuracy 

measures 

Limited to the 

findings of 

related work 

Puli, Kushki 

[2] 

2019 Automatically 

detect anxiety in 

ASD patients  

ASD 

dataset of 

children 

and youth 

Multiple model Kalman 

filter was proposed 

Achieved an 

arousal 

detection 

accuracy of 

93% 

Sample dataset 

was small 

Eman et.al 

[30] 

2019 To review ML 

classifiers for 

ASD 

16 studies 

were 

examined 

Survey of ML 

classifiers 

ML methods 

outperforms in 

most cases 

Few research 

works were 

surveyed 

Yang et.al 

[1]  

2018 Multi-modal 

picture book 

recommendation 

for children with 

ASD 

Picture 

book 

image 

dataset 

CA and MCA 

algorithms were used 

A novel 

recommender 

system was 

proposed 

Only focuses on 

technical aspects 

Sadock et.al 

[4] 

2018 To present deep 

learning method 

for stereotypical 

motor movements 

(SMM) 

recognition in 

ASD 

SMM 

time-series 

data 

Implemented SMM 

detection framework 

using transfer learning, 

SVM 

Time series 

and frequency 

domain 

techniques can 

be useful in 

many cases 

SMM data is rare 

to find & doesn’t 

have labelled 

instances in it 

Lessons Learnt from the literature survey performed: 

 

A. Recent researches proves that machine learning 

techniques like SVM, RF and logistic regression 

outperforms in ASD research. 

B. Need of ample amount of medical data in the domain of 

autism spectrum disorder in order to generalize results 

as data available on ASD is limited. 

C. Need of techniques to identify autism spectrum disorder 

in quick manner as early detection of ASD helps the 

individual to cure and limited research is done to detect 

ASD at early stages. 

Ç. Need of researches that caters all age group people with 

a generalized technique. Most of the existing works are 

based on models made for a certain age group (either on 

toddlers or child or adults). Model should be able to 

capture features from the data of every age group. 

D. Due to data complexity, the computation power and 
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time complexity of existing techniques seems to be very 

high which needs to be considered. 

E. Interpretability and identification of ASD biomarkers is 

need to addressed.  

F. Precision, Recall and Accuracy are most used 

performance metrics on ASD works. 

IV. CONCLUSION AND  FUTURE WORK 

The motive of this literature survey was to shed light on the 

current trend to detect ASD using ML. A total of 30 articles 

that employed ML as a base were incorporated. The findings 

portray that the fundamental approaches and the advanced 

approaches need to work in such a manner that deploys a 

novel approach to handle the current limitations mentioned in 

the literature survey table. The need of reliable technique to 

collect data is still a challenge. This demands efficient 

algorithms for the detection of biomarkers. It is extremely 

important to build a prediction model that will be generalize 

to every age group patient suffering from ASD. 
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Abstract— ASD or autism spectrum disorder is a critical 

neuro-developmental disorder that hinders an individual’s 

capability of social communication and interaction. This 

disorder has acquired considerable attention and importance 

due to its ubiquity among individuals covering all the countries 

worldwide. Individuals with ASD struggles in daily life 

activities. Detection of autism with the help of medical tests is a 

tedious and very costly task. However, detection and care of 

ASD still remains unfamiliar due to inadequate awareness, 

knowledge among the society, limited number of diagnostic 

devices and limited verbal therapy services for ASD patients.  

This paper investigates and displays reviews of various machine 

learning approaches on extracting useful data associated with 

distinctive characteristics of ASD such as brain functioning, 

hyperactivitperactivity, language disability, etc. Current 

researches reveal that analysis of biological traits by employing 

machine learning techniques have helped in the progress of 

early detection of ASD. ABIDE dataset is very much explored 

for the research in ASD. Additionally, numerous studies for the 

advancement of tools are still in progression. The presented 

research work can remarkably aid future studies on machine 

learning for ASD. 
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Measuring Influence of Indices in DN Planning
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Abstract—The optimal distribution network (DN) setup in the modern
framework baffles the DN planner, as various technoeconomic impacts
need to be analyzed. The prevailing studies urge multiobjective problem
formulation to quantify the wide range of technoeconomic performance
indices; however, no adequate method is posited to measure the relative
influence coefficient of these indices in DN planning. This article proposes
a novel method based on the Shannon entropy formula to determine the
relative influence level of indices in multiobjective optimally distributed
generation unit(s) placement problems. Numerical results have been pre-
sented to validate the efficacy of the proposed approach over the previously
published strategies.

Index Terms—Distribution network (DN), DN planning, Shannon
entropy (SE), weighted-sum multiobjective analysis.

I. INTRODUCTION

The shifting from a vertically integrated structure to unbundling of
power system brought fringe benefits but increased complexity in the
planning, maintenance, and operational activities. In the new liberalized
paradigm, the consumers have become prosumers as the traditional
distribution networks (DNs) have now transcended to active DNs [1].
Renewable energy technologies (RETs), such as solar photovoltaic,
wind, hydro, and others, are continuously improving and becoming
cheaper and more efficient. Therefore, the integration of RETs in power
DNs is escalating massively. However, due to the increased distributed
generation (DG) penetration, the liabilities of the distribution network
planner (DNP) are increasing as well [2]. The impact analysis of DGs
in the power network has become essential so that the reliability and
power availability do not get degraded. Unplanned and arbitrary DG
placement may result in negative improvements in DNs’ quantities,
viz., a surge in power losses, system voltage drops, and diminished
loading capability [3].

Conventionally, power loss reduction and voltage maximization are
two common objectives for the DG placement problem. Finally, the
extensive use of power electronics’ devices in the DN has caused power
quality and voltage fluctuation issues, raising concerns about finding
new DG placement solutions for reliable and economical operations
in a power DN [4]. The DG placement has been formulated as a
multiobjective problem (MOP) to take different technical and economic
viewpoints simultaneously. The stud krill herd optimization technique
is used in [5] to solve a weighted-sum MOP for the ideal location and
sizing of DGs, where the appropriate weight preferences for the problem
objectives have been taken subjectively. An analytical hierarchical
process (AHP) technique is widely utilized for obtaining the weight
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coefficients in the weighted-sum method of MOP [6], [7], [8], [9].
However, the pairwise comparison matrix in the AHP technique is
formed based on the decision maker’s choice. The weighted normal-
ized decision matrix is constructed based on predetermined weight
coefficients in the technique for order preference by similarity to ideal
solution to find the preferred alternative most near to the positive ideal
solution while solving MOP for optimal siting and sizing of DGs in [9]
and [10]. The selection of appropriate weight factors in weighted-sum
MOP is still challenging and poses ambiguity [11].

Various methods have recently been developed based on the Pareto
dominance concept to obtain tradeoff solutions among the different ob-
jectives in a MOP, such as Harris Hawks optimizer [11], nondominated
sorting genetic algorithm [12], and multiobjective differential evolution
[13]. However, relatively fewer efforts have been laid into presenting
strategies for selecting the best tradeoff from a set of nondominated
solutions, which still requires further research. Often, distance-based
methods, such as gray relational analysis (GRA) [11] and fuzzy deci-
sion [12], [13], [14], are utilized instead of investigating the inherent
relationship (i.e., relative influence) among objectives to find the best
alternative.

Finally, it can be concluded that the relative influence coefficients
(RICs) of the investigated indices in MOP formulations for optimal
placement of DG are usually assessed empirically in previous studies,
although it is worth noting that the impact of an objective (or indices)
varies with the change in the network’s physical properties. Therefore,
achieving pragmatic solutions seems deceptive without impartially
evaluating the RICs of indices in a MOP. This article presents a novel
method based on the Shannon entropy (SE) formula to evaluate the
relative influence of each considered index objectively and effectively
in DN planning.

II. PROBLEM FORMULATION

In generic, a weighted-sum multiobjective optimization problem for
DG placement in DN can be written as follows:

minimize
N∑
i=1

ξi ∗ fi (x) (1)

s.t. h (x) = 0 (2)

g (x) ≥ 0 (3)

where N in (1) is the total number of objectives considered. In this
article, ξi is referred to as the RIC representing the degree of importance
of the ith objective function relatively in MOP formulation. In (2)
and (3), the equality and inequality constraints represent the power
flow balance, active and reactive power limits, voltage limits, and other
operational and security bounds, as described in (4)–(8). In (1), ξi of
each considered objective is usually based on the decision maker’s
choice, resulting in bias. This article proposed a new strategy based
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Fig. 1. Single line diagram of 38-node test system depicting residential,
commercial, and industrial loads.

on the SE formula for assessing the RIC of each objective function
equitably in a multiobjective optimally DG placement problem.

The DN power flows’ equations [15] and DG operating constraints
to be satisfied ∀f ∈ Ωn ∀� = ft ∈ ΩL, and ∀i ∈ ΩDG are

−Pinj,t = − (Pg,t − Pd,t)

= Pft − rft
V 2
f

{
P 2
ft +Q2

ft

}−
∑
c:t→c

Ptc (4)

−Qinj,t = Qd,t = Qft − xft

V 2
f

{
P 2
ft +Q2

ft

}−
∑
c:t→c

Qtc (5)

V 2
t = V 2

f +
r2ft + x2

ft

V 2
f

{
P 2
ft +Q2

ft

}

− 2 {rftPft + xftQft} (6)

V min
f ≤ Vf ≤ V max

f (7)

Pmin
g,i ≤ Pg,i ≤ Pmax

g,i (8)

wherePinj,t andQinj,t in (4) and (5) are the net injected real and reactive
power to the tth bus, respectively. Pd,t and Qd,t are the active and
reactive power demands at the tth bus, respectively. Pft and Qft are
the active and reactive power flow between buses f and t, respectively.
Vf , V min

f , and V max
f in (7) are the voltage magnitude and lower/upper

limits of V of the fth bus, respectively. rft and xft are the resistance
and reactance of the line connecting buses f and t, respectively. Pg,i in
(8) is the active power generated by the connected DG at the ith bus.

III. SE INCORPORATING DNP PRIORITY INFORMATION (PI)

The SE is the most practiced method in information theory to
measure the value dispersion in multicriteria decision making [16].
The fundamental principle of the SE is that the greater the dispersal
in the measured value, the greater the differentiation of the criteria; as
a result, more information can be obtained, moreover, the higher the
importance of that criteria, and vice-versa. The SE formula is expressed
as follows:

ei = −e0

s∑
k=1

Īki. ln Īki (9)

here eo is termed as the entropy constant and is equal to (ln s)−1, Īkl is
the normalized kth value of the ith index. From (9), the RI coefficient
can be measured as follows:

ξi =
(1− ei)∑N
i=1 (1− ei)

. (10)

TABLE I
DN INDICES CONSIDER FOR DG PLACEMENT PROBLEM

In some given conditions, the DNP strategically sets a preference
for an index; thus, RI coefficients must be changed accordingly. This
PI can be incorporated by modifying the ξi in (10) for “n” indices with
PI as in (11) and “m” indices without PI as in (12).

ξn∈N =
(1− en) +

(
ζn ∗∑N

i=1 (1− ei)
)

∑N
i=1 (1− ei)

(11)

ξm∈{N\n} =
(1− em)∑N
i=1 (1− ei)

−
∑

n∈N ζn ∗ (1− em)∑N
i=1 (1− ei)−

∑
n∈N (1− en)

(12)

The AHP technique provides flexibility to customize the weights
associated with indices in a MOP, which is mainly useful for subjective
analysis [17]. On the contrary, DN planning is a type of complex
problem where the RICs of indices need to be assessed objectively based
on their physical significance, which can be handled very efficiently by
the proposed method. Furthermore, it allows the incorporation of PI
given by the DNP in certain situations.

IV. SOLUTION METHODOLOGY

Finally, numerous methodologies have been suggested for the op-
timal placement of DG in power DNs, and in them, many methods
focus on multiobjective optimization. However, no adequate strategy
is directed to quantity the RIC of each objective resulting in a chance
of getting a pseudo-optimal solution. Therefore, this article presents a
novel approach based on the SE formula to solve the multiobjective
optimal DG placement problem. The SE formula relatively quantifies
the degree of importance of indices in formulated MOP. The proposed
approach is solved in the following steps.
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Fig. 2. Technical indices scores for a 38-node test system in different DG placement problems. (a) APLI scores. (b) LCLI scores. (c) Indices scores at sixth bus.

TABLE II
SIMULATION RESULTS FOR ALL FOUR CONSIDERED CASES

TABLE III
COMPARISON AMONG DIFFERENT EXISTING METHODS AND PROPOSED

APPROACH

1) Gather the input data and solve the load flow problem for the base
case without the placement of DG for comparison and analysis
of results with the proposed approach.

2) Define the objectives of MOP and evaluate their RIC using the
SE-based strategy, as described in Section III, satisfying the
constraint as given in the following:

N∑
i=1

ξi = 1. (13)

3) Formulate the weighted-sum multiobjective optimal DG place-
ment problem and obtain the optimal solution

maximize
N∑
i=1

ξi ∗ f ′
i (x) (14)

s.t. (4)− (8) . (15)

In (14), the problem objectives fi(x) are reconstructed to model
them unitless for the relative measurement of RIC, where the

f ′
i(x) is elucidated as the index in this article

f ′
i = 1−

(
fk
i (x)

f base
i (x)

)
. (16)

The formulated problem is a mixed-integer programming problem
that simultaneously finds the optimal location and size of the DG in DN
planning and could be solved through any classical or nature-inspired
multiobjective optimization technique. This work primarily focuses on
objectively determining the relative influence of indices in DN planning.

V. CASE STUDY

The proposed method is examined on a 38-node test system [18],
consisting of the total active and reactive power demand of 3501.6 kW
and 1870.2 kVAr, respectively. The system configuration has different
types of loads, viz., industrial, commercial, and residential, as shown in
Fig. 1. For the simulation, the base quantities Sbase and kVbase are taken
for analysis as 100 MVA and 12.66 kV, respectively. Considering many
indices for measuring the alteration in the network quantities during the
DG placement problem analysis is a colossal need to tend toward the
practical application. This work considers four technical indices, one
economic and one reliability index, to measure their influence on DN
planning while formulating the DG placement problem. Mathemati-
cally, these indices are expressed in Table I.

A. Influence of DN Indices on DG Placement Problem

It is a well-known fact that the DG placement alters the DN quan-
tities, viz., change in real and reactive power losses, reshaping the
voltage profile, and regulating the line capacity, which can be elucidated
through Fig. 2(a)–(c). The greater the degree of dispersion in DN
quantity, the higher the impact of the designated index in the MOP
problem. From Fig. 2(a) and (b), it can be observed that the active
power loss index (APLI) scores are more dispersed compared with line
capacity limit index (LCLI) scores when one DG of 150 kW is placed
in DN. Hence, APLI relatively influences more the MOP problem than
LCLI; therefore, RIC should be more for APLI. On the contrary, when
a DG of size 600 kW is placed, the line capacity limit is violated
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for many configurations; therefore, priority should be given to LCLI,
and the RIC of LCLI should be put higher than to APLI. Fig. 2(c)
represents the various indices value when DG size is varied for a node
location (i.e., sixth bus). In Fig. 2(c), the LCLI scores barely changed;
in contrast, the maximum voltage deviation index (MVDI) shows the
highest dispersion among all indices.

B. Simulation Results of the Proposed Approach

The following four cases are simulated and analyzed for the DG
placement problem to illustrate the effectiveness of the proposed ap-
proach.
� Case-1: Optimal placement and sizing of DG, considering tech-

nical indices (f1, f2, f3, and f4).
� Case-2: Optimal placement and sizing of DG, considering tech-

nical indices (f1, f2, f3, and f4) and index PI.
� Case-3: Optimal placement and sizing of DG, considering tech-

nical, economic, and reliability indices (f1, f5, and f6) and index
PI.

The problem formulation is simulated for the placement of a single
DG in DN; however, the proposed approach can obtain the solution for
multiple DGs in both simultaneous or sequential placement manner.

C. Comparison Study

This article compares the proposed methodology with the previously
published methods, i.e., AHP, GRA, and fuzzy decision method (FDM),
to validate the efficacy. The comparison results are reported in Table III.
The optimal DG size and location are assessed considering the active
power loss (f1), cost factor (f5), and reliability factor (f6) indices.

The prevailing studies did not articulate the fact that the RICs differ
as the problem formulation changes for the DG placement problem,
which can be deduced from the simulated results in Tables II and III.
On this basis, it could be said that the proposed approach can produce
an objective and comprehensive solution with physical significance.

VI. CONCLUSION

A novel framework to measure the influence of indices on the DG
placement problem during DN planning is proposed, which utilizes the
SE formula to quantify the relative degree of importance objectively
and effectively. The main advantages of the proposed method are
that incorporates the index PI given by DNP in inevitable situations
and is easily executable, and fit in with other similar multiobjective
optimization problem.
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MECHANICAL PROPERTIES OF COLD METAL TRANSFER (CMT) WELDED 202 

AND 304 STAINLESS STEELS 
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ABSTRACT 

Welded joints of dissimilar stainless steel sheets have many industrial applications due to their cost effectiveness, light-

weight, and high efficiency. Thin austenitic stainless steel sheets of different thicknesses are extensively used in the 

automation industry. Conventional welding techniques due to their high heat input and high spatters have always posed 

problems such as burn-through and distortion for welding these joints of thin austenitic steels. The CMT welding 

technique is effectively used for the joining of thin sheets due to its characteristics of lower distortion rate and low heat 

input. In this research work, austenitic stainless steels of grade SS202 and SS304 of thickness 1.2 mm and 2 mm 

respectively were welded by CMT welding technique and studied the mechanical characteristics of dissimilar stainless 

steel joints. Taguchi L9 optimization technique was used to find the optimized process variables for obtaining the 

maximum tensile strength. The maximum tensile strength of dissimilar joint welded at115 A current, 4 mm/s welding 

speed, and 10% arc length correction factor was found to be 291 MPa. The maximum micro-hardness value of the weld 

zone was achieved and the lower value was observed in the heat-affected zone (HAZ). The X-ray diffraction (XRD) 

technique was utilized to detect the residual stresses of the welded joint. The residual stress was observed in compressive 

nature in the weld zone and base plate and of tensile nature in the heat-affected zone (HAZ). CMT welding process can 

produce high strength dissimilar austenitic steel joints of different thicknesses. 

KEYWORDS: CMT; SS 202/304; Tensile Strength; Hardness; Residual Stresses 
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INTRODUCTION 

Fusion welding is considered as one of the most important techniques for the manufacturing of various components. 

Mostly a complete product may require varied properties at different positions like one area may need to be 

corrosion resistant while the other must be resistant to heat. One area may require high toughness while others may 

require high strength. It is very difficult to manufacture any product without using the joining process due to these 

technological limitations. Several parts of the products are typically assembled by the fusion practices and mostly 

help to fabricate economically [1]. Joining different metals is preferred to help in giving benefits of various 

materials and that offer distinctive solutions to different engineering requirements [2]. A reduction in weight and 

cost of the product without hindering the structural requirements and safety is one of the basic advantages of fusing 

different materials 

There are many joining processes for dissimilar materials that have gained remarkable consideration in 

recent years. The dissimilar fusion weld must acquire satisfactory tensile and ductility test results so that the joint 

will be successful within the weld [3]. MIG/MAG welding technique is the most preferable process for the joining 

of dissimilar ferrous and non-ferrous metals due to its supreme weldment characteristics. This method is especially 

preferred in applications related to the automotive industry. However, with the recent shift of these industries 
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towards environmental sustainability and safety of passengers, different grades of steel are now being used for fabrications. 

Thin sheet materials alloys have a high coefficient of thermal conductivity and thermal expansion and so they pose some 

problems like burn through and distortion during arc welding. Welding dissimilar materials of different thicknesses having 

limitations with the conventional welding process due to high heat input and high spatter. Controlled heat input is an 

essential parameter to avoid such difficulties [4,5]. Thus a need for a welding technique arises which can be used to join 

thin sheets and eradicate these problems. CMT techniques lessen these difficulties to a great extent. CMT welded joint has 

narrow HAZ with lesser distortion makes this technique preferable for joining thin plates with improved productivity [6]. 

Cold Metal Transfer (CMT) welding is a newly introduced process of joining thin sheets based upon the 

conventional short-circuiting (CSC) transfer technique established via "Fronius of Austria". It is a technological 

enhancement to Gas Metal Arc Welding (GMAW) process and is highly superior to GMAW in terms of lesser spatter, 

distortion, burns-through, and welding cost due to its unique feature known as low heat input. In this welding process, as 

the arcing starts the electrode moves toward the weld puddle. As the tip of the electrode interacts with the molten metal 

within the weld pool, an arc is extinguished. The value of current reduces to a non-zero value and this in a way 

circumvents the chances of spatter. The dropped welding current value results in a significant reduction in the thermal heat 

input. This becomes the most favorable conditions and a feasible technique to weld thin sheets with no or very less 

distortion, a lower rate of dilution and lower stresses in the weld zone. It also provides high gap bridge-ability which is 

highly appropriate for automation. CMT welding is an automatic welding technique having a controlled deposition of 

material during the short-circuiting of the work-piece to an electrode and is well described for its working with a low heat 

input [7]. This results in less damage to the base metal, lower deformation, and residual stress. In a conventional arc 

welding process, the filler wires move continuously in the outward direction till a short-circuit takes place. Whereas in a 

CMT process, the filler wire is both pushed as well as retracted during welding, and thus it is called an intelligent system. 

In this process, the movement of the feeding wire with an oscillating frequency up to 70 Hz is mostly used [8]. 

Stainless steels have gained popularity as one of the most useful materials in industrial applications due to high 

resistance to corrosion. Their exceptional physical properties and design codes have made them functional in engineering 

applications such as structural applications, heat exchangers, and thermal power plants [9-13].Yan et. al. (2010) [14] 

reported that the physical and metallurgical properties of the stainless steel TIG welded joint improved due to the presence 

of delta ferritic and gamma ferritic phases. During diffusion, the transformation of the austenitic phase to martensite occurs 

and the martensite phase improves high strength [15]. Amongst the various grades of austenitic steels available, SS304 a 

prominent member of 300 series is an important and most used grade due to its good corrosion resistance, higher strength, 

and ductility. SS202 is one of the most preferred stainless steel of the 200 grade series. They are similar to 300 series 

sheets of steel except for the low nickel content in them. SS 202 steel grade is economical material with the use of 

extensive applications due to the property of excellent toughness at a lower temperature. The welding of dissimilar grades 

of SS304 and SS202 has an excellent future scope and industrial applications. Both SS304 and SS202 are austenitic grade 

steels containing gamma iron under equilibrium cooling conditions. But during rapid cooling, an incomplete 

transformation occurs which leads to the formation of some meta-stable comprising delta iron [16-17]. The physical 

properties of inoconel 718 welded with SS316 have concluded that dissimilar weld gave a higher tensile strength than the 

parent SS316 metal [18]. Investigations and analysis have shown that most of the failures occurred in the heat-affected 

zone (HAZ) [19]. Sathiyaet. al. (2005) [20] have studied the friction welding of SS 304 and concluded based on 

fractography that fissure occurred most of the time at the joint zone rather than the base metal. Tensile reports show an 
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inverse relation between friction time and joints strength. Kumaret. al. (2016) [21] in his experimentation on the effects of 

CMT welding process on aluminium found that an increased heat input and better fluidity can be achieved at a lower 

welding speed. Varghese et. al. (2019) [22] in his experimentation of coating in conel 617 M on austenitic stainless steel by 

CMT welding process found a direct relationship between the heat input per unit length and the welding current. 

Sammaiahet. al. (2010) [23] in his study on metallurgical properties of friction welded aluminium and austenitic steels 

showed increased tensile strength and reduced toughness with an increase in the pressure due to friction. Mishra et. al. 

(2014) [24] in his investigations about the strength of mild steel welded with different grades of steel found that the welded 

joints of SS 202 and mild steel gave the best tensile strength value with TIG and MIG welding. Proper selection of filler 

wire is an important criterion in fusion welding. The strength and hardness of the welded zone depend upon the selection 

of the filler wire. SS308 filler wire is the most suitable and recommended filler wire material for joining SS304, SS32, and 

SS347 [25]. Fusion welding depends on various input variables such as welding current, voltage, wire feed rate, welding 

speed, contact tip to workpiece distance (CTWD), etc.  Arc length also controls the microstructure and the strength of the 

weld joints. The arc length correction while joining must be non-linear and results in a controlled dilution in the weld zone 

which has an advantage during the joining of sheets [26]. Most of the investigations on the welding are carried on the 

sheets or plates of similar equal thickness. Though, most of the welding required between the automotive parts is between 

materials of dissimilar thickness [27-28]. 

Joining dissimilar grades of steel is difficult due to the difference in melting temperatures. The different thermal 

conductivities and uneven temperature distribution on the weld surface result in the generation of residual stresses. The 

residual stresses are the internal stress that remains in the bodies when subjected to uneven or non-uniform temperature 

conditions when no external load is applied [29-32]. These are macroscopic stresses and static quantities, the value of 

which varies from zero to the material yield point. 

The measurement of residual stress in the welded joint is an important factor for evaluating the mechanical 

characteristics of materials. The distribution and location of the residual stresses, types of stress in the material and, fatigue 

properties in specimens can be predicted easily [33-34].The residual stresses are also likely to change the vulnerability for 

various modes of failures such as corrosion fatigue stress, corrosion fracture, and cracking. X-ray diffraction method is 

used for measuring the residual stresses and for analyzing the mechanical structures. The static behavior can be studied 

from a microscopic and macroscopic level change [35]. 

From the literature welding of dissimilar austenitic steel has become challenging and more investigations require 

for maintaining perfect arc length and higher edge tolerances. For welding of thin dissimilar materials from conventional 

MIG welding is a difficult task. CMT welding has become more popular for welding of thin sheets which is required for 

most industrial applications. In the present work, SS 304/202 and thickness of 2 mm and 1.2 mm respectively were welded. 

The Taguchi optimization technique is an effective method for finding the optimized parameter along with their 

relationship [36]. In this study, Taguchi L9 method is adopted for finding the optimized welding parameters in order to 

achieve the maximum tensile strength of the welded joint. The mechanical characteristics such as tensile strength, 

hardness, and, residual stresses of the welded joint were investigated.  
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EXPERIMENTAL PROCEDURE 

Material and Methods 

In the present research, the austenitic stainless steel grades of SS 304 and SS 202 and thickness of 2 mm and 1.2 mm 

respectively were CMT welded with SS 308 of 1.2 mm diameter filler wire. The CMT welding experimental setup is 

shown in fig. 1. Recent advancements in the modern industry have found many applications of tailor welded blanks (TWB) 

which are made from single sheets of steel of dissimilar thickness, coating, and, strength which are welded 

together[37].Flexible part designs are allowed in this manufacturing procedure and it is ensured that the right amount of 

material is used in the right place. The shielding gas of 98% argon and 2% carbon mixture has been used for welding. 

During the process of welding, the shielding gas usually interacts with the filler metal which results in enhancement of 

mechanical as well as corrosion resistance properties of the weld deposits. An increase in CO2 content % in the Argon + 

CO2 mixture improves the wet ability of molten filler wire and fusion volume. It also leads to increased spatter rates and a 

decrease in the ferrite numbers [38]. The chemical composition of SS 202 sheet and SS 304 sheet is given in table 1 and 

table 2 respectively. 

Table 1: Chemical Composition of SS 202 

Fe C Si Mn P S Cr Mo Ni Al 

73.9 0.103 0.490 10.5 0.0730 0.0179 12.8 0.303 0.205 <0.002 

 

Table 2: Chemical Composition of SS 304 

Fe C Si Mn P S Cr Mo Ni N 

71.9 0.0585 0.219 0.837 0.0426 0.0166 18.3 0.157 8.28 0.1 

 

 
Figure 1: CMT Welding Experimental Set Up. 
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Figure 2: Welded Sample C7 at 115 A Current, 4 mm/s Welding 

Speed, 10% Arc Length Correction Factor. 
 

Welding Parameters 

A number of preliminary trial runs were conducted to set the welding parameters. The parameters are chosen in a way that 

the plates are welded correctly without any damage or burn through. The thickness ratio of the two plates is 1.67, which 

may result in local stress concentration and a shift in the neutral axis. The sheets are perfectly clamped in welding fixtures 

and necessary care has been taken to avoid distortion. Taguchi L9 orthogonal array has been applied here to optimize the 

welding parameters. Welding parameters such as welding current, welding speed and, arc length correction factor have 

been taken for welding of test specimens. Table 3 shows the process parameter values have taken for 3 different levels as 

per the L9 Taguchi technique. The shielding gas flow rate 15 L/min and contact tip to work-piece distance (CTWD) 10 

mm is kept constant for all the samples. Fig.2 shows a sample welded at 115 A current, 4 mm/s welding speed and, a 10% 

arc length correction factor. 

Table 3: Welding Process Parameters 

Sample No. I (A) W.S (mm/s) A.C.F (%) CTWD (mm) 

C1 75 4 -10 10 

C2 75 5 0 10 

C3 75 6 10 10 

C4 95 4 0 10 

C5 95 5 10 10 

C6 95 6 -10 10 

C7 115 4 10 10 

C8 115 5 -10 10 

C9 115 6 0 10 

I = Current, W.S = Welding Speed, A.C.F = Arc Correction Factor, Flow Rate Of Shielding Gas = 15 Ltr/Min 

 

RESULTS AND DISCUSSIONS 

Tensile Test (UTM) 

The welded specimen for the tensile strength testing was cut as per ASTME8 standard using wire EDM process. The size 

of the tensile test specimen is shown in fig. 3. The tensile specimens before and post testing are shown in fig. 4 and fig. 5 

respectively. TINIUS OLSEN H50KS tensile testing machine capacity of 50 KN was used to investigate the tensile 

properties of the weld specimens. The strain rate of 1 mm per min at room temperature is fixed for tensile testing. 
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Figure 3: Tensile Testing Specimen as per ASTM E8 std. 

 

 
Figure 4: Tensile Specimens Before Testing. 

 

 

Figure 5: Specimens Post Tensile Test. 

 

Welding entails the melting and solidification of the base metal. Welding of dissimilar materials involves fusion 

of two different materials having different solidification rate. This ultimately changes the microstructure and the grain size. 

The weld zone bead has high strength due to the alloy genesis. The filler wire along with the melted base metal forms this 

alloy thus making it the strongest portion. The typical tensile stress-strain graph of welded samples (C1, C4, C5, C7, C8) is 

shown in fig. 6. The tensile strength and elongation results obtained for the welded sample are shown in table 4. The 

maximum tensile strength achieved is 291 MPa at 115 A current, 4 mm/s welding speed, and 10 % arc length correction 

factor. The tensile results showan increase in weld strength as the welding current is increased and no significant change in 

the elongation was observed. Prakash et al. (2017) [39], reported that sample SS202-SS316 of 1.5 mm sheets spot welded 
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specimen tensile strength was 268 MPa. In this study, the maximum tensile strength value of 291MPa was achieved.  This 

strength was achieved at 4 mm/s welding speed and 10 %arc length correction factor. Arc length is the distance between 

the end of the filler wire and workpiece material. An arc length correction factor is also an important process parameter to 

determine and maximize the tensile strength of welded material. A positive arc length provides better strength and perfect 

penetration. Kannan et.al. (2019) [40] results support for a significant increase in strength for samples C1, C5 and, C7 with 

positive arc length correction factor. It was observed that the maximum elongation observed with a higher positive arc 

length correction factor welded sample. 

Table 4: Tensile Properties 

Sample No. C1 C2 C3 C4 C5 C6 C7 C8 C9 

Tensile Strength(MPa) 274 270 272 275 284 276 291 289 278 

Elongation (%) 18.3 19.2 20.4 22.4 23.4 21.3 23.3 22.8 21.7 
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Figure 6: Typical Stress vs Strain Graph of Welded Specimen. 

 

The tensile fracture of the welded specimen clearly shows the formation of a cup-cone shape when necking 

initiates or due to surface slip occurs. Joining dissimilar material thickness leads to uneven heat distribution and a higher 

amount of heating takes place in thicker sheets in comparison with smaller thickness sheets. These results lead to 

maximum penetration in the thicker plate and less take place in thin sheets [41].Marashiet. al.(2008) [42] observed that in 

spot welding of dissimilar thickness material’s necking initiated in lower thickness sheets. The thinner sheets occur severe 

necking due to lesser force. The finite element results have shown the concentration of stress in the thinner section due to 

plastic distortion in the thinner part [43]. The efficiency of the welded joint was 100 % as all the failures occurred in the 

heat-affected zones (HAZ) of the thinner section of the SS 202 material. These results revealed that evidence of low heat 

input characteristics of CMT welding provides higher strength joints for dissimilar thickness. 
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Figure 7: Micro-Hardness Variation for Sample C7 Welded at 115 A 

Current, 4 mm/s Welding Speed, 10% Arc Length Correction Factor. 

 

Fig.7 shows the micro-hardness variations for the welded sample C7 welded at 115 A current, 4 mm/s welding 

speed, and 10 % arc length correction factor with respect to the positions. The higher hardness value was observed on the 

welded region and decreasing trend in the base metal (BM) and heat-affected zone (HAZ) for both the steel sheets. The 

micro-hardness of base material SS 202 and SS 304 are 325 HV and 280 HV respectively. The hardness in the material 

depends upon the carbon content and it controls the presence of cementite. The carbon content in SS 202 is slightly higher 

than SS 304 thus a difference in the hardness value of the base metal is observed. The micro- hardness of both SS 202 and 

SS 304 in the heat-affected zone (HAZ) reduces to 290 HV and 270 HV respectively. Sabooniet. al (2015) [44] reported 

that Friction stir welding of SS304 softening of HAZ takes place due to the recovery of coarser grains. According to the 

hall-petch relationship, the hardness and strength of a material are correlated to grain size. The reduction of micro-hardness 

in HAZ due to coarser grains. The hardness of the material relates to tensile properties in a material. The low hardness in 

HAZ is an important factor for the initiation of crack and fracture took place in this region during the tensile testing. 

Hardness is increasing towards the weld region. The increasing trend between HAZ and WZ is due to enhanced refinement 

grains of the austenitic steels. Similar type of pattern reported in the welding of SS 202 and SS 304 by TIG welding [45]. 

The hardness value achieved by CMT welding is higher than TIG welding. The hardness value of material depends upon 

the heat input that occurs during welding. Lesser heat input results in harder increases in weld region. The diffusion of 

chromium element between the two stainless steel sheets increases the hardness of weld zone. The highest micro-hardness 

value at the weld zone was 480 HV achieved for the C7 sample which is welded at the highest current value (115 A), slow 

welding speed (4 mm/s) and a positive arc length correction factor (10 %). The micro-hardness value in the welded region 

in the range of 460-480 HV due to its finer grain structure and excellent fusion of filler wire in the weld zone. Besides that 

the high rate of cooling in CMT process and an incomplete austenitic transformation in weld zone forms delta-ferrite 

phase. These are reasons for increasing the hardness in the welded region. Fig. 8 shows similar types of results for samples 

C1, C4, C5, and C8. 
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Figure 8: Micro-Hardness Variation with the Distance from the Weld. 
 

Residual Stress (MPa) 

Residual stresses are the stresses that are present within a body or a material after the process of manufacturing and 

material processing in the absence of temperature gradients or external loads [46].These stresses which are produced due to 

non-uniform distribution of temperature are measured by PULSTEC micro-X360n Full 2D X-ray residual stress analyzer, 

which operates on X-ray diffraction technique. It is associated with cos alpha method that uses a single exposure to collect 

the entire diffraction cone via a 2D detector. This system consisted of a sensor unit attached to a computer for output result 

and a power system. The sensor unit uses cos alpha method to calculate the residual stress. Amongst the number of 

available non-destructive techniques for measuring the residual stresses, X-ray diffraction is suitable for thin plates as its 

penetration is about 10µm with spatial resolution in the range of 10µm to 1mm, thus suitable for thin stainless steel plates. 

Some positions were marked comprising of the base metal plate (BM), heat affected zone (HAZ) and the weld zone (WZ) 

on both plates. Full debye-scherrer ring at each position was acquired through X-ray exposure. These rings determined the 

strain and finally the residual stress value at each position was produced [47]. 

 
Figure 9: Residual Stress Points at Sample C7. 
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Figure 10: Position 3 (Sample C7) under X-Ray Diffractor. 
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Figure 11: Residual Stress Variation at Different Zones of Sample C7 Welded at 

115 A, 4 mm/s Welding Speed and 10 % Arc Length Correction Factor. 

 

Residual stresses were taken at different points which are shown in Fig 9.X-ray diffractor position 3 is shown in 

Fig. 10. Standard chromium (Cr) material X-ray tube is used having collimator size of 1mm diameter with 30kV and 1mA 

specification for determining these stresses. The achieved residual stress values for the C7 welded sample for different 

regions are as shown in the graph in fig.11. Compressive residual stress was produced in the base plate and weld zone. 

Tensile residual stress was produced in the heat affected zone (HAZ). During the process of joining by CMT process, due 

to low heat input, upper and the lower weld zone surfaces experiences a higher rate of solidification due to rapid cooling 

than the material within the weld pool and the heat-affected zone (HAZ). This uneven rate of cooling leads to differential 

thermal distribution thus causing expansion in the heat affected zones and contraction in the weld zone. Due to this, the 

residual stress in the weld zone tends to become negative (compressive) due to shrinkage of the grain size (fine grains). 

The compressive stress in a way is desirable as it helps in avoiding the formation of cracks and notches. Relief from stress 

corrosion cracking also observed in the weld region. The slow cooling and coarser grains in the heat-affected zone (HAZ) 

results in a positive or tensile residual stress. This tensile residual stress present in the heat-affected zone is detrimental and 

results in fatigue failure. There may be chances of crack initiation and thus material fails most of the time in this region 
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which leads to degradation of mechanical properties. The plots obtained in fig. 12for samples C1, C4, C5, C7, C8 between 

SS 304 and SS 202 was nearly the mirror images of each other.  A similar type of results was observed in all the samples. 
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Figure 12: Residual Stress Variation at Different Zones of Welded Samples. 
 

CONCLUSIONS 

The paper investigates the mechanical characteristics of welded joints of dissimilar austenitic steels SS202 and SS304 thin 

sheets by cold metal transfer welding technique. The below mentioned are the conclusions drawn from this experimental 

study:- 

•  CMT welding is a suitable technique for welding thin stainless steel plates of dissimilar grades and different 

thicknesses.  

•  A tailor welded blank of blank ratio 1.67 can be made of stainless steel sheets of grades SS 304 and SS 202 with 

optimum strength and hardness. 

•  The highest strength equal to 291 MPa and highest hardness equal to 480 HV is achieved at 115 A current, 4 

mm/s welding speed, and 10 % arc length correction factor.  

•  Low heat input and rapid cooling in CMT welding results in compressive (negative) residual stress in the weld 

zone making it the strongest and hardest zone.  

•  The HAZ is the most affected portion of the joint due to coarser grains and tensile residual stress because of the 

slow cooling here thus making it a hotspot for failure. The necking starts in the thinner section and results in cup-

cone shaped fracture. 
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Abstract—In recent times, medical image analysis has 
gained immense attention among researchers for diagnosing 

and treating deadly diseases, e.g., Cancer. Denoising of Images 

is considered as a crucial process in medical image analysis. 

Several Deep Learning techniques are effectively used for 

image denoising including Autoencoders. In this paper, a 
convolutional autoencoders based approach with shortcut 

connections is proposed for medical image denoising. The 

proposed approach is evaluated by using three medical images 

datasets. The results demonstrated that the proposed approach 

outperforms the current cutting-edge methods of medical 

image denoising on all the three datasets. 

Keywords—Medical Image Denoising, Convolutional Neural 

Network, Convolutional Autoencoders, Shortcut Connections. 

I. INTRODUCTION 

 Noise refers to the distortions in an image. It can be in the 

form of brightness variations or color information in an 
image. Denoising is the technique used to eradicate these 

distortions. 

Various techniques, including Ultrasound Imaging, 
Radiography, etc., are used to view the internal structure of 

the human body to diagnose various medical conditions. 
Such technologies are categorized as Medical Imaging and 

are vulnerable to noise. The vulnerability could arise from 
using distinct image acquisition methods to reduce patient 

exposure to radiation. The more the radiation exposure is 

reduced, the more the noise is increased. Other reasons could 
also result in a noisy image, like bit errors in transmission, 

statistical quantum fluctuation, etc. For medical analysis , 
medical image denoising is usually required to diagnose and 

treat diseases properly. 

Being a classical problem, image denoising remains a 

popular topic of research. There are different image 

denoising approaches, such as Domain Transformation based 
models, Partial Differential Equation based models. The 

equation for the problem would be:                                  

              z = x + y                                      (1) 

Here, x refers to the original image, y is the noise, and z is the 
image generated after the addition of noise in  the original 

image. It is assumed that noise is generated from a distinct 
process, and using this assumption, y is calculated. Most of 

the models try to approximate x using z. 

With the evolution of deep learning, the deep learning 
models perform better than the conventional denoising 

approaches. In deep learning models, Convolutional 
autoencoders are majorly implemented for image denoising 

task. Convolutional autoencoders consist of encoder-decoder 
network, which is built using Convolutional Neural 

Networks. An  image denoising technique is used for 
medical dataset based on Convolutional autoencoders with 

shortcut connections. 

 The paper is divided into a number of sections. Related 
Work study is described in Section II. The planned approach 

is illustrated in Section III. The results of the work is shown 
in Section IV while in Section V conclusion is stated. 

II. RELATED WORK 

     In [1], a  review of various Convolutional Neural 

Network (CNN) based approaches for image denoising have 

been presented. In [1], it was shown that the CNN-based 

approaches gave a good performance. CNN models are 

designed with the in formation  of noise in  the dataset. In [2], 

the correlation between medical image denoising and 

medical image classification is explored using DenseNet-

121 and CNN models.   

In [2], it was concluded that image denoising 

significantly affects the performance of image classification. 

The approach proposed in [3] uses CNN for image 

denoising. It was found that performance can be equivalent 

to or higher than the methods established upon wavelets. 

Autoencoder encodes an input into a latent space 

representation using the encoder network, and then the 

latent space reprsentation is converted back to the original 

input utilizing the decoder network. Through train ing, the 

model develops the ability to map various input images to 

precise locations in the latent space [4]. 

      Vincent et al. [5] proposed Denoising Autoencoders, 

which are an extension to the traditional autoencoders, 

helping reconstruction of the input by introducing a noisy 

version. Later, the same authors proposed a stacked version 

of denoising autoencoders  by stacking denoising 

autoencoders one over the other [6]. A Denoising 

Autoencoder based architecture is also proposed by Robinet 

et al. [7] for image denoising. 

Convolutional encoding and decoding layers are added 

to a typical autoencoder architecture to create Convolutional 

autoencoders, proposed by Jonathan et al. [8]. Convolutional 
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autoencoders are considered to be better for image 

processing as compared to classic autoencoders because 

they utilize the power of CNNs to explo it the contextual 

information in the image. 

Lovedeep et al. [9] proposed Convolutional Neural 

Network based Denoising AutoEncoders (CNN DAE) and 

have shown that CNN DAE outperformed the median filter 

in terms of denoising performance on small datasets. It was 

suggested that these techniques could recover signals even 

in situations with high noise levels when the majority of 

denoising techniques would fall short. However, this 

straightforward network has problems recreat ing the original 

signal when the noise level is relatively high. However, this 

network is successful at partially generating actual images 

even when they are invisible to the human eye. 

Prashanth et al. [10] have shown the effectiveness of 

Convolutional Autoencoder for image denoising. In 

Convolutional Autoencoders, convolutional layers are used 

instead of dense layers in standard autoencoders. In [10], it 

was demonstrated that the completely connected 

Autoencoder, that just uses dense layers, is not efficient to 

denoise the input; while Convolutional autoencoders output 

a nearly noise-free image. This is because, when mapping 

an image to a latent space, the convolutional layers extract 

and preserve the essential input features and eliminate noise.  

From the current state-of-the-art technologies, it is 

observed that there is a need to reduce overfitting of the 

model. Deeper architectures sometimes prove to be less 

efficient because of memorizing the training data.   

III. PROPOSED APPROACH 

The approach suggested is based on Convolutional 

AutoEncoder with shortcut connections. Shortcut 

connections boost the performance of the model by reducing 

the depth of the architecture of the model. This helps in 

eliminating the problem of over t rain ing the model as well. 

The representation of a shortcut connection is shown in Fig. 

1. 

 

 
Fig. 1. Representation of Shortcut Connections 

 
Fig. 2 illustrates the architecture of the proposed 

approach. The architecture includes an encoder network 
which is built using Convolutional layers and a decoder 

network consisting of Deconvolutional layers. Shortcut 
connections are introduced in the architecture. The goal of 

introducing the shortcut connections is to pass the features of 

an image from one level to another without interfering with 
in-between layers. 

 

 

Fig. 2. Block Diagram Architecture of Proposed Approach 

The proposed model takes an input image and fed it to a 
number of convolutional layers and transposed convolutional 

layers. The convolutional layers bring out the essential 

characteristics of the image and also help in removing noise 
from images. The kernel filters in  the convolution layers 

processed over the input image to extract features and create 
a feature map. Deeper layer extracts more complex features 

from images.These feature maps store essential 
characteristics of the image needed to reconstruct it to the 

original form. In the proposed model, five convolutional 

layers have been implemented in which the first four layers 
use 256 convolutional kernel filters while the last layer uses 

128 convolutional kernel filters. The proposed model also 
consists of five transposed convolutional layers 
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(deconvolutional layers) used for the purpose of rebuilding 

the original image. The final output produced is a clean and 
clear image without noisebecause the shortcut connections 

eliminates the problem of vanishing gradient and deeper 
architecture.Also early stopping is used to avoid overfitting 

 The shortcut connections are implemented in between 
the deconvolutional layers. The shortcut connections are 

implemented with the help of add layer which adds the 

output from one layer to another layer directly skipping the 
layers in between. 

 In the proposed model architecture, pooling layers are not 
used because pooling may remove the essential information 

which becomes critical in the study of medical dataset. Using 
the shortcut connections, the feature maps extracted by the 

convolutional layers are passed directly to the 
deconvolutional layers by skipping some layers in between. 

This solves the problem of overfitting caused by the deep 

layer architecture of the model. 

IV. EXPERIMENTS AND RESULTS 

A. Datasets Used 

As suggested in [14], large scale versatile images prove 
better than small scale similar images . The following datasets 

are used for performing experiments: 

1) Chest X-Ray Dataset: In this dataset, there are total 

247 Chest X-ray images [11]. The training set and the 

testing set conisists of 197 images and 50 images 

respectively. A sample image is shown in Fig. 3. 

 

 
Fig. 3. Sample Image of Chest X-Ray Dataset  

 

2) Dental X-Ray Dataset: In th is dataset, there are total 

120 images [12]. The t rain ing set and the testing set consists 

of 96 images and 24 images respectively. A sample image is 

shown in Fig. 4. 

 

 
Fig. 4. Sample Image of Dental X-Ray Dataset  

 

3) Covid CT Dataset: In this dataset, there are total 349 

images of Computed Tomography (CT) scans of Covid 

patients as well as non-Covid patients [13]. For the training 

set and the testing set, 279 images and 70 images are used 

respectively. A sample image of  this dataset is shown in 

Fig. 5. 

 

 
Fig. 3. Sample Image of Covid CT Dataset  

 

B. Experimental Setup 

The experiments have been performed on an Intel i5 

processor running Ubuntu. The code has been written in 

Python language. For pre-processing, the images are loaded 

in grayscale mode with a target size of (64,64) and Gaussian 

noise (7%) is added to  images due to the fact as stated in 

[15], Gaussian noise is additive in which shows contribution 

of Gaussian noise in each pixel. The images are used in the 

form of array with normalized values. 

     Number of epochs for which model is trained is 20 with 

batch size of 10.Early  stopping is also used in the model fo r 

better performance. 

C. Metrics Used 

The results of the approach planned is matched with the 
current methods of denoising of medical dataset using the 

following metrics: 

1) Peak Signal To Noise Ratio (PSNR): This evaluation 

metric is the ratio between the maximum power of the signal 

and the power of noise signal that affects reconstruced 

image quality. If the PSNR is high, reconstructed image 

would be better. The formula is given as follows:- 

               
    

√   
           (2) 

where MSE(Mean Squared Error) is  calculated as follows:- 

 

                  
 

  
∑ ∑                      

   
   
              (3) 

where, 

  f represents the data matrix of noiseless image; 

• g represents the data matrix of noisy image; 

• m represents the total number of rows of pixels in 

the image; 

• n represents the total number of co lumns of pixels 

in the image;  

• MAXf is the maximum signal value exists in the 

noiseless image. 

 

2) Structural Similarity Index Measure (SSIM): It is one of 

the evaluation metrics which measures the quality of the 

reconstructed image with that of the reference image. 

Hence, higher would  be the SSIM score, better would be the 

quality of the reconstructed image  relating to structural 

similarity with reference image. The formula is given as 

follows:- 

 

                               
                   

   
     

        
    

      
                        4) 

where:- 

    is the mean of x; 

    is the mean of y; 

   
  is the variance of x; 
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  is the variance of y; 

     is the covariance of x and y; 

• c1=     
 , c2=     

  are to stabilize the division 

with weak denominator; 

• L is the dynamic range of the pixel values; 

   =0.01 and   =0.03 (defau lt values) are 

constants. 

D. Results Analysis 

Table I shows the SSIM scores and Table II depicts the 

PSNR scores. From the results, it can be interpreted that the 

proposed model outperforms the benchmarks on all the 

datasets by a significant margin. 

T ABLE I. SSIM SCORES 

 CNN 

DAE 

[9] 

CAE 

[10] 

Proposed 

Chest 

X-Ray 

Images 

Dataset 

0.92 0.75 0.93 

Dental 

X-Ray 

Images 
Dataset 

0.86 0.66 0.89 

Covid 

CT 

Dataset 

0.74 0.70 0.87 

   
TABLE II. PSNR SCORES 

 CNN 

DAE 

[9] 

CAE 

[10] 

Proposed 

Chest 

X-Ray 

Images 

Dataset 

51.17 46.48 52.51 

Dental 

X-Ray 

Images 

Dataset 

49.35 45.61 51.72 

Covid 

CT 

Dataset 

43.44 42.55 48.27 

 

      For the Chest X-Ray dataset [11], Fig. 6, Fig. 7 and Fig. 

8 show the results of CNN DAE model [9], CAE model [10] 

and the proposed model respectively. In each figure, the first 

row shows the noiseless image, the second row shows the 

noisy version of the corresponding first row image, and third 

row shows the output of the respective model on the 
corresponding first row image. 

 

 
Fig. 6. Results of CNN DAE (First Row: Noiseless Image, Second Row: 

Noisy Image and Third Row: Output of CNN DAE) 

 

 
Fig. 7. Results of CAE (First Row: Noiseless Image, Second Row: Noisy 

Image and Third Row: Output of CAE) 
 

 
Fig. 8. Results of Proposed Model (First Row: Noiseless Image, Second 

Row: Noisy Image and Third Row: Output of Proposed model)  

V. CONCLUSION AND FUTURE WORK 

Medical image denoising is considered extremely crucial  in 
medical image analysis. In this work, on a Convolutional 

Autoencoder based approach with Shortcut connections has 
been proposed for medical image denoising. The shortcut 

connections pass the features from one level to another by 
skipping the in-between layers. For the experiments, three 

medical images datasets  have been used. The proposed 
approach is compared with several benchmark models of 

Proceedings of the 5th International Conference on Smart Systems and Inventive Technology (ICSSIT 2023)
IEEE Xplore Part Number: CFP23P17-ART; ISBN: 978-1-6654-7467-2

978-1-6654-7467-2/23/$31.00 ©2023 IEEE 1527

Authorized licensed use limited to: DELHI TECHNICAL UNIV. Downloaded on March 24,2023 at 06:23:36 UTC from IEEE Xplore.  Restrictions apply. 



medical image denoising. The results demonstrated that the 

proposed approach outperforms the benchmarks by a 
significant margin on all the datasets. 

 Autoencoders have limitations of overfitting in case of 
large dataset due to their dual-network arch itecture of 

encoder and decoder. Since, the proposed model is based on 
Convolutional Autoencoder, it also faces the limitations of 

overfitting due to the high number of learning parameters of 

encoder as well as decoder. This limitation of dual-network 
architecture can be explored in future. 
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Abstract
Positive feedback source-coupled logic (PFSCL) circuits are imperative in high-
resolution mixed-signal applications. In this paper, memristors are introduced in
PFSCL style to amalgamate their advantages in circuit design. Two new memristor-
based PFSCL architectures are presented. The first proposed architecture (Mem-PA1)
employs memristors with a PFSCL inverter, while the other uses them with PFSCL
NOR/OR gate (Mem-PA2). The proposed circuits eliminate the restriction of imple-
menting the logic function in NOR/OR form or sum of two minterms in existing
architectures. The reduced gate count gives significant advantage in power and propa-
gation delay values. Different functions are implemented and simulated using CMOS
PTM180 nm technology parameters and a TiO2 memristor. Amaximum improvement
of 33%, 80% and 86% in propagation delay, power and power delay product, respec-
tively, is observed for Mem-PA1 exclusive-OR(XOR3) gate with respect to existing
architectures-based gates. Further, it is observed that Mem-PA2 XOR3 gate shows
5.16% improvement in delay over the Mem-PA1 gate for same value of power con-
sumption. Lastly, the performance is also examined with technology scaling and at
various process corners.
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1 Introduction

Nowadays, many systems demand unification of analog and digital operations in high-
resolution mixed-signal applications. The integration of both kinds of circuitry on a
single chip has led to numerable advantages, such as improvement in the system
reliability, reduction in cost, power consumption as well as the size of the system.
The design for such integrated circuits is challenging as the functionality of analog
subsystem is severely limited due to switching noise generated in digital subsystem
implemented using popular and acclaimed complementary MOS (CMOS) logic fam-
ily [6, 15, 17, 22, 30]. Further, the power consumption increases proportionately with
rising operating frequency. Therefore, researchers have explored alternate logic styles
to address these issues at different levels of abstraction such as placement and rout-
ing, layout and logic. The positive feedback source-coupled logic (PFSCL) style is a
variant among the alternative logic families that work on current steering principle.
The PFSCL gates have constant current source such that the current drawn from the
power supply remains nearly constant, thereby reducing switching noise significantly
and making the power consumption independent of operating frequency [4, 5, 16, 19,
36].

The conventional PFSCL style is based on implementing NOR/OR realization of
a logic function by employing PFSCL NOR/OR gates [4]. It, however, infers high
gate and current source count for complex function realization which mitigates high-
speed advantage of PFSCL style. In an effort to reduce the number of stages, a PFSCL
fundamental cell as a circuit element has been introduced in [13, 14] which facilitates
sum-of-minterms realization in a single gate. Despite being an attractive concept, it,
however, requires larger footprint due to wider control transistors as well as restricted
two minterms forms in a single fundamental cell. Recently, memristor, a new element,
has emerged as an eye of designers with growing opportunities to explore and develop
new avenues as research in the field is still in nascent stage [2, 3, 7, 8, 10, 11, 18, 20,
21, 23–29, 31, 33–35, 39, 41–44]. Due to its inherent features of smaller footprint and
compatibility with CMOS technology, the memristor has been used in applications
such as neural networks [10, 23, 24, 39], non-volatile static random-access memory
[18, 20, 26, 29, 31, 33, 35], combinational circuits [7, 25, 28, 34, 42–44], analog signal
processing and generation circuits [21], etc. The memristor-based logic circuits may
be broadly viewed as state-based logic circuits and conventional voltage-based logic
circuits. The former is based on storing the output as a resistance state in logic styles
such as material implication logic (IMPLY) [26], memristor-aided logic (MAGIC)
[25] and scouting logic [41]. It requires peripheral circuits to read memristor state
and provide output, thus mitigating its benefits. In conventional voltage-based logic,
the logic level is defined by voltage level. The memristor ratio logic (MRL) [27]
and memristor CMOS (MCM) [8] integrate memristor with CMOS technology and
are benefited from easier translation using design abstractions. An interesting logic
style to provide OR and AND functions is suggested in [11]. Subsequently, it is
extended by putting a CMOS inverter to provide universal NOR and NAND gates
and is named as MRL [27]. Another variant of MRL is presented in [8] that realizes
AND–OR–INVERT function by memristor-based AND gate which is followed by a
resistive load-based NOR gate. Here nanowire resistor is used. In [34] the memristors
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are combined with only NMOS transistors for designing priority encoders, decoders
and code converters. The MRL-based crossbar (X-MRL) design is yet another variant
wherein conventional CMOS logic realized with MRL and mapped into crossbar
structure is proposed [3]. The concept is illustratedwith help of one-bit full adder. In an
effort to reduce the number of memristors, a modifiedMRL is proposed in [2]. It uses a
single memristor along with one/two transistors to design NOT, AND, and NOR gates.
Compared with the CMOS logic, the memristor-based logic circuits not only reduce
the number of transistors, but also greatly reduce the power consumption and improve
the operating speed of thewhole circuit due to the reduction of associated capacitances.
Considering the benefits of PFSCL over CMOS logic in mixed-signal applications, an
amalgamation of memristor and PFSCL is put forward in this paper. Two memristor-
based PFSCL architectures with the objective to reduce gate and current source count
for complex function realization and simultaneously overcoming the restrictions of
limited (two) minterms in the existing PFSCL architectures are proposed in this work.

The paper is organized in five sections including the introduction section. An
overview to existing PFSCL architectures along with a brief introduction to memris-
tor is presented in Sect. 2. The memristor is then introduced in PFSCL style, and two
architectures are suggested in Sect. 3—the former uses a cascade of memristor-based
logic block followed by a PFSCL inverter, while the latter embeds memristor-based
logic block in PFSCL NOR/OR gate. The mathematical formulation for computing
output voltages of basic gates is put forward which can be extended to other gates
as well. Section 4 details the functional verification using 180 nm CMOS technol-
ogy parameters and the memristor models suggested in [7] and [38]. This section
also includes performance comparison of proposed architectures with their existing
PFSCL counterparts. The conclusion is drawn in 5 section.

2 ExistingWork

In this section, the existing works related to PFSCL circuit design are presented which
is followed by a brief description on memristor.

2.1 PFSCL Style

A PFSCL gate belongs to the single-ended source-coupled logic family wherein the
input transistors are source-coupled to a transistor with gate output as feedback to it
as shown in Fig. 1a [4]. The presence of positive feedback improves the switching
speed of the gate in comparison to the conventional single-ended source-coupled
logic [4]. A generic N-input PFSCL NOR gate shown in Fig. 1a comprises three basic
components, namely pull-down network (PDN), current source and load transistors.
The logic function is realized in PDNwherein depending on the inputs, the bias current
(ISS) is steered in one of the two source-coupled branches. The load transistors then
perform the current-to-voltage conversion to produce the required output voltage level.
It is pertinent to mention here that a generic N input PFSCL gate of Fig. 1a realizes
NOR functionality. Further, OR functionality can be obtained from the same gate by
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 (a)                  

CUURRENT SOURCE

(c)

PDN  

LOAD 
TRANSISTORS 

A

                 (b) 

Fig.1 a Generic N-input PFSCL NOR gate [4] b Conventional PFSCL inverter [4] c Gate level schematic
for NOR/OR-based realization PFSCL of XOR2 gate

obtaining the output from the drain terminal of MP2. A PFSCL inverter is drawn in
Fig. 1b to illustrate the operation [4]. For a low value of input A, ISS gets steered from
MF such that there exists no voltage drop across load transistor MP1; therefore, a high
value is obtained at the output (VOH = VDD). Alternatively, for high value of input
A, ISS is steered through M1 and a low output voltage is obtained at the output (VOL
= VDD− VSWING), where VSWING corresponds to the voltage drop across load MP1
and is referred to as the voltage swing. Thus, PFSCL style is a reduced voltage swing
logic and has static power consumption due to the flow of constant current from power
supply throughout the operation.

The generic PFSCL gate realizes a function in a NOR/OR representation, so the
functions requiring sum of minterms or AND–OR representations infer cascading of
multiple generic PFSCLgates. This can be attributed to the basic nature of PFSCL style
of involving a single level of source-coupled transistors in the PDN.ANOR/OR-based
two-input exclusive-OR (XOR2) gate realization is shown in Fig. 1c for illustration.
It may be noted that three PFSCL NOR/OR gates are required for implementation
such that the total power consumption would be thrice of a single gate realization (=
3 times VDDISS).
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An alternate method for realizing sum of minterms is suggested in [13, 14] which
employs a PFSCL fundamental cell (FC) comprising two triple-tail cells (TTCs). This
method facilitates realization of minterms in a single gate. Figure 2a shows the circuit
diagram of a generic PFSCL FC. It has two TTCs (TTC1:M1,M2,MF1) and (TTC2:
M3, M4, MF2) which are biased by two separate current sources of ISS/2 in order to
maintain the total current drawn by the single gate as ISS [14]. At any given instance,
one-third of the TTC is deactivated by turning its respective control transistor in the
middle branch ON, while the output voltage level is decided by the activated TTC.
The symbolic representation of a FC is shown in Fig. 2b for simplification. In general,
the output of a FC is obtained by combining any one of the two output nodes of TTC
cell. For instance, the outputQ1 andQ4 of TTC1 and TTC2 can be combined to realize
an XOR function by connecting A at both the inputs X1 and X2 and X3 as B as shown
in Fig. 2c [14].

V (FC − XOR2) = A.B + A.B (1)

Thus, a single PFSCL gate realizes XOR2 gate functionality in contrast to three
PFSCL NOR/OR gates of existing NOR/OR-based architecture (Fig. 1c), leading to
significant savings in power consumption. The gates combining NOR/OR gates and
FC are also used in system design [12, 37]. It is to be noted that a design having N
number of PFSCL gates would employ N current sources leading to N times increase

           (b)         

FC

(a)

A

A

B

B

                    (c)

FCC
V(FC-XOOR2)

Fig. 2 a MOS schematic of generic PFSCL FC [13] b Symbolic representation c FC-based XOR2 gate
implementation



Circuits, Systems, and Signal Processing

in power consumption in comparison to a single gate. Additionally, TTC in FC has
a wider control transistor in the middle branch for proper activation/deactivation and
is restricted to two sum-of-minterms forms in a single fundamental cell. Thus, these
issues must be dealt in and an efficient method that addresses the above issues may be
useful.

2.2 Basic Concept of Memristor

Memristor is a two-terminal passive element which stores the data in terms of resis-
tance. It was postulated by Leon Chua in 1971 as a fourth circuit element, besides the
other three elements, namely, resistor, inductor and capacitor [9]. It remained a hypo-
thetical component for a substantial amount of time tillWilliamand his co-worker from
HP laboratories introduced a memristor physically in 2008 [1]. As shown in Fig. 3a,
a memristor has a titanium dioxide (TiO2) layer sandwiched between platinum (Pt)
electrodes. The doped part of the TiO2 layer is oxygen-deficient, i.e., TiO2 − x, and acts
as a conductor, whereas the undoped region is solely an insulator (TiO2). Figure 3b
shows a symbolic representation of a memristor, with the shaded portion representing
the undoped region and the other end representing the doped region.

When a positive voltage is applied across the doped side of the memristor, the oxy-
gen deficiencies of the doped TiO2−x layer will repel toward the undoped TiO2 layer.
It increases the width of TiO2−x layer resulting in lowering of memristor resistance.
In this condition, the memristor is defined to be in low resistance state (LRS) with
resistance as RON. Conversely, if a negative voltage is applied across the memristor, it
attracts oxygen deficiencies, resulting in an increase in the width of the undoped TiO2
layer. The high resistance condition is the name given to this memristor state (HRS)
with resistance referred to as ROFF. The oxygen deficits will remain unchanged if no
voltage is placed across the memristor; this is how the memristor retains its former
condition. If voltage vm(t) is applied across the memristor, then vm(t) can be expressed
as:

vm(t) = M(t)im(t) (2)

Fig. 3 Representation of memristor a Physical b Symbolic
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where im(t) is the current passing through the memristor andM(t) stands for memris-
tance, or memristor resistance, written as:

M(t) = RON
w(t)

D
+ ROFF

(
1 − w(t)

D

)
(3)

where D is the thickness of the semiconductor film sandwiched between two Pt elec-
trodes and µv is the oxygen ions mobility. The width of the doped region TiO2 − x is
represented by the state variable w(t). The resistance of the memristor is denoted by
RON when the doped region extends to the full length (i.e., W /D = 1). Similarly, if
the undoped zone extends the entire length of the device (i.e., W /D = 0), the overall
resistance is represented by ROFF.

3 ProposedMemristor-Based PFSCL Architectures

In this section, an amalgamation of memristor in PFSCL style is presented, and two
architectures are proposed. The first architecture embeds a memristor network with a
PFSCL inverter, while the latter uses PFSCL NOR/OR gate.

3.1 Proposed Architecture 1: Memristor logic with PFSCL Inverter/Buffer
(Mem-PA1)

The proposed architecture 1 (Mem-PA1) implements the logic function using
memristor-based network whose output is fed as an input to the PFSCL inverter/buffer.
The same is illustrated through a block diagram in Fig. 4. The Mem-PA1-based logic

Input Memristor 
Based Network

Fig. 4 Block diagram of proposed Mem-PA1 architecture
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(a)                                                                     (b) 

                                               (c) 

A

B B

A

Fig. 5 Block diagram of a Mem-PA1 NAND2 b Mem-PA1 OR2 c Mem-PA1 2:1 MUX

function realization of basic gates, namely two-input NAND (Mem-PA1 NAND2)
gate, two-input OR (Mem-PA1 OR2) gate and 2:1 multiplexer MUX (Mem-PA1 2:1
MUX), is shown in Fig. 5a-c. For a NAND2 gate (Fig. 5a), the inputs A and B are con-
nected to the memristors T1 and T2, respectively. The intermediate output X1 drives
the transistor M1 of PFSCL inverter/buffer. For the case when both the inputs A and
B are at low voltage level, then no current flows through memristors T1 and T2 such
that node X1 attains low voltage level. The low potential of node X1 makes the bias
current ISS to get steered in transistorMF. Thus, there does not exist any potential drop
acrossMP1 and a high output voltage level is obtained at the output,VMem-PA1_NAND2.
Alternatively, when input A is at low and input B is at high voltage levels, there exists
a current flow from T2 to T1, causing an increase in the potential of X1. This high
voltage level at node X1 causes steering of the bias current Iss throughM1 such that a
low output level is obtained at the output. Analogously, the operation for the remaining
two input cases of the proposed Mem-PA1 NAND2 can be worked upon.

Considering the voltage levels of PFSCL style, the voltage level of MBN at node
X1 for different input combinations is analyzed here. Further, the resistances of the
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memristor in high resistance state (HRS) and low resistance state (LRS) are assumed
to be ROFF and RON, respectively. The voltages at different nodes may now be found
by simply applying the voltage divider rule. A NAND2 gate has two inputs; therefore,
a total of 4 combinations are possible and are given attention below.

Case-1: Inputs A and B are both at low voltage level.
The memristors T1 and T2 are driven by low input voltage so there is no current

flow and node X1 is maintained at VOL. Thus, for a low voltage level (VOL) at the
input of the PFSCL inverter, the bias current ISS gets steered through MF and a high
voltage level (VOH = VDD) is obtained at the output node VMEM-PA1_NAND2.

Case-2: Inputs A and B are low and high voltage levels, respectively.
The memristors T1 and T2 driven by A and B are in HRS and LRS states, respec-

tively. This condition enables a current flow from T2 to T1. Thus, the voltage at node
X1 can be expressed as:

V (X1) = (VDD − VSWING)ROFF + VDDRON

RON + ROFF
(4)

As ROFF � RON, Eq. (4) can be reduced to

V (X1) = VDD − VSWING = VOL (5)

As low voltage level is obtained at node X1, the bias current ISS will steer
through MF . Thus, high a voltage level (VOH = VDD) is obtained at the output node
VMEM-PA1_NAND2.

Case-3: Inputs A and B are high and low voltage levels, respectively.
The memristors T1 and T2 have LRS and HRS states, respectively. This condition

enables a current flow from T1 to T2. Thus, the voltage at node X1 can be expressed
as:

V (X1) = VDDRON + (VDD − VSWING)ROFF

RON + ROFF
(6)

With ROFF � RON, Eq. (6) can be reduced as:

V (X1) = VDD(RON + ROFF)

RON + ROFF
− VSWING

ROFF

ROFF + RON
(7)

V (X1) = VDD − VSWING = VOL (8)

Since V (X1) is low, a high voltage level (VOH = VDD) is obtained at the output
node VMEM-PA1_NAND2.

Case 4: Inputs A and B are both at high voltage levels.
The memristors T1 and T2 are driven by high inputs, so there is no current flow and

node Y1 will be at VOH. Thus, the bias current ISS will steer through M1 and a low
voltage level (VOL =VDD −VSWING) is obtained at the output nodeVMem-PA1_NAND2.
It can be observed that the required functionality is achieved.



Circuits, Systems, and Signal Processing

Table 1 Summary of node
voltages for Mem-PA1 OR2
PFSCL gate

Inputs Intermediate output VMem-PA1_OR2

A B X1

VOL VOL VOL VOL

VOL VOH VOH VOH

VOH VOL VOH VOH

VOH VOH VOH VOH

where VOH = VDD and VOL = VDD − VSWING

Table 2 Summary of node voltages for Mem-PA1 2:1 PFSCL MUX

Inputs Intermediate outputs VMem-PA1_MUX2:1

S0 I0 I1 Y1 Y2 X1

VOL VOL VOL VOL VOL VOL VOL

VOL VOL VOH VOL VOH VOH VOH

VOL VOH VOL VOL VOL VOL VOL

VOL VOH VOH VOL VOH VOH VOH

VOH VOL VOL VOL VOL VOL VOL

VOH VOL VOH VOL VOL VOL VOL

VOH VOH VOL VOH VOL VOH VOH

VOH VOH VOH VOH VOL VOH VOH

where VOH = VDD and VOL = VDD − VSWING

Similarly, Mem-PA1 OR2 realizes the functionality of a OR gate (Fig. 5b). The
concept is extended to the design of 2:1 MUX shown in Fig. 5c. The minterms S0I0
and S0 I1 are realized by memristors (T1, T2) and (T3, T4), respectively. The corre-
sponding outputs Y1, Y2 are further fed as inputs to the memristor (T5, T6) arranged
for OR realization. The intermediate output X1 drives the PFSCL buffer to obtain the
multiplexer functionality. Tables 1 and 2 summarize the node voltages for different
input combinations in Mem-PA1 and Mem-PA2 2:1 MUX.

3.2 Proposed Architecture 2: Memristor Logic with PFSCL NOR/OR Gate

The proposed architecture 2 (Mem-PA2) is based on incorporating the advantages
of PFSCL NOR/OR gate with memristor network. In this architecture, the minterms
defined in a logic function are realized using amemristor network, and the correspond-
ing intermediate outputs are then fed to the input transistors of a PFSCL NOR/OR
gate as depicted in Fig. 6a. An implementation of 2:1 MUX in Mem-PA2 is drawn in
Fig. 6b for illustration. The two minterms S0I0 and S0 I1 are realized by memristors
(T1, T2) and (T3, T4), respectively. The corresponding outputs Y1 and Y2 are further
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                                       (a) 

                                      (b) 

M

M

MBN
(Memristor Based     

Network)

Inputs

Inputs 

Minterm-1 

Minterm-N 

Fig. 6 a Block diagram of Mem-PA2 b Mem-PA2 2:1 MUX

fed to the input transistors (M1, M2) of the PFSCL OR2 gate. A summary of the same
is presented in Table 3.

3.3 Design Examples

In this subsection, a three-input exclusive-OR (XOR3) gate and a 4-bit ripple carry
adder (RCA) are chosen to illustrate the benefits of employing proposed architectures
in circuit design.

3.3.1 Three-Input Exclusive-OR (XOR3) Gate

The NOR-based implementation of a XOR3 gate may be expressed as:

F = (A + B + C) + (A + B + C) + (
A + B + C

) + (
A + B + C

)
(9)
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Table 3 Summary of node voltages for Mem-PA2 2:1 PFSCL MUX

Inputs Intermediate outputs VMem-PA2_2:1MUX

S0 I0 I1 Y1 Y2

VOL VOL VOL VOL VOL VOL

VOL VOL VOH VOL VOH VOH

VOL VOH VOL VOL VOL VOL

VOL VOH VOH VOL VOH VOH

VOH VOL VOL VOL VOL VOL

VOH VOL VOH VOL VOL VOL

VOH VOH VOL VOH VOL VOH

VOH VOH VOH VOH VOL VOH

where VOH = VDD and VOL = VDD − VSWING

F = Y1 + Y2 + Y3 + Y4 (10)

The block diagram of NOR/OR XOR3 gate-based design is shown in Fig. 7a.
It requires a four input PFSCL NOR/OR gate driven by the outputs of the three-
input PFSCL NOR/OR gates. The MOS-based realization for XOR3 gate is shown in
Fig. 7b. The minterms are realized by NOR/OR PFSCL gates (NOR-1, NOR-2, NOR-
3 and NOR-4), and the corresponding outputs (Y1–Y4) are further fed to the NOR/OR
PFSCL gate (NOR-5) to realize XOR3 gate functionality. The MOS-based realization
requires 31 transistors and 5 current sources. The involvement of multiple current
sources leads to a design with high power dissipation which makes this approach
unattractive.

The FC-based XOR3 gate may be realized by cascading two FC-based XOR2
gates. The block diagrammatic representation is depicted in Fig. 8a which uses two
FCs of Fig. 2c. The complete schematic shown in Fig. 8b uses 20 transistors and 4
current sources. This number is significantly lesser than 31 transistors and 5 current
sources that are used in NOR/OR-based counterpart. However, the requirement of
wider control transistors in the middle branch (M2,M4,M6 andM8) in FC for proper
activation/deactivation possesses a limitation in terms of larger footprints. It is relevant
to mention here that FC-based XOR3 gate uses 4 current sources of ISS/2 value each in
comparison to 5 current sources (of ISS value each) in its NOR/OR-based counterpart.
Thus, there will be a significant saving on power consumption due to the reduced
number of current sources which carry half bias current.

Alternatively, themintermsdefined in a logic function are realizedusing amemristor
network and the corresponding intermediate outputs are then fed to the input transistors
in proposed Mem-PA1/ Mem-PA2 gate. In minterms, the XOR3 gate function may be
expressed as:

VN−XOR3 = A.B.C + A.B.C + ABC + A.B.C (11)
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Fig. 7 Existing NOR/OR-based XOR3 gate implementation a Block diagram b Circuit diagram

The proposed Mem-PA1-based XOR3 gate implementation is drawn in Fig. 9. The
minterms A.B.C, A.B.C, A.B.C and A.B.C are realized by the memristors (T1–T3),
(T4 –T6), (T7–T9), (T10–T12), respectively, and the corresponding outputs (m1–m4)
are further fed to the memristors (T13–T16) to realize OR functionality. The output
of the memristor network drives the PFSCL inverter. The proposed Mem-PA2-based
XOR3 gate implementation is depicted in Fig. 10. Similar to Mem-PA1-based XOR3
gate implementation, the minterms A.B.C, A.B.C, A.B.C and A.B.C are realized by
the memristors (T1–T3), (T4–T6), (T7–T9) and (T10–T12), respectively. The corre-
sponding intermediate outputs are then fed to the input transistorsM1–M4 in a PFSCL
NOR/OR gate. A closer look of Figs. 9 and 10 reveals that the proposed architecture-
based realizations of XOR3 gate require a single PFSCL gate in contrast to multiple
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Fig. 8 Existing FC-based XOR3 gate implementation a Block diagram b Circuit diagram

gates in the existing schemes. Therefore, gate count in the proposed scheme is mini-
mum among PFSCL variants, leading to better performance of the circuits.

3.3.2 Bit RCA Design

A 4-bit RCA is chosen as a representation for larger functions with multiple levels,
as shown in Fig. 11. It consists of four full adders with two inputs as (A0A1A2A3),
(B0B1B2B3) and input carry (C0). The final sum bits are taken from individual full
adders (S0S1S2S3), and the carry output (C4) from the last adder. The full adder is
designed in existing NOR (Fig. 12a), FC (Fig. 12b)-, proposed Mem-PA1 (Fig. 12c)-
and the proposed Mem-PA2 (Fig. 12d)-based architectures. It can be observed that
NOR-based full adder design involves six levels with nine PFSCL NOR gates, while
FC full adder design has three levels with seven PFSCL FCs. Alternatively, the full
adder design with proposed Mem-PA1 has two levels with three PFSCL inverters,
whereas the proposed Mem-PA2 uses four PFSCL NOR gates arranged in two levels.
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Fig. 10 Proposed Mem-PA2 XOR3 gate
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FA1FA2FA3FA4

Fig. 11 Bit RCA design

4 Simulation Section

In this section, the functionality of the gates, namely two-input AND (AND2) gate,
OR (OR2), two-input exclusive-ORgate (XOR2), 2:1MUXand three-input exclusive-
OR gate (XOR3), based on proposed Mem-PA1 and Mem-PA2 is verified, and their
performance under process variations is compared with existing counterparts. The
simulation results for 4-bit RCA are also presented and compared. All the simulations
are carried out in LT spice by using PTM 180 nm CMOS technology parameters and
with a power supply, bias current load capacitance, fan-out (FO) and voltage swing
of 1.1 V, 100µA, 50fF, 4 and 400 mV, respectively. Two memristor models suggested
in [7] and [38] are used, and the layouts are drawn in microwind to put forward the
comparison in pre- and post-layout simulation results.

4.1 Functional Verification

All the gates based on existing and proposed architectures are simulated, and the timing
waveforms are observed in Fig. 13. In the timing waveforms of a XOR2 gate, it can be
observed that when both the inputs are at same logic level (either high or low), then all
the gates produce a low (VOL = VDD − VSWING = 0.7 V) output voltage. However,
when the inputs have different voltage levels as (high, low), then a high voltage (VOH
= VDD = 1.1 V) is obtained at the output node. Similarly, the correct functionality is
exhibited by each gate in all the architectures.

To highlight the impact of proposed architectures on delay, the time taken for the
output to switch from high logic level to low logic level in a XOR3 (Fig. 13c) is
marked. By observing time intervals (A, B, C, D), it can be inferred that time intervals
(C-D) of Mem-PA1 and Mem-PA2 XOR3 gate are shorter in comparison to the gate
based on existing architectures. Similar curves are obtained for the rest of the gates.
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4.2 Performance Comparison

Various performance parameters such as power consumption, propagation delay (CL
= 50 fF and FO= 4), power delay product (PDP), gate count, area and noisemargin are
summarized in Table 4. The layouts of the proposed Mem-PA1- and Mem-PA2-based
XOR2 gates are shown in Fig. 14. The following observations are made:

1. The conventional NOR/OR architecture is best suited to realize OR2 and AND2
gates as they outperform in comparison to the existingFCarchitecture aswell as the
proposed Mem-PA1 architecture. These gates cannot be realized using Mem-PA2
since there exists only one minterm.

2. For the functions expressed as sum of minterms, the results indicate that conven-
tional NOR/OR architecture shows the largest propagation delay, power and PDP
values which is a consequence of high gate count and multiple stages.

3. The proposed architectures-based gates show 12% to 33% improvement in prop-
agation delay for a load capacitance, CL, of 50fF with respect to their existing
counterparts, thus giving an edge for the implementation of large fan-in gates. A
similar trend is observed by simulating with a fan-out of 4.

4. Out of the two proposed architectures, it can be observed that Mem-PA2 gate
shows 5.16% improvement in propagation delay over Mem-PA1 gate for same
value of power consumption.

5. The proposed architecture-based gates show a maximum improvement of 80%
and 86% in power and PDP values, respectively, over existing counterparts. This
improvement is attributed to better power delay parameters in proposed architec-
tures.

6. In terms of area, the proposed architecture-based gates have reduced area due to
the fabrication by integrating memristors on top of a CMOS substrate using post-
processing, e.g., nanoimprint lithography (NIL), a process that does not disturb
the CMOS circuitry underneath [32, 40]. A maximum area reduction of 97% is
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Fig. 13 Simulation waveforms a XOR2 b 2:1 MUX c XOR3
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Table 4 Performance comparison

Function Parameter Architecture

NOR-based
design

FC-based
design

Mem-PA1-based
design

Mem-PA2-based
design

OR2 Power (µW) 110 110 110 –

Propagation
delay (ps)
(CL = 50fF)

494 595 496

Propagation
delay (ps)
(FO = 4)

328 795 300

PDP (fJ) 54.34 65.45 54.56

Gate count 1 1 1

Area (µm2) 66.03 915 47.43

Noise margin
(mV)

163 119 128

AND2 Power (µW) 110 110 110 –

Propagation
delay (ps)
(CL = 50fF)

510 595 496

Propagation
delay (ps)
(FO = 4)

636 795 300

PDP (fJ) 56.1 65.45 54.56

Gate count 1 1 1

Area (µm2) 66.03 915 47.43

Noise margin
(mV)

163 119 128

2:1 MUX Power (µW) 330 110 110 110

Propagation
delay (ps)
(CL = 50fF)

730 595 506 496

Propagation
delay (ps)
(FO = 4)

801 795 314 363

PDP (fJ) 240.9 65.45 55.66 54.56

Gate count 3 1 1 1

Area (µm2) 228 915 47.43 66.03

Noise margin
(mV)

163 119 128 164

XOR2 Power (µW) 330 110 110 110
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Table 4 (continued)

Function Parameter Architecture

NOR-based
design

FC-based
design

Mem-PA1-based
design

Mem-PA2-based
design

Propagation
delay (ps)
(CL = 50fF)

730 595 506 496

Propagation
delay (ps)
(FO = 4)

801 795 314 363

PDP (fJ) 240.9 65.45 55.66 54.56

Gate count 3 1 1 1

Area (µm2) 228 915 47.43 66.03

Noise margin
(mV)

163 119 128 164

XOR3 Power (µW) 550 220 110 110

Propagation
delay (ps)
(CL = 50fF)

800 787 523 496

Propagation
delay (ps)
(FO = 4)

1979 1051 362 449

PDP (fJ) 440 173.14 57.53 54.56

Gate count 5 2 1 1

Area (µm2) 498 1830 47.43 125

Noise Margin
(mV)

182 119 128 188

Fig.14 Layout of the proposedXOR2gate based on aMem-PA1architecturebMem-PA2XOR2architecture
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observedwithMem-PA1 architectures in comparison to FC-based design ofXOR3
gate.

7. The FC-based design has the lowest noise margin as they are not able to steer the
bias current completely in the outer transistors of the activated TTC.

8. The proposed Mem-PA1 gates have lower noise margin in comparison to existing
NOR-based realizations and Mem-PA2 gates, since both of them connect transis-
tors in parallel in their PDN and are able to make high-to-low transitions at much
lower input voltages in comparison to Mem-PA1 that connects only one transistor
in the PDN.

All designs of XOR2 gate based on existing and proposed architectures are laid out,
and post-layout simulations are carried out. The observed propagation delay and PDP
values are summarized in Table 5. It is found that the post-layout simulation results for
all XOR2 gates show an increase in propagation delay and PDP values. The proposed
Mem-PA2 XOR2 gate, however, shows minimum propagation delay and PDP among
all designs. Further, a 1000-point Monte Carlo (MC) simulation on Roff, Ron, D and
threshold voltage of MOS transistors is performed for the proposed XOR gates. It is
observed that the propagation delays of Mem-PA1 XOR2 and Mem-PA2 XOR2 gates
have a mean and standard deviation of (513 ps, 28 ps) and (497 ps, 28 ps), respectively.
Similarly, the voltage swing ofMem-PA1XOR2 andMem-PA2XOR2 has amean and
standard deviation of (394 mV, 13 mV) and (393 mV, 14 mV), respectively. Its effect
on VSWING and propagation delay is illustrated for Mem-PA2 XOR2 gates through
timing waveform and histogram as shown in Fig. 15. It may be noted that both the
gates show similar variations.

The simulation results of 4-bit RCA are listed in Table 6. The corresponding sim-
ulation results for the 4-bit RCA show a maximum reduction of 70% and 66% in
propagation delay and power consumption values of the proposed architecture-based
4-bit RCA with respect to their existing counterparts, respectively. Also, out of the
two proposed architectures, RCA based on Mem-PA2 gate shows 11% improvement
in propagation delay over its Mem-PA1-based counterpart.

The impact of technology scaling on propagation delay and PDP values is studied
onXOR2 gate at 180 nm, 130 nm and 90 nmCMOS technology nodes. The simulation
results are summarized in Table 7. It may be observed that propagation delay and PDP
values improve for all architectures with technology scaling. A maximum of 21%
improvement in the delay as well as PDP is measured in Mem-PA2-based XOR2 gate.

Further, the performance is also examined at different design corners, and the
findings for proposed architectures and existing counterparts-based XOR2 gate are
summarized in Fig. 16 and Table 8. It is found that the propagation delay, power
and PDP of the proposed Mem-PA1 XOR2 gate vary by a factor of 0.33, 0.81 and
0.33, respectively, between the best and the worst cases, whereas the corresponding
variation for the proposed Mem-PA2 XOR2 gate is 0.31, 0.81 and 0.33, respectively.
Thus, it is clear that the proposed Mem-PA1 shows approximately similar variations
as the Mem-PA2 for different design corners. Overall, Mem-PA2 can be chosen as an
optimum design option due to better PDP and propagation delay.
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Fig. 15 1000-point MC simulation results a timing waveform; histogram for variation in b propagation
delay c VSWING

Table 6 Simulation results for 4-bit RCA

Parameter Architecture

NOR-based
design

FC-based
design

Mem-PA1-based
design

Mem-PA2-based
design

Propagation delay
(ns)

4.189 3.141 1.410 1.253

Power (µW) 3960 3080 1320 1760

Table 7 Performance comparison for XOR2 at different technology nodes

Architecture Propagation Delay(ps) PDP (fJ)

Technology node (nm) Technology node (nm)

180 130 90 180 130 90

NOR 730 580 450 240.9 191.4 148

FC 595 570 420 65.4 60.5 46.2

Mem-PA1 506 450 400 55.6 49.5 44

Mem-PA2 496 444 396 54.5 48.8 43.5

5 Conclusion

This paper introduces memristors in PFSCL circuit design. Two architectures employ-
ing memristor network with a PFSCL inverter and a PFSCL NOR/OR gate are
proposed. This paper addresses the limitation of existing PFSCL architectures in the
realization of complex logic gates. Here memristor is introduced in PFSCL style and
two architectures are suggested wherein MBN is embedded in PFSCL inverter and
PFSCL NOR/OR gate. Different functions based on the proposed architectures are
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Fig. 16 Performance at different design corners for XOR2 gate a Propagation delay variation b Power
variation c PDP variation

Table 8 Process corner analysis for XOR2 gate realized in different architectures

Parameters Architecture T
T

F
F

S
S

F
S

S
F

Power (µW) NOR 330 363 297 330 330

FC 110 121 99 110 110

Mem-PA1 110 121 99 110 110

Mem-PA2 110 121 99 110 110

Propagation delay (ps) NOR 450 425 590 921 536

FC 420 445 658 657 234

Mem-PA1 400 350 475 948 314

Mem-PA2 396 367 495 1151 384

PDP (fJ) NOR 148.5 154.275 175.23 303.93 176.88

FC 46.2 53.845 65.142 72.27 25.74

Mem-PA1 44 42.35 47.025 104.28 34.54

Mem-PA2 43.5 44.407 49.005 126.61 42.24
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realized, and their performance is compared with the existing counterparts through
simulations. A maximum improvement of 33%, 80% and 86% in propagation delay,
power consumption and power delay product, respectively, is observed for Mem-PA1
exclusive-OR(XOR3) gate with respect to the existing architectures-based gates. Fur-
ther, it is observed that the Mem-PA2-based XOR3 gate shows a 5.16% improvement
in delay values over Mem-PA1 gate. The effect of parameter variations is also studied
for functions designed using the proposed and existing architectures, and it is clear that
the proposed Mem-PA1 shows approximately similar variations as the Mem-PA2 for
different design corners. Thus, the use of Mem-PA2 offers an efficient design option
for PFSCL designers.
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In recent years, biosensing for the different types of substances affecting our day-to-day life has been
evolving to a great extent. The sensing of the glucose level in food as well as the detection of blood sugar
levels, are two essential steps for a healthy life. The glucose molecules, on oxidation in the presence of
Ferricyanide, generate a current when connected to electrodes. In this paper, the method of current gen-
eration due to the oxidation of glucose molecules has been used and a sensor based on the principle of
electrochemical sensing has been designed using COMSOL Multiphysics. Furthermore, the variation of
current in the range 0� 3 lA with the concentration of the adsorbed glucose molecules in the range
0� 100 mgdl�1 on the sensing surface as well as time has been analyzed to achieve a sensitivity of
37:88 lAmg�1dl for the sensor. The calculated value of sensitivity for the designed sensor is
37:88 lAmg�1dl. The high sensitivity of the sensor is the key factor for its wide range of applications
in the field of biosensing.
Copyright � 2023 Elsevier Ltd. All rights reserved.
Selection and peer-review under responsibility of the scientific committee of the Fourth International
Conference on Recent Advances in Materials and Manufacturing 2022.
1. Introduction

Recently, significant advances are being made in the field of
biosensors. The electrochemical redox reactions form the basic
principle of the process for the detection of the substances or
chemicals present in the human body, food, and all the things that
impact a person’s daily life. Biosensing technology has been devel-
oped to a great extent for the detection of protein, DNA, and
numerous hurtful acids that affect the human body [1]. Glucose
is a vital source of energy and is the end product of the digestion
of carbohydrates. However, an excess amount of glucose in blood
can cause severe health problems [2,3]. Blood glucose testing is a
very serious issue and important for diabetics as well as non-
diabetics to keep a check on their health and take steps for main-
taining it. A precise detection of blood glucose levels is very impor-
tant for the diabetes patients to regulate the dose of their
medicines or injections. For non-diabetics, the detection of their
blood sugar level is an important step to stay fit, maintain the bal-
anced diets and also to prevent diabetes. The concentration of glu-
cose in blood is in the range of 2� 30 mmol=L. In fact in a human
being’s breath, about 21� 0:5 ppm of glucose is observed [4]. This
makes glucose detection crucial to regulate the blood sugar level
and to maintain an appropriate food intake.

Currently, in order to detect glucose level in blood, the most
common detectors are the blood glucose test strips. These strips
react with blood and oxidize the glucose present in the blood to
produce gluconic acid [5]. The oxidation of glucose molecules leads
to the production of ions that add to the current level of the sam-
ple. However, these glucose test strips do not give precise results
and cannot be used for multiple times. Other than the test strips,
there are semiconductor-based biosensors that can be used to
detect glucose. However, semiconductor based sensors need the
fabrication of a bio-electrode and the materials used for the syn-
thesis lack stability. This makes the semiconductor based sensor
less accurate and more complicated for day-to-day use and for
essential applications [6–8]. To achieve accurate results, a flexible
structured device is needed. Additionally, there is a need for a
device that can detect the presence of glucose on microscale level
such that even a tiny amount of glucose can be detected [9]. Elec-
trochemical sensors turn out to be a potential candidate to meet
these requirements. An electrochemical sensor works on the prin-
ciple of oxidation or reduction of a target product. Following the
oxidation or reduction reactions, the target product is detected
ng 2022.
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and its concentration is measured. The results from current litera-
ture have shown electrochemical sensors with a higher electro cat-
alytic activity, high sensitivity and excellent selectivity [1]. The
maximum sensitivity of 59:16 mV=pH has been observed by the
electrochemical sensor fabricated by Li et al. [10]. The study has
been performed on pH dependent threshold voltages. In the cur-
rent research done in the field of biosensors, it has been shown
how these electrochemical sensors play a revolutionary role in glu-
cose level monitoring [11,12].

In this paper, an electrochemical sensor array of micropillars for
the adsorption of antigens in aqueous solutions has been designed
using COMSOL Multiphysics. The presence of capillaries is neces-
sary for letting the fluids or the foods in and an outlet that is fur-
ther connected to the electrodes. The electrodes pick up the
generated current due to the oxidation of glucose and the increase
in current is detected which further gives precise information
about the presence of the glucose in the tested materials. The sur-
face for the deposition of the glucose analyte is coated with CuO
which acts as the catalyst and a layer of ferricyanide acts as the
glucose oxidase responsible for the redox reaction. On oxidation
of glucose, the current is generated which is further supplied to
the electrodes of the sensor. The current follows a linear relation-
ship with the concentration of glucose. The graphs for the current
and the concentration of the glucose have been plotted to show the
detection of the glucose present in the analyte taken. Also, the vari-
ation in the surface coverage of the glucose molecules with time
has been shown to denote the adsorption of the molecules on
the catalytic surface. The maximum concentration of glucose level

detected by the sensor is with the order of 102 mgdl�1. The calcu-
lated value of sensitivity for the designed sensor is
37:88 lAmg�1dl.

2. Methodology

2.1. Theoretical simulation

The 3-Dimensional model has been built for the electrochemical
sensor with the electrochemical module under the laminar flow
with time-dependent study in COMSOL Multiphysics. The geome-
try, parameters, geometrical non-linearity and materials for the
pillar surfaces have been added. Under the physics module of the
laminar flow, the transport of diluted species and surface reactions
have been taken as the physics interface.

The geometry is set up for the sensors by taking the z- axis dis-
tance between the pillars as 0:002 m, the x-axis distance between
the pillars as 0:0016 m and the dimensions of the cell as
0:012 m� 0:001 m� 0:0069 m. The maximum radius allowed
for the pillar is 5.9031E�4 m. The following figure shows the
geometry of the designed sensor (Fig. 1).

The designed sensor structure is further meshed up to note the
finer details of the surface for the absorption of the molecules and
the catalytic as well as the reactant layers on the surface. The mesh
structure for the biosensor is shown in Fig. 2,

3. Mathematical operations

The oxidation of the glucose in the presence of ferricyanide is
represented by the following reaction [11]:

Glucoseþ Ferricyanide ! Gluconic acidþ Ferrocyanide ð1Þ
The above reaction is a complex reaction with the complex Fer-

rocyanide ð½FeðCNÞ6�4�Þ being formed. In the above reaction, the
oxidation of glucose is observed and the resulting product is glu-
conic acid C6H12O7ð Þ. Also, the reduction of Ferricyanide to Ferro-
cyanide is observed in the reaction.
2

The rate of this reaction can be calculated from the Michaelis-
Menten equation which has been shown in Eq. (2) [12],

r ¼ Cglucose � Vmax

1þ ðKm � CglucoseÞ ð2Þ

where Cglucose is the concentration of glucose, Vmax is the maximum
rate of the reaction and Km is the Michaelis-Menten constant.

Inside the software, for the electroanalysis of the sensor, the
battery and fuel cells module has been taken under the module
of electrochemistry. The following boundary conditions have been
applied for the analysis of the results [13],

@Cglucose

@t
þr � �DAmrCglucose

� �
þ u � rCglucose

¼ 0 ð3Þ

where @Cglucose

@t is the rate of change of glucose concentration, DAm is
the diffusion coefficient and u is the velocity vector of the glucose
molecules.

The flux of the electric field is related to the absorption and des-
orption rates of the glucose molecules by the following equation
[14],

£ ¼ �rabs þ rdes ð4Þ
where rabs is the rate of absorption and rdes is the rate of desorption.

The current density for the electroanalytic sensor is calculated
from the Butler–Volmer equation for oxidation,

J ¼ je exp 1� að Þ Fg
RT

exp
�aF
RT

� �� �
ð5Þ

where je is the equilibrium current density, F is the Faraday con-
stant, a is the transfer coefficient, g is the over potential supplied
at the working electrode, R is the gas constant and T is the temper-
ature of the cell which is kept constant.

The current is further calculated from the current density as
given in Eq. (6) and the curve is plotted between the current and
concentration of glucose [15].

I ¼ J � A ð6Þ
where A is the area of the micro pillars cell.

The sensitivity of the designed sensor can further be calculated
from Eq. (7),

S ¼ @I
@CGlucose

ð7Þ

where @I is the change in the current and @CGlucose is the change in
concentration of glucose molecules.

4. Results and discussion

The input for the sensor are shown in Table 1 which include the
parameters for the time dependent study and the surface analysis
of the glucose molecules.

The parameters are designed and the sensor studymodel is sim-
ulated for the velocity, pressure, concentration with the slices, con-
centration for the surface and the concentration adsorbed species.
Figs. 3–5 show the electric field vector along with the 3-D variation
time scale for the model and represent the streamline of the glu-
cose molecules along the surface of the biosensor.

It is observed that the rate of the adsorption of the molecules of
glucose increases as we move away from the centre of the cell
toward the walls. The streamline velocity and the pressure of the
molecules is increasing and the concentration is also further
increasing with time and with the increase of the displacement
of the position of the pillars of the array that provide the surface
for the adsorption of the glucose molecules. Also, the molecules
once adsorbed remain at the surface of the pillars along the walls



Fig. 1. The geometrical array of the micropillars coated with a layer of CuO and Ferricyanide for the absorption of the glucose molecules.

Fig. 2. The mesh structure of the array of the micropillars mounted inside a cell in the sensor.

P. Duhan, D. Kumar, M. Sharma et al. Materials Today: Proceedings xxx (xxxx) xxx
for a longer time as compared to the rest of the pillars which makes
the rate of desorption lower for them. The stream field consists of
velocity distribution which creates a field such that the pillars that
are present near the walls experience a positive change in their
absorption such that the absorption level increases to a great
extent. Also, the maximum adsorption level is affected by the rate
of desorption of the pillars near the wall because they took longer
for desorption.

The surface fraction of the absorbed glucose molecules firstly
increases with time to the point of surface saturation after which
the pillars start the process of desorption of the molecules which
decreases the surface fraction of the glucose molecules up to a level
at which the surface fraction of the molecules become constant
and very low in value. The increase in the fraction of absorbed glu-
cose molecules react to the maximum limit near the time
38� 40 s. This is the saturation point of the absorption because
the maximum area of the surface is covered with the glucose mole-
cules. After this point, the desorption of the glucose molecules
starts and the surface fraction decreases with time. The distribu-
tion of surface fraction of the molecules varying with time in sec-
onds in shown in Fig. 6.

The current through the sensor that is generated due to the oxi-
dation of the glucose molecules, is proportional to the concentra-
tion of the glucose molecules. With the increase in the
concentration of the glucose molecules, an increase in the current
is seen as shown in Fig. 7.

When the time period increases from 0 to 10 s, 20 s and so on,
there is a linear increase in the absorption of the glucose molecules
on the surface of the pillars. With the increase in the absorption,
the current also increases which gives a linear increment in the
current generated by the sensor with time (Fig. 8).
3

Apart from the concentration of the glucose molecules, the cur-
rent produced as a result of the oxidation of glucose also depends
on the thickness of the layer of enzyme on the top of the pillars. As
the thickness of the enzyme layer is increased, the process is catal-
ysed more and the initial amount of the current produced is
increased as shown in Fig. 9.

The sensitivity of the sensor can be calculated by considering
the variation of current with respect to the concentration of the
glucose by Eq. (7)

S ¼ 37:88 lAmg�1dl
5. Conclusion

The electrochemical biosensor for the detection of glucose
molecules has been designed with a structure with an array of pil-
lars with a layer of Ferricyanide on its surface. The oxidation of the
glucose molecules and the generation of the current has been rep-
resented. The 3-D modelling for the streamline velocity, pressure
and concentration has also been shown. The fraction of surface
molecules has been plotted with time. As the time increases, the
surface fraction of glucose molecules first increases due to the
absorption. Then, the saturation point of absorption is observed.
After the saturation point, the desorption of the glucose molecules
start and the surface fraction of the glucose molecules decreases
[16]. With increase in concentration of the analyte with glucose,
the best fit curve shows an increase in the current passing the elec-
trode. The sensitivity of the designed sensor is 37:88lAmg�1dl. The
sensor accurately detects the presence of glucose in food items,
and also detects the glucose level of the sample. The designed sen-



Table 1
Parameters for the analysis and the designing of the sensor.

Name Expression Value Description

kads 10�2 [m/s] 0.01 m/s Forward rate constant

kdes 0.5 [mol/m2/s] 0.5 mol/
(m2�s)

Backward rate constant

D 5� 10�9[m2/s] 5E�9 m2/s Gas diffusivity

kf 2� 10�7 [mol/m2/s] 2E�7 mol/
(m2�s)

Forward rate constant

kr 4� 10�8[mol/m2/s] 4E�8 mol/
(m2�s)

Reverse rate constant

uin 2� 10�4 [m/s] 2E�4 m/s Inlet velocity

Nw 4 4 Number of pillars across
Rpillar 0.4 [mm] 4E�4 m Radius of pillar
Rc 6� 10�4 [m] 6E�4 m Radius of carve-out

dc 1:5� 10�4 [m] 1.5E�4 m Cut depth of carving

xc Rpillar þ Rc � dc 8.5E�4 m x-position of carving
circle

Rc1 6� 10�4 [m] 6E�4 m Radius of carve-out

dc1 1:5� 10�4 [m] 1.5E�4 m Cut depth of carving

xc1 Rpillar þ Rc � dc 8.5E�4 m x-position of carving
circle

Wtot 6:8� 10�3 [m] 0.0068 m Total width of pillar grid

Ltot 5:6� 10�3 0.0056 Total length of pillar grid
(outer row)

dwall 0:5� 10�4 [m] 5E�5 m Distance from pillar
edge to cell side wall

dz ðWtot� 2Rpillar Þ
ðNw � 1Þ

0.002 m z-spacing between
pillars

dx ðLtot� 2Rpillar Þ
ðNw � 1Þ

0.0016 m x-spacing between
pillars

Wbox 12� 10�3 [m] 0.012 m Width of cell

Dbox 10�3 [m] 0.001 m Depth of cell

Hbox 6:9� 10�3 [m] 0.0069 m Height of cell

dpillar
ffiffiffiffiffiffiffiffiffiffi
d2zþd2x

p
2 � 2Rpillar

4.8062E�4 m Current closest distance
between two pillar
edges

dpillarallowed 0:1� 10�3 [m] 1E�4 m Allowed minimum
distance between two
pillar edges

Rmax allowed
ffiffiffiffiffiffiffiffiffiffi
d2zþd2x

p
4 � 2dpillarallowed

5.9031E�4 m Allowed maximum
pillar radius

c00 400 [mol/m3] 400 mol/m3 Injection pulse
amplitude

soltol 0.01 0.01 Relative tolerance of
solvers

endtime 150 150 Simulation end time
dtimevalue 0.5 0.5 Dimensionless time for

concentration plot
tvalue 0 0 Time for time dependent

plots

Fig. 3. Velocity of the glucose molecules and the surface concentration variation 3-
D model with high velocity of the molecules near the pillars along the walls
compared to the pillars located at the middle.

Fig. 4. Contour pressure model for the biosensor showing streamline for the
pressure along the different pillars of the array at time interval of 75 s.

Fig. 5. The concentration in mole per metre cube is shown over the surface of the
pillars with more concentration at the surfaces of the pillars that are along the walls
of the cell. (a) The whole cell is seen for the variation of the concentration with a
colour bar legend. (b) The half portion of the cell is shown for molar concentration
with the half portions of the pillars at the middle.
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sor is equally efficient in comparison to other experimentally
designed electrochemical glucose sensors and gives accurate
results. Experimentally, in current literature, a sensitivity of
4

1536:80 lA mM�1 cm�2 has been observed by the glucose
biosensor.[17].

CRediT authorship contribution statement

Purva Duhan: Conceptualization, Data curation. Deepak
Kumar: Conceptualization, Methodology, Resources, Data cura-
tion, Writing – original draft. Mukta Sharma: Conceptualization,
Methodology, Resources, Data curation, Writing – original draft.
Deenan Santhiya: Investigation, Supervision. Vinod Singh: Con-
ceptualization, Writing – review & editing, Investigation,
Supervision.

Data availability

No data was used for the research described in the article.

Declaration of Competing Interest

The authors declare the following financial interests/personal
relationships which may be considered as potential competing



Fig. 6. The surface fraction of the absorbed glucose molecules for the pillars placed at the different positions varying with respect to time (s).
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Fig. 7. The variation of current (lA) with the concentration of glucose (mgdl�1).

Fig. 8. Variation of current (lA) with the time taken for the adsorption of the
glucose molecules.

Fig. 9. The current versus time variation for different thicknesses of the enzyme
layer over the pillars.
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Abstract
Recognition of human activity is a challenging issue, especially in the presence of multi-
ple actions and multiple scenarios. Therefore, in this paper, multi-view multi-modal based 
human action recognition (HAR) is proposed. Here, initially, motion representation of each 
image such as Depth motion maps, motion history images, and skeleton images are created 
from depth, RGB, and skeleton data of RGB-D sensor. After the motion representation, 
each motion is separately trained by using a 5-stack convolution neural network (5S-CNN). 
To enhance the recognition rate and accuracy, the skeleton representation is trained using a 
hybrid 5S-CNN and Bi-LSTM classifier. Then, decision-level fusion is applied to fuse the 
score value of three motions. Finally, based on the fusion value, the activity of humans is 
identified. To estimate the efficiency of the suggested 5S-CNN with the Bi-LSTM method, 
we conduct our experiments using UTD-MHAD. Results show that the suggested HAR 
method attained better than other existing approaches.

Keywords  Recognition · Human activity · Multi-view · Motion history image · Depth 
motion maps · Skeleton · 5S-CNN · Bi-LSTM · Decision · Fusion

1  Introduction

HAR is a functioning exploration territory in computer vision. As a rule, it is generally 
utilized in human–computer interaction, clinical, video observation, and so on. For the cur-
rent HAR process, video recordings are captured by the video camera. For recognition, 
spatial–temporal attributes are mainly used [1]. With the fast improvement of imaging 
innovation, nowadays depth cameras for example Microsoft Kinect cameras are used. By 
using this camera, we can capture, RGB, depth, and skeleton. One of the upsides of pro-
found information and skeletal information contrasted with conventional RGB information 
is that they are less touchy to changes in lighting conditions.
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Earlier techniques for action recognition dependent on depth information utilize explicit 
carefully assembled include descriptors. The benefits of exclusively prepared CNNs on 
DMMs are introduced in [2, 3]. A DMM is an unequivocally shaped movement portrayal 
picture, which is built from crude depth outlines. This is like the development of MHI 
and optical stream portrayals made from RGB outlines. Autonomous utilization of skeletal 
information, for action recognition dependent on very much planned, handmade element 
descriptors is introduced in [4, 5]. In [6] an endeavor is made to develop surface pictures 
from skeleton joint groupings.

In the multistage processing of the visual cortex [7], deep convolution neural networks 
(ConvNets) can naturally take in separating highlights from information and are utilized 
in assignments identified with picture characterization, recognition, division, discovery, 
and recovery [8, 9]. ConvNets utilizes strategies to scale organizations to a great many 
boundaries and takes in boundaries from an enormous named information base. These 
days, there is a critical improvement in the HAR dependent on the individual utilization 
of RGB, depth, and skeletal information. Nonetheless, joining these interesting viewpoints 
in various approaches to additional upgrade recognition stays a test for specialists. In [10], 
human action recognition was made utilizing RGB and depth information. In [11], skel-
etal information and idleness information are intertwined at both the component level and 
choice level. In [12], depth movement maps with skeleton information are joined together 
to zero in on HAR. To improve the performance of the HAR system, in this paper multi-
view multi-modal HAR system is proposed.

2 � Literature Survey

Many of the researchers focus on human action recognition using multi-modal. Among 
them few research works are discussed here;

Verma et  al. [13] developed HAR using a deep learning algorithm based on multi-
modals such as RGB and Skeleton. Here, initially, MHI and motion energy image (MEI) 
are extracted from the input RGB video. Then, three views of the skeleton image were 
extracted using skeleton intensity. After the motion extraction process, the extracted fea-
tures are trained using LSTM. Finally, based on the softmax score value, the decision is 
carried out. This approach was tested using three famous datasets namely, UTD-MHAD, 
CAD-60, and NTU-RGB + D120. Moreover, Wang et  al. [14] aimed to develop HAR. 
For this, weighted hierarchical DMM (WHDMM) and three-channel deep CNN (3Con-
vNets) were utilized. An initially different viewpoint of depth can be captured using a 3D 
point. This is used to train the ConvNets. Then, temporal scales are constructed to form an 
AHDMM. For simulation, they utilized three types of datasets.

In [15], Chen et  al. aimed to develop skeleton, RGB, and depth fusion-based HAR. 
Similarly, in [16], Escobedo et al. had developed HAR based on skeleton and depth data. 
In [17], Gaglio et al. they had aimed to develop HAR based on machine learning. Here, 
they utilized skeleton joint data. Khaire et al. [18] had developed a combined CNN stream-
based HAR system. Here, three types of motion representation images namely, MHI, 
DMMs, and skeleton images are designed from input videos. After the extraction process, 
each data was individually trained using CNN classifier. Finally, from the classification 
results, one score value was obtained. Based on the score value recognition has been done. 
The efficiency of the suggested approach was analyzed by using three different datasets.
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Moreover, Guo et al. [19] had created human activity acknowledgment by mutually 
abusing video and Wi-Fi pieces of information. They influence the way that Wi-Fi sig-
nals convey discriminative data of human activities, which was strong to optical limits. 
To approve this imaginative idea, they consider a down-to-earth system for HAR and 
arrangement a dataset containing both video clasps and Wi-Fi Channel State Infor-
mation of human activities. The 3D convolutional neural organization was utilized to 
remove the video highlights and the measurable calculations were utilized to extricate 
radio highlights. An old-style direct help vector machine was utilized as the classifier 
after the video and radio element combination.

Similarly, Tran et al. [20] had aimed to develop hand gesture recognition. To attain 
the recognition process, here, they utilized multi-modal streams. Three types of stream 
depth, RGB, and optical flow are used for the recognition process. These streams are 
fed to the feature extraction process. Then these features are fed to the classifier to 
classify a different activity. For simulation different gesture dataset was used. In [21], 
Nie et  al. had aimed to develop emotion recognition using a multi-layer LSTM clas-
sifier. Using this classifier, they can easily recognize the activity. But due to the gap 
between video frames, this method can’t able to accurately find out the activity. Khow-
aja et al. [12] had aimed to develop HAR based on deep cross-modal learning. Here, 
they utilized RGB and optical flow was used. For experimental analysis, UCF101 and 
HMDB51 datasets are utilized.

3 � Problem Statement and Contributions

In [22], Pratishtha et al. had used the advantages of the skeleton joint and RGB video. 
In the approach, the authors trained the CNN using RGB data as well as the skeleton 
data was processed using CNN and LSTM network. Although the authors had achieved 
better accuracy of recognition, the computation complexity is heavy as they have pre-
sented four convolutional layers and three fully connected layers after combining the 
features. So, to reduce computational complexity and maximize the learning process, 
we present the following contributions in this paper.

•	 Initially, we construct DMMs, MHI, and skeleton images from depth, RGB, and 
skeletal data of the RGB-D sensor.

•	 The extracted images are trained on individual CNN with 5-stacked convolutional 
layers. Skeleton and DMM images are trained on 5S-CNN for multi-view such as 
top, front, and side.

•	 As CNN is used to learn spatial information, BiLSTM is used for temporal depend-
ency in the training process of skeleton images. After extracting features from each 
view of Skelton images using 5S-CNN, these features are combined and given as 
input to the BiLSTM

•	 The output score from each model is fusion using a weighted product model 
(WPM). From the fusion output, the action of humans is recognized.

•	 The efficiency of the suggested scheme is evaluated based on accuracy, F-score, 
precision, and recall.
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4 � Proposed Action Recognition System Model

Recognizing human activity from video footage is a challenging mission due to, partial opac-
ity, background clutter, vision, size changes, appearance, and lighting. Numerous functions 
require Recognition systems, such as human–computer communication, video surveillance 
systems, and robotics for human behavior. Previous approaches often use only the Motion His-
tory image and depth map for HAR. It does not provide maximum accuracy for the Recogni-
tion system. To avoid the problem, in this paper multi-view and multi-modal-based automatic 
human action recognition is proposed. Here three modalities are used for recognition systems 
such as MHI, DMMs, and skeleton images. The overall concept of the proposed approach 
is given in Fig. 1. In the proposed approach, motion representation images, namely, DMMs, 
MHI, and skeleton images are extracted from depth, RGB, and skeletal data of RGB-D sen-
sor. The DMMs and MHI are separately trained by a 5S-CNN. Similarly, the skeleton multi-
view images are trained by 5S-CNN, and this trained output is given to the input of BiLSTM. 
Finally, the output score from each model is fusion using WPM. From the fusion output, the 
action of humans is recognized.

4.1 � Constructing Motion Representation Images

The main objective of this section is to select the motion representation images (features) 
from each input image for HAR. In this paper, three types of motions are constructed 
namely, MHI, skeleton images, and DMMs, from RGB, skeletal data, and depth of RGB-D 
sensor.

4.1.1 � Constructing MHI

The MHI approach is simple and robust and is mainly used to represent movements in vid-
eos. MHI was first created in [1]. It provides temporary information about the movement 
in the form of an image in the videos. The MHI pixel intensity is a function of the kinetic 
density at that location. The MHI representation is that it can be encrypted multiple times 
over a range, and in this way, MHI spreads the time scale of human gestures. If the bright-
ness of the pixels in an image is high, it means that the movement occurred very recently 
and if the intensity is low, the motion happened before. The MHI is evaluated by using 
Eq. (1).

where Θ(a,b,k) → Occurrence of motion or object in the current frame in a video; k → time; 
(a,b) → pixel position; δ → decay parameter.

The parameter τ controls the temporary movement. Typically, MHI is generated from a 
binary image, which is extracted from the frame, using a threshold �.

where I(a, b, k) represent the intensity value.

(1)M�(a,b,k) =

{
�, if Θ(a,b,k) = 1

max
(
0, M�(a,b,k−1) − �

)
otherwise

(2)Θ(q, b, k) =

{
1 if D(a, b, k) ≥ �

0 otherwise

(3)D(a, b, k) = | I(k) − I(a, b, k ± Δ)|
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In this paper, the threshold value Δ is set as 1 for all the experiments. The final output of 
MHI is obtained from M�(a,b,t).

4.1.2 � Constructing Depth Motion Map (DMM)

The depth map of the image is captured using an RGB-D sensor. In this 3D structure and 
shape of the structure is captured. To extract extra body shape, we project the depth frame 
into three orthogonal Cartesian planes. At that point, we set the ROI of each extended map 
as the jumping box of a closer view (for example non-zero) region, which is additionally 

Fig. 1   Overall structure of the proposed approach
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standardized to a fixed size. This standardization can decrease intra-class varieties, for 
example, Material heights and operating lengths of various materials when performing a 
similar action. So, each frame creates three views such as front, side, and top view, i.e. 
MapF , MapS , and MapT.Then, we evaluate the kinetic energy of each frame by evaluating 
the difference between the two consecutive maps and the threshold. The kinetic energy of 
the binary map refers to the moving parts or locations where motion occurs at each tempo-
ral interval. This gives a strong clue as to what kind of action is being taken. The DMM of 
the entire video can be calculated as follows;

where v ∈ {f , s, t} → Projection view; Mapi
u
 → Projected map of the ith frame; N → Num-

ber of frames; |||Map
j+1
u − Map

j
u
||| > 𝜉 → Binary map of motion energy.

4.1.3 � Constructing Skeleton Image

The skeletal images are mainly used for the activity recognition process. The number of 
N-number frames and K-joints is available in the bone data. The function to function, the 
number of frames for action will vary. The number of frames is differing for the different 
subjects. The number of joints all over the activity is often unchanged. In each frame, x, y, 
and z is a combination of three-dimensional coordinate values. Let us consider, each joint 
in the skeleton as Ji , where, i represent the joints for activity and Ji is a three-dimensional 
vector. Since the person can be seen anywhere in the coverage area of the sensor, it is 
essential to centralize the integration space to fit any joint. In this paper, we consider the 
hip center point as the first frame for normalization. The following Eqs. (5)–(9) is used to 
normalize the joint coordinates.

where Li(S) → Coordinate the ith joint in the Sth frame; Di(S) → Distance between the 
vectors Li(S) and J0(1) ; di(p) → Distance between the vector Li(S) and J0(1) normalized; 
L(1) → Coordinates of the hip center in the first frame.

To create skeletal images from skeletal shots, the skeleton images are divided into five 
segments such as the trunk, left and right arm, and left and right leg. The size of each 
segment is 160 × 160 × 5, each corresponding to each view (top, side, and bottom). The 
image’s corresponding dimension is 160 × 160. Let A

(
x, y, vi

)
st
 be the image of the size x, y 

corresponding to the given vth
i

 view and Sth body part and the tth frame.

(4)DMMiu =

N−1∑

i=1

( |||Mapj+1
u

− Mapj
u

||| > 𝜉

)

(5)Di (S) = Li(S) − L0(1)

(6)Dmax = max
(
Di (S)

)
∀i ∈ joints s ∈ frames

(7)Dmin = min
(
Di (S)

)
∀i ∈ joints s ∈ frames

(8)di(s) =
(
Di (S) − Dmin

)/ (
Dmax − Dmin

)

(9)Px(top)st = h1 + k1 + di (t)x
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The value of h1, h2, h3, h4, h5, h6, k1, k2, k3, k4, k5, k6 are constants. The value of h1, h2, 
h3, h4, h5, and h6 are used to skeleton image center align. The value of k1, k2, k3, k4, k5, and 
k6 are calculated spacing between the joints and stretch of the given joint feature. The values 
selected for normalization may vary depending on the joints.

4.2 � RGB and Depth Data Training Using 5S‑CNN Classifier

After the RGB, depth, and skeleton data construction, the data are trained using a 5S-CNN 
classifier. In this paper, the MHI and DMM are trained with a 5S-CNN classifier. But the 
skeleton data is trained with a combination of 5S-CNN and Bi-LSTM classifiers. Here, all 
the images are separately trained using a 5S-CNN classifier. Figure 2 clearly shows the train-
ing process. The proposed CNN consists of four layers namely, the input layer, five convolu-
tional layers, and pooling layers followed by a fully connected layer. These layers are arranged 
according to their functionality. An elaborate working of each layer in the proposed CNN 
architecture is explained below;

Convolutional layer The initial layer of CNN is the convolution layer. This layer is used to 
generate the feature map of the input image. For generating a feature map, in this paper, we 
utilize a 5 × 5 filter. The mathematical form of the convolution layer is given in Eq. (15).

(10)Px(side)st = h3 + k3 + di (t)y

(11)Px(front)pq = h1 + k5 + di (q)x

(12)Py(top)st = h2 + k2 + di (t)z

(13)Py(side)st = h2 + k4 + di (t)z

(14)Py(front)st = h4 + k6 + di (t)y

(15)Bb
i
=
∑

j∈Fi

Bb−1
j

⊗ 𝜉b
ij
+ Lb

i

Fig. 2   Structure of CNN
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where the symbol ‘ ⊗ ’ is represented the Convolution operator, �b
ij
 represent the weight 

value of ith the filter of the bth convolutional layer, Lb
i
 is represent the bias of the ith filter of 

the bth convolutional layer and the activation map is represented as Bb
i
.

Pooling layer The convolution layer is followed by the pooling layer. This layer 
reduces the size of the feature map, thus reducing the computational effort of the net-
work. In each feature map, a pooling process is applied. Maximum pooling is used in 
this paper. The pooled map is represented by the below equation.

Fully connected layer The reduced feature map is given to the input of the fully con-
nected layer. This layer acts as the classifier. Here, the feed-forward neural network is 
used for the fully connected layer.

4.3 � Skeleton Data Training Using 5S‑CNN with Bi‑LSTM

After the skeleton data extraction, the three-view data are given to the 5S-CNN followed 
by the Bi-LSTM classifier. The 5S-CNN concept is already explained in the above sec-
tion. The output of 5S-CNN is given to the input of the Bi-LSTM classifier. A Bi-LSTM 
is a sequential processing model consisting of two LSTMs. The first one is used in the 
forward direction and the other in the backward direction. Bi-LSTMs efficiently maxi-
mize the quantity of data available to the network. The structure of Bi-LSTM is given in 
Fig. 3.

The LSTM is a modified structure of RNN. The LSTM overcomes the difficulties 
present in the RNN. The LSTM consist of three control gates such as input, forget and 
output gates. In this memory, the cell state is used to store and update information. The 
mathematical expression of LSTM is given below;

(16)Pi = Max
j∈Rj

Fi

Fig. 3   Structure of Bi-LSTM
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where Tanh → hyperbolic tangent function; σ → sigmoid activation function; vt → input 
vector; It → output of the input; Ft → output of forget gates; Ot → output of output gates at 
time t; d → bias value; W → weight of the control gates; Ũt → input’s current state; Ut and 
ht → update state and output at time t.

Typically, in an LSTM, the image is encrypted from one direction only. However, two 
LSTMs can be used as bidirectional encoders, also known as two-way LSTMs (B-LSTMs). 
Utilizing this Bi-LSTM network can solve the long-distance dependence problem of conven-
tional RN by improving the state transfer system by presenting the CAT mechanism. For an 
input image, a sequence of hidden states is produced by the Bi-LSTM. The output hidden state 
of the corresponding input It is calculated as follows:

where mt and m’t denote the vector of the hidden layer in the direction of positive and the 
direction of negative at time t respectively. Mt denotes the vector of final output at time t. 
Finally, we obtained the score value. This score value is used for further processing.

4.4 � Decision‑Level Fusion

After the training process, each input data have given one output score value. By using WPM 
the obtained score values are fused. The proposed WPM is mainly used for the decision-mak-
ing process. Let MHIs , DMMF , DMMT , DMMS , SKT , SKF , SKS are the score values obtained 
from MHI, DMMs, and skeleton joints. These scores serve as the decision-making criteria 
for WPM. In this case, the number of classes will vary. Based on the criteria (scores) of the 
results, the best alternative (class) is selected and classified. The score value is calculated 
using Eq. (26).

(17)It =
([
mt−1, vt

]
WI + dI

)
�

(18)Ft =
([
mt−1, vt

]
WF + dF

)
�

(19)Ot =
([
mt−1, vt

]
WO + dO

)
�

(20)Ũt = tanh
([
mt−1, vt

]
WU + dU

)

(21)Ut = Ũt ∗ It +Ut−1 ∗ Ft

(22)mt = tanh
(
Ut

)
∗ Ot

(23)mt = LSTM
(
mt−1, It

)

(24)m
�

t
= LSTM

(
mt−1, It

)

(25)Mt =
[
mt, m

�

t

]

(26)
WPMS = Max

[
MHI1

s
∗ DMM2

F
∗ DMM3

T
∗ DMM4

S
∗ SK5

T
∗ SK6

F
∗ SK7

F

]
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From the score value, we can identify the correct action of humans.

5 � Result and Discussion

The results obtained by proposed human activity recognition are analyzed in this sec-
tion. The proposed system is implemented using python.3.7 with Windows 7 Operating 
system at a 2 GHz dual-core PC machine with 4 GB main memory running a 64-bit ver-
sion of Windows 2007. The proposed methodology is evaluated using the UTD-MHAD 
dataset.

5.1 � Dataset Description

UTD-MHAD is the latest functional database. There are twenty-seven human activities 
in this database. These database videos are collected using a deep camera and a weara-
ble passive sensor. This database contains RGB videos, deep videos, skeleton positions, 
and transition signals. This database is used for both the training and testing processes. 
Odd models are used for the training process and samples are also used for the testing 
process. Some of the sample activities are listed in Fig. 4.

Fig. 4   Experimental used sample images
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5.2 � Experimental Results

The main objective of the proposed methodology is human activity recognition from 
video or images. In this paper, for activity recognition three modalities such as MHI, 
DMMs, and skeletons are utilized. The dataset sequence is presented in Fig. 5 and the 
confusion matrix is given in Fig. 6.

The AUC for three different actions is presented in Fig.  7. The curve is drawn 
between the false positive rate and the true positive rate. Here, for boxing area under the 
ROC curve is 0.984, for bowing 0.9231, and for the tennis swing 0.9573.

Fig. 5   UTD-MHAD dataset sequence, a RGB frames, b depth frames and c skeleton sequences
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The accuracy and loss of the training dataset and validation data for 80 epochs are 
shown in Figs.  8 and 9. The graph shows, the validation process attained the maximum 
accuracy of 96.2% and loss of 0.45%.

5.3 � Comparative Analysis Results

To prove the efficiency of the proposed approach, we compare our work performance with 
different classifiers namely, SVM-based human action recognition, KNN-based human 
action recognition, and CNN-based human action recognition. in this paper, we used novel 

Fig. 6   Confusion matrix of the proposed methodology

Fig. 7   AUC for three actions a boxing, b bowling, and c tennis swing
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5S-CNN + Bi-LSTM classifier for prectiction. The performance analysed based on preci-
sion, accuracy, recall and recognition rate.

In Fig.  10, the performance of the recommended approach is discussed in terms of 
accuracy by varying training and testing data size. In the recommended approach, three 
methods such as MHI, DMMs, and skeletons are used for the recognition process. From 
each method, features are extracted. These features are trained using different classifiers. 
The 5S-CNN classifier is used to train MHI and DMM. Similarly, the 5S-CNN and Bi-
LSTM classifiers are used to train the skeleton image. Recognition of this hybrid approach 
increases the accuracy rate. To demonstrate the effectiveness of the recommended 
approach, we compare our algorithm with different classifiers, i.e. K-Nearby Neighbor 
Classifier (KNN), Support Vector Machine (SVM), and CNN Classifier. In this program, 
the methods are trained using the same classifier. According to Fig. 10, the recommended 
method reached a maximum accuracy of 96.2%, which is 79% for KNN-based Recogni-
tion, 83% for CNN-based Recognition, and 86% for CNN-based Recognition. Furthermore, 
in Fig. 11, the performance of the recommended method is analyzed based on accuracy. 
According to Fig. 11, our recommended method reached a maximum accuracy of 96.5%, 
which is higher than KNN-based Recognition, SVM-based Recognition, and CNN-based 
Recognition. This is due to the hybrid 5S-CNN and dual-LSTM-based skeletal training 

Fig. 8   Accuracy versus Epochs

Fig. 9   Loss versus Epochs
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and three-pronged fusion process. In Fig. 12, the performance of the recommended method 
is discussed in terms of recall size. A good organization has the highest recall value. 
According to Fig. 12, the recommended method withdraws a maximum of 95%, which is 
higher compared to other methods. Multi-View Multi-Model Based Human Performance 

Fig. 10   Performance analysis based on accuracy

Fig. 11   Performance analysis based on precision
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Recognition Performance Based on Authorization Rate is given in Fig. 13. The approval 
ratio is measured based on the fusion score value. Fusion is done between MHIs, DMMs, 
and skeletons. According to Fig. 13, our proposed approach takes the maximum recogni-
tion rate to be 0.6, which is 0.53 for SVM-based Recognition, 0.52 for CNN-based recog-
nition, and 0.46 for CNN-based Recognition. Due to these three methods, 5S-CNN and 

Fig. 12   Performance analysis based on recall

Fig. 13   Performance analysis based on recognition rate
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Bi-LSTM-based training and integration processes offer better accreditation rates com-
pared to other methods. Moreover, in Fig. 14, the time complexity is analyzed. The time 
complexity of an algorithm quantifies the amount of time taken by an algorithm to run as a 
function of the length of the input. When analysing Fig. 14, compared to other techniques, 
proposed method takes more time to execute. This is because of the hybrid approach. This 
processing time does not affect the overall recognition accuracy.

5.4 � Comparison with Published Work

To prove the efficiency of the suggested method, the suggested algorithm is compared with 
different methods as shown in Table 1. In this section, we compare our work with already 
published works such as Chen et al. [22], Bulbul et al. [23], Annadani et al. [24], and Esc-
obedo and Camara [25]. As shown in the table, the accuracy of the proposed approach 
is 96.2%. In [22], human action recognition is carried out using depth and inertial sen-
sors. Here, for recognition collaborative representation classifier (CRC) has been utilized. 
Here, the UTD-MHAD dataset is utilized. This method is useful for multi-modality human 
action recognition. In [23], they fuse three different kinds of features to tackle the action 
recognition problem. Here, Three DMMs such as front, side, and top projection views are 
extracted from input images or videos. Here, two decision-level fusions were developed. In 
[24], skeleton-based activity recognition was proposed. In [25], intensity, depth, and skel-
eton joints are used for the recognition process.
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Fig. 14   Complexity analysis based on time

Table 1   Comparative analysis 
based on the accuracy

Approaches Accuracy (%)

Chen et al., [22] (Depth + Inertia) 79.1
Bulbul et al. [23] (Depth) 88.4
Annadani et al. [24] (Skeleton) 86.12
Escobedo and Camara[25] (RGB + Depth + Skeleton) 84.4
Proposed (RGB + Depth + Skeleton) 96.2
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Methods proposed by Chen et al. [22], Bulbul et al. [23], Annadani et al. [24], and Esc-
obedo and Camara [25] are among the best current programs for multimodal human activ-
ity recognition. Furthermore, they used MHI, DMMs, and skeletal representation. There-
fore, we have chosen to compare the performance of our proposed method with these. In 
Table 1, we compare our proposed approach with the method mentioned above. When ana-
lyzing Table 1, our proposed approach reached a maximum accuracy of 96.2%, which is 
79.1% for [22], 88.4% for [23], 86.12% for [24], and 84.4% for [25]. This is because our 
proposed approach considers three methods and a hybrid approach to training. The cur-
rent approach used only one or two methods. From the results, it is clear that the proposed 
approach achieved better results compared to other approaches.

6 � Conclusion

The main purpose of multi-view multi-model-based human activity recognition is pro-
posed in this study. The problem with human activity Recognition is solved by joining the 
RGB-D sensor’s multiple view notes. Here, initially, the features of the input image are 
extracted and each feature is trained in different classifiers. The mathematical expression of 
each phase is clearly illustrated. Experimental results show that the recommended method 
is useful in using different data methods and achieves better results with other existing 
works. In the future, we will focus on optimization and different classification for the Rec-
ognition process.
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Abstract
This paper presents for the first time an analytical model of a dielectric modulated surrounding-triple-gate MOSFET with a 
germanium source-based biosensor, which shows excellent improvement in sensitivity when compared to a silicon source. 
The mathematical analysis is based on the center-channel potential which is obtained by solving Poisson's equation in the 
cylindrical coordinate system using a parabolic approximation. The channel potential profile, threshold voltage, drain cur-
rent, and subthreshold swing are obtained mathematically. Biosensing performance is investigated for different charged and 
neutral biomolecules by varying different device metrics including cavity thickness, channel thickness, cavity length, channel 
doping, and drain voltage. The analytical results are validated and verified with numerical simulations conducted with the 
ATLAS TCAD simulator and show outstanding agreement with the simulated results.

Keywords  Analytical model · Biosensing · Gate-all-around MOSFET · Surrounding-gate MOSFET · TCAD · Threshold 
voltage · Subthreshold swing

1  Introduction

Continuous development and improvement in science and 
technology have led to the evolution of different electronic 
devices [1–3]. The metal–oxide–semiconductor field-effect 
transistor (MOSFET), one of the most prominent devices, 
has been widely used for different applications [4, 5]. MOS-
FET-based biosensors are becoming popular nowadays given 
their cost-effectiveness, high sensitivity, label-free detection, 
scalability, and ability to detect and sense biomolecules [6]. 
The sensing ability of a surrounding-gate MOSFET biosen-
sor (SGMB) is due to a change in the value of the metrics 
used [7]. Different device metrics that are commonly used 
to study biosensing performance are threshold voltage, 
transconductance, drain current, subthreshold slope, gate 
capacitance, etc. Detection of biomolecules using a MOS-
FET has efficacy and utility in the biomedical field. An 
embedded cavity is created inside the gate oxide to immo-
bilize and hold different biomolecules.

It has been reported in the literature that gate oxide stack-
ing and gate engineering can significantly improve sensitiv-
ity. Gautam et al. reported and discussed a numeric model of 
a surrounding-gate MOSFET-based biosensor [8]. Recently, 
Pratap et al. reported a highly sensitive surrounding-gate 
junction-less MOSFET biosensor with a one-sided cavity 
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for the detection of different neutral biomolecules [9]. Goel 
et al. reported a triple-gate surrounding-gate MOSFET bio-
sensor [10] and a dielectric-modulated biotube FET biosen-
sor [11]. Chakraborty et al. reported a junction-less sur-
rounding-gate biosensor with a two-sided cavity and a gate 
stacking technique [6]. In 2016, Padmanaban et al. reported 
a triple-gate MOSFET biosensor with gate oxide stacking 
and a two-sided cavity [12]. Das et al. reported a surround-
ing-gate MOSFET biosensor based on a charge plasma con-
cept [13]. Recently, Li et al. investigated a vertically stacked 
nanosheet surrounding-gate FET-based biosensor [14].

Literature review reveals that an optimization in device 
parameters is needed in every biosensor to obtain high 
sensitivity. The effect of fringing fields is less in case of 
high-κ dielectrics, but depositing it on silicon requires extra 
processing time and steps during fabrication. In the cur-
rent study, gate oxide stacking of SiO2 and HfO2 has been 
used, and a symmetric cavity is created completely inside 
the oxide layer. The advantage of an I-shaped layer over the 
conventional one-sided cavity is that the former offers a bet-
ter fill-in factor probability, and all the simulations have been 
performed assuming a fill-in factor of 1. A dual-sided cavity 
is much more efficacious when compared to the conventional 
one-sided cavity in terms of power consumption and current 
sensitivity [15, 16]. Source and drain material also influence 
the sensitivity of the device. Wu et al. [17] and Brunco et al. 
[18] discussed and investigated the germanium MOSFET 
in the past. Saha et al. [19] recently discussed a FET-based 
biosensor with a germanium source.

In our investigation, the proposed biosensor has shown 
the highest sensitivity for a germanium source when com-
pared to a silicon source. Using a highly doped germanium 
source increases the tunneling probability [20] and improves 
charge carrier transport (due to the lower bandgap energy 
of germanium) which changes the potential barrier at the 
source–channel junction (bias- and electric field-depend-
ent). The dependence of threshold voltage, drain current, 
and subthreshold swing on the source–channel potential 
barrier makes the germanium source MOSFET more sen-
sitive to biomolecules than a silicon source MOSFET. It 
is worth noting that gate stacking and material engineer-
ing have improved the sensitivity of the device by a con-
siderable amount. To date, analytical modeling of various 
surrounding-gate MOSFET-based biosensors has been dis-
cussed, but surrounding-gate MOSFET-based biosensors 
with a germanium source and gate oxide stacking have not 
yet been reported. Germanium-based biosensors have excel-
lent biosensing performance but are still not commonly used 
in practical applications due to some inherent disadvantages 
[21–23] including incompatibility with existing technology 
processes (industrial drawback), limited fabrication technol-
ogy availability which makes them a bit costlier than silicon-
based biosensors, an operating temperature range lower than 

that of silicon which can limit the biosensing performance 
(due to which moving beyond a certain temperature range 
makes the sensitivity highly temperature-dependent), and 
high leakage current that may cause unintentional changes 
in the sensitivity that could result in unrealistic results.

Investigating the biosensing performance of a biosen-
sor only requires changing the value of the metrics. In this 
investigation, the vertical electrical field is changed due to 
the localization of biomolecules inside the cavity which ulti-
mately changes the gate oxide capacitance [24–26]; hence, 
sensitivity is calculated for the biosensor as given by the 
relative change in the value of the sensing metric. The hori-
zontal electric field (doping-dependent) is almost constant 
since the doping of the source, channel, and drain is constant 
[27, 28], so it has a negligible effect on the sensitivity.

In the present work, an analytical model of a dielec-
tric modulated surrounding-triple-gate germanium-source 
MOSFET-based biosensor (DM-STGGS-MOSFET) with a 
double-sided cavity of 25 × 6 nm is developed. In the era of 
digitalization and nanotechnology, the DM-STGGS-MOS-
FET can act as a versatile biosensor that not only is capable 
of detecting biomolecules but can also sense different envi-
ronmental and physical parameters, offering the advantage 
of a cost-efficient device that can detect nanoparticles or 
biochemical species with high sensitivity. The DM-STGGS-
MOSFET can be utilized in the monitoring and detection of 
hazardous chemicals [29–31] in production warehouses or 
reactors where there is a threat to human health and life. The 
analytical results so obtained show close agreement with the 
simulation results obtained on a technology computer-aided 
design (TCAD) simulator [6, 32, 33].

The paper is divided into five sections. The device struc-
ture, fabrication process, and simulator specifications are 
discussed in Sect. 2. Section 3 presents the analytical model 
of the biosensor. The results and discussion are given in 
Sect. 4. Section 5 highlights the important conclusions of 
this work.

2 � Device structure, fabrication process, 
and simulation

Figure 1 shows the cylindrical structure and cross-sectional 
view of the DM-STGGS-MOSFET. Table 1 shows all the 
structural parameters of the DM-STGGS-MOSFET used 
during the simulation. The fabrication starts with basic fab-
rication steps [14, 34, 35] including wafer cleaning, growth 
of epitaxial silicon, sacrificial layer deposition, and deposi-
tion of a lightly doped silicon body over a heavily doped 
drain to form a vertical pillar-like annular structure [36]. 
The rest of the fabrication steps (using a vertically stacked 
nanowire structure) are shown in a flowchart in Fig. 2a. The 
basic detection principle of the DM-STGGS-MOSFET is 
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based upon localization of different biomolecules inside the 
cavity, which changes the potential and field profile across 
the channel, and hence the device becomes sensitive to bio-
molecules, as illustrated in Fig. 2b. Figure 2c and 2d shows 
the calibration with experimental data [37] and a block dia-
gram depicting the step-by-step fabrication process for the 
DM-STGGS-MOSFET. The proposed biosensor has shown 
excellent improvement in sensitivity when compared with a 
similar and prominent variant of a MOSFET-based biosen-
sor. Figure 2e shows a comparison of the threshold volt-
age sensitivity between the DM-STGGS-MOSFET and an 
already existing biosensor. The main disadvantage of the 
proposed biosensor is regarding selectivity and a non-unity 
fill-in factor. Although the proposed biosensor shows high 
sensitivity, selectivity could be one of its limitations that 
have not been explored in this work. Another disadvantage 
that can affect the sensitivity is the fill-in factor of biomol-
ecules. In a practical scenario, the whole cavity might not be 

Fig. 1   a Cylindrical and b cross-sectional view of the DM-STGGS-
MOSFET
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filled with biomolecules, which may cause a deviation in the 
sensitivity from the ideal values. But again, the problem of 
selectivity and a non-unity fill-in factor is common in every 
MOSFET-based biosensor [7].

The different analytical results were verified using simu-
lations performed on ATLAS TCAD software. Different 
models were incorporated in the simulation: the Auger 
model (recombination model to calculate high charge den-
sities), the Schottky–Read–Hall (SRH) model (to calculate 
carrier lifetimes of majority and minority charge carriers at 
high doping), the CONMOB model (concentration-depend-
ent mobility model to calculate concentration-dependent 
mobility), the Boltzmann model (carrier statistic model), the 
FLDMOB model (electric field-dependent mobility model to 
calculate any type of velocity saturation at high doping), and 
the Lombardi CVT model (mobility model used in nonpla-
nar MOSFETs). The method used to solve the complex dif-
ferential and integral meshing of the biosensor is the New-
ton–Gummel method, which is a slow and robust method.

Table 2 shows the threshold voltage sensitivity (SVt), 
subthreshold swing sensitivity (SSS), and off-current sen-
sitivity (SIOFF) of a surrounding-gate MOSFET with differ-
ent combinations of gates and source materials. It has been 
observed that the biosensor shows better results in terms of 
threshold voltage change and off-current change when the 
source material is germanium. A germanium source offers 
approximately twofold higher mobility for conducting elec-
trons and fourfold higher mobility for holes as compared 
to a silicon source [40]. This is due to the lower effective 
mass of electrons and holes that results in high mobility in 
the case of germanium. This mobility enhancement leads 
to the improvement in the subthreshold characteristics of 
the biosensor. Thus, a germanium source-based biosensor 
will show a comparatively larger swing in current for the 
same range of gate voltage than a silicon-based biosensor. 
This means that a DM-STGGS-MOSFET with a germanium 
source will show a larger variation in different sensing met-
rics such as threshold voltage and subthreshold swing that 
will make it more sensitive to biomolecules as compared to 

Fig. 2   a Fabrication process 
(vertically stacked nanowire 
architecture) flowchart [39], b 
biosensing principle flow-
chart [7], c calibration with 
experimental data [37] d block 
diagram showing different 
fabrication steps (conventional 
method [39])  across the cross 
section P–P′, and e threshold 
voltage sensitivity comparison 
with the reference biosensor [9] 
for the DM-STGGS-MOSFET-
based biosensor
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a silicon source biosensor. It should be noted that increas-
ing the number of gates can increase the sensitivity of the 
device, but it also increases the complexity during fabrica-
tion. For single-gate, double-gate, and triple-gate architec-
ture, the total length and area have been kept the same. Only 
the length of the individual gates has been varied, and the 
total gate length has been kept constant at 60 nm (the rest of 
the parameters are the same in each case). The performance 
of the triple-gate device is superior to that of the single-/
double-gate architecture [10, 41, 42] in terms of sensitiv-
ity improvement. The improvement and enhancement of 
sensitivity in the triple-gate architecture is due to impact 
ionization, because of which short-channel effects decrease 
and the electron net velocity increases. This improves the 
biosensing ability of the MOSFET [10]. Also, using three 
gates instead of a single gate increases the steepness of the 
potential profile, which varies with the work function differ-
ence. A larger work function difference between the adjacent 
gates improves the transport efficiency and the step profile 

of the channel's potential [44]. Due to this, a large number 
of charge carriers flow in a more controlled manner in a 
triple-gate architecture. Hence, the value of different sens-
ing parameters (threshold voltage, subthreshold swing, off-
current) changes relatively more in the presence of biomol-
ecules. The size of streptavidin and biotin is roughly 5 nm 
[45], whereas that of protein lies in the micro–femtometer 
range [44, 46]. Kim et al. [47] reported an experimental 
demonstration of entrapping streptavidin.

In the absence of biomolecules, air (K = 1 and Nf = 0) is 
present inside the cavity. The presence of biomolecules is 
simulated by considering that the cavity is filled with dif-
ferent materials (neutral biomolecules: Kbio ≠ 1 and Nf = 0; 
for charged biomolecules, Kbio ≠ 1 and Nf ≠ 0). Biomolecules 
inside the cavity change the gate oxide capacitance and lat-
eral electric field which changes different device metrics, 
and this change in the device metric is responsible for its 
sensing ability. This dielectric modulation in the presence 
of biomolecules enables the MOSFET to act as a biosensing 

Fig. 2   (continued)
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device. Different neutral biomolecules such as streptavidin 
(Kbio = 2.1) [10], protein (Kbio = 2.5) [9], biotin (Kbio = 2.63) 
[48], ChOx (Kbio = 3.3) [9], APTES (Kbio = 3.57) [6], and 
hydroprotein (Kbio = 5) [11] have been considered in this 
work. Charged biomolecules such as a single strand of DNA 
[49, 50], which is non-hybridized (Kbio = 5: Nf = −5 × 1010 
to −5 × 1012 cm−2) has been considered.

An optimization in threshold voltage (Vt) has been done 
by altering the work function (ФM) of three gates so that 
the turn-on time remains the same for the SG-MOSFET. A 
similar optimization of work function was carried out by 
Kumari et al. [44]. This is how we aimed at ФM1 = 5.1 eV, 
ФM2 = 4.53 eV, and ФM3 = 4.1 eV. All the gates used are 
compatible with complementary metal–oxide–semiconduc-
tor (CMOS) technology [13, 38]. Employing the threshold 
voltage optimization so that the three MOSFETs (SG/DG/
TG) are at the same turn-on point of Vt and keeping the 
channel doping low are the two structural optimizations 
which have been considered in this work.

Table 2   SVt, SSS, and SIOFF of a DM-STGGS-MOSFET for different combinations of gates and source materials

Material Biomolecule

Threshold voltage sensitivity (SVt: mV) [9] & SVt    = |Vt(no biomolecules) − Vt(with biomolecules)|

Source Drain Number of gates Streptavidin Protein Biotin APTES Hydroprotein

Si Si SG 22.468 26.515 27.654 38.779 61.107
DG 55.283 68.476 72.063 94.165 115.701
TG 130.872 162.727 171.927 220.03 260.52

Ge Si SG 26.12 32.514 34.292 43.743 69.63
DG 59.85 69.44 73.05 96.03 117.54
TG 157.529 191.217 200.044 245.036 281.09

Material Off-current sensitivity (SIOFF: fA) and subthreshold swing sensitivity (SSS: mV/decade)
SIOFF = |IOFF(no biomolecules) − IOFF (with biomolecules)| and SSS =|SS (no biomolecules) − SS (withbiomolecules)|

Source Drain
Drain

No. of gates Streptavidin Protein Biotin APTES Hydroprotein

SIOFF SSS SIOFF SSS SIOFF SSS SIOFF SSS SIOFF SSS

Si Si SG 46.2 3.009 51.1 3.62 52.2 3.788 57.4 4.695 60.7 5.489
DG 2990 3.374 3310 3.778 3380 3.893 3700 4.702 3870 5.686
TG 31,200 6.088 31,600 7.835 31,610 8.308 31,700 10.776 31,710 13.35

Ge Si SG 62.3 3.216 68.9 3.899 70.5 4.088 77.4 5.13 81.8 6.064
DG 4230 3.74 4700 3.94 4810 4.38 5320 5.19 5610 6.12
TG 91,900 6.106 93,300 7.875 93,500 8.447 94,000 11.97 94,100 15.097

(SG)Singlegate  (DG)Doublegate (TG)Triplegate 
ϕM 4.6 eV[43] ϕM1 4.6 eV[43]

  ϕM2 4.53 eV[13]
ϕM1 5.10 eV(Au) 

[13]  
ϕM2 4.53 eV(Mo)  
[13] 
ϕM3 4.1 eV(Al) 
[38]

LG 30 nm LG1/LG2 30 nm LG1/LG3 25 nm and 
LG2 10 nm

Fig. 3   Flowchart of the process illustrating the analytical modeling 
approach
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3 � Analytical model

The potential and field distribution in the DM-STGGS-
MOSFET can be easily studied by solving Poisson's equa-
tion, which helps to analyze and understands its electrostat-
ics and behavior. The analytical model of channel potential, 
electric field, threshold voltage, and subthreshold swing is 
based on center-channel potential method. Figure 3 shows 
the flowchart of the process used in developing the analyti-
cal model.

3.1 � Surface potential

The two-dimensional (2D) Poisson equation is given as

where ψ(r,z) is the surface potential across the channel, r 
denotes the radius of channel, q is the electronic charge, 
NCh is the doping of channel, and ϵCh is the permittivity of 
the channel material. The diameter of the channel is 2a, so 
r = 0 denotes the center of the channel with the potential 
expressed as ψC(z) or ψ(0,z), and r = a denotes the surface 
interface between the channel and oxide layer with potential 
expressed as ψI(z) or ψ(a,z). ψ(r,z) is an implicit function of 
r and z, so its general solution can be expressed in accord-
ance with a parabolic potential profile.

Different boundary conditions used are as follows:

(i) The potential at the source–channel boundary is 
equal to the built-in potential developed across it,

where Vbi,1 is the built-in potential at the source–channel 
interface, ni(Ge) and ni(Si) are the intrinsic carrier concen-
tration of germanium and silicon, respectively, kB is Boltz-
mann constant and is equal to 1.38066 × 10–23 J/K, T is the 
temperature in Kelvin, and NS is the source doping.

(ii) The potential at the drain–channel interface is equal 
to the sum of the built-in potential and drain-to-source 
voltage applied:

where Vbi,2 is the built-in potential at the source–channel 
interface, and ND is the drain doping.

(1)
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(iv) The electric field is continuous at z = z2 and z = z3:

(v) The net electric field at the center of the channel is 
zero because of the radial symmetry:

(vi) The electric field is continuous at the Si–SiO2 
interface since the electric flux density is the same just 
above and below the Si–SiO2 interface in the absence 
of any interface trap charges:

Using the boundary conditions (7)–(8), ψ(r,z) can be 
expressed in terms of ψI(z):

where V∗
GS

= VGS − VFB is the effective gate-to-source volt-
age, COX is the gate oxide capacitance, VGS is the gate-to-
source voltage, and VFB is the flatband voltage.

Since ψ(0,z) = ψC(z), a relationship can be derived 
between ψC(z) and ψI(z) and can be expressed as
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The most general solution of (11) is [32]

Since the parameters μ and θ are material-dependent, its 
value will be different in different regions. Thus, ψC(z) is 
expressed and specified differently in three regions:

Region A:z1 ≤ z ≤ z2

where φM1 and φSi are the work function of gate 1 and sili-
con, respectively, Nf is the charge density of biomolecules, 
and ϵox1/ ϵox2/ ϵbio are the dielectric constants of SiO2, HfO2, 
and biomolecules, respectively. Flatband voltage changes 
significantly in the presence of charged biomolecules.

Region B:z2 ≤ z ≤ z3.
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where φM2 is the work function of gate 2.
Region C:z3 ≤ z ≤ z4

where φM3 is the work function of gate 3.
Using the boundary conditions (3)–(8), coefficients p1, 

q1, p2, q2, p3, and q3 can be determined.
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The values of e1, e2, e3, e4, s, and t are given in Appen-
dix A.

Since E = −∇� , the electric field distribution in each 
region can be written as [6]

3.2 � Threshold voltage

Threshold voltage can be obtained graphically or analyti-
cally. Conventionally, threshold voltage is defined as the 
minimum gate voltage where charge density inversion 
occurs in the substrate [9, 38]. Minimum potential can be 
also be determined separately for three different regions, 
and ψmin can subsequently be defined as ψmin = min(ψC1, 
ψC2, ψC3). Analytically, the minimum channel center 
potential occurs in region I, which is due to the drain volt-
age that continues to decrease while moving towards the 
source from the drain. Differentiating ψC1(z) will give the 
precise location of the minimum center-channel potential.

Substituting (29) in (14) and replacing VGS by Vt in the 
expression will yield the analytical expression for thresh-
old voltage.

Values of n11, n12, and n13 are given in Appendix B.
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3.3 � Drain current and subthreshold swing

Using the minimum surface potential calculated above, it 
is possible to develop the analytical model for the drain 
current (IDS) and subthreshold swing (SS). The drain cur-
rent (IDS) in the linear region is calculated separately in 
the three different regions as [51, 52]

For calculating the drain current in the saturation 
region, replace VDS by VDS,Sat which is given by [51, 52]

where μefld and vSat are the maximum low-field mobility 
and saturation velocity of electrons (vSat = 1 × 107 cm/s), 
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Fig. 4   Potential variation along the channel in the DM-STGGS-MOSFET for a neutral biomolecules and b charged biomolecules. (Inset) Mini-
mum channel-center potential for different biomolecules
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respectively, μn is the mobility of electrons, and � is the fit-
ting parameter whose value taken here is 0.43.

Subthreshold swing is another critical analog parameter 
which is the reciprocal of subthreshold slope and is calcu-
lated by the formula [53]

3.4 � Sensitivity

Sensitivity of the biosensor is calculated according to the 
following formula:

where SM is the sensitivity of the device for metric M, and 
M can be any metric of the biosensor such as threshold 

(37)SS = VT ln 10

{(
��C(a, z)

�VGS

)−1
}|||

|||Zmin

(38)SM = ||MAir −MBio
||

voltage, subthreshold swing, on-current, or off-current. MAir 
and MBio are the values of metric M in the absence and pres-
ence of biomolecules, respectively.

4 � Results and discussion

The variation in the channel-center potential (ψc) along the 
channel in the DM-STGGS-MOSFET is shown in Fig. 4. 
Figure 4a shows the potential variation for neutral biomol-
ecules, whereas Fig. 4b shows the potential variation for 
charged biomolecules. The relative change in the potential 
is important in determining the sensitivity of the biosensor. 
It can be clearly observed that the potential profile along 
the channel changes in the presence of biomolecules. When 
the cavity is filled with different biomolecules (Kbio > 1), the 
effective gate oxide capacitance increases which increases 
the coupling between the gate and the charge carriers flow-
ing across the channel. Hence, the channel-center potential 
decreases, which mean that more gate-to-source voltage is 
needed to deplete the channel completely; therefore, thresh-
old voltage increases in the presence of biomolecules, which 
increases the overall threshold voltage sensitivity. High cou-
pling between the gate and the channel [25, 54] decreases 
the channel potential, and this coupling continues to increase 
with the increasing Kbio. The presence of negatively charged 
biomolecules further increases the coupling because of its 
higher binding capability [55, 56] than the neutral biomol-
ecules, which results in the decrease in the channel potential. 
This variation in the channel potential can be clearly seen 
in Fig. 4. A good agreement is noted between the developed 
analytical model and TCAD simulation. The inset in Fig. 4 
shows the value of minimum channel-center potential for 
different biomolecules in three different regions.

Figure 5a and b shows the drain current sensitivity (SIDS) 
as a function of drain voltage (VDS) in the DM-STGGS-
MOSFET for different neutral and charged biomolecules, 
respectively, at VGS = 0.5 V. The binding capability of nega-
tively charged biomolecules is larger than that of positively 
charged and neutral biomolecules. At a constant gate volt-
age, drain current decreases with the increasing dielectric 
constant of the biomolecule due to the increased effec-
tive gate oxide capacitance. But the relative change in the 
drain current continues to increase with the increasing Kbio. 
The presence of negatively charged biomolecules further 
decreases the drain current due to more control over the 
flow of charge carriers across the channel.

The germanium source [20] has a larger number of 
intrinsic charge carriers than silicon, which participates 
in the conduction process and is also responsible for the 
biosensing action in the DM-STGGS-MOSFET. Germa-
nium has nearly 1650 times more intrinsic charge carriers 
at room temperature than silicon. When the numbers of 

Fig. 5   Drain current sensitivity (SIDS) as a function of drain-to-source 
voltage (VDS) in the DM-STGGS-MOSFET for a neutral biomol-
ecules and b charged biomolecules
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charge carriers increase, the change in the different device 
metrics (threshold voltage and subthreshold swing) will be 
greater, since the flow of a large number of charge carriers 
is affected (which changes the threshold voltage and sub-
threshold swing) when the biomolecules are localized inside 
the cavity [7]. Hence, this will increase the sensitivity of the 
proposed biosensor.

Figures 6 and 7 show variation of the threshold voltage 
sensitivity (SVt) and subthreshold swing sensitivity (SSS) 
in the DM-STGGS-MOSFET for different biomolecules. 
Threshold voltage (Vt) increases while subthreshold swing 
(SS) decreases with the increase in the dielectric constant 
because the subthreshold swing is inversely proportional 
to the effective dielectric constant of the gate oxide. The 
gate oxide capacitance increases with the increasing Kbio [6, 
54], which is the primary reason for a significant increase 
in the relative change in threshold voltage and subthresh-
old swing. Hence, SVt and SSS increase with the increas-
ing dielectric constant of the biomolecule. The presence of 
negatively charged biomolecules inside the cavity further 
increases the threshold voltage because more gate-to-source 
voltage is needed to turn on the device. At constant gate 

voltage, high on-current is obtained at low charge density 
of negatively charged biomolecules [57]. This implies a 
steeper slope in the log (IDS)–VGS curve which indicates 
high subthreshold slope but low subthreshold swing at low 
charge density of biomolecules. High subthreshold slope 
indicates high current variation for a given operating range 
of gate voltage [58]. However, high current variation will 
ultimately result in low subthreshold swing. The subthresh-
old swing decreases with respect to the unfilled cavity case, 
but the relative change in subthreshold swing increases 
with the increasing charge density of negatively charged 
biomolecules.

Table 3 shows the threshold voltage sensitivity (SVt) and 
subthreshold swing sensitivity (SSS) in the DM-STGGS-
MOSFET for different parameter variation. With the 
increase in the length or thickness of the cavity, the dimen-
sion of the cavity increases, which can entrap more biomol-
ecules inside it, and hence, the sensitivity of the biosensor 
increases significantly. Thus, a significant increase in thresh-
old voltage sensitivity can be seen when the length or thick-
ness of the cavity increases. It is quite interesting to note that 
the biosensor under consideration is slightly more sensitive 

Fig. 6   Threshold voltage sensitivity (SVt) variation in the DM-STGGS-MOSFET for a neutral biomolecules and b charged biomolecules

Fig. 7   Subthreshold swing sensitivity (SSS) variation in the DM-STGGS-MOSFET for a neutral biomolecules and b charged biomolecules
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to the length of the cavity than the thickness of the cav-
ity, which is because the gate tends to lose control over the 
flow of charge carriers with the increasing gate oxide thick-
ness (thickness of the cavity is increased). Increasing the 
radius or thickness of the channel will decrease the threshold 
voltage because the same amount of drain current can be 
obtained at a lower VGS due to an increase in the cross-sec-
tional area of the channel, and hence, the threshold voltage 
sensitivity decreases with the increasing radius of the chan-
nel. We can obtain a larger SVt at a lower channel radius, but 
decreasing the channel radius below 10 nm will make the 
quantum effects predominant [59], due to which SVt might 
decrease. Increasing the radius of the channel increases the 
channel cross-sectional area, but interestingly, subthreshold 
swing sensitivity decreases, making the device less sensi-
tive to biomolecules with a larger channel radius. Increasing 
the temperature will decrease the threshold voltage due to 
the generation of a large number of charge carriers at high 
temperature. Thus, the same amount of drain current can 
be obtained at a lower VGS, which decreases the threshold 

voltage of the device, but interestingly, SVt increases with 
the increasing temperature due to the increase in the relative 
change in threshold voltage. When more biomolecules are 
entrapped inside the cavity, a larger variation in subthreshold 
swing can be observed, and hence the subthreshold swing 
sensitivity increases with the increasing length/thickness of 
the cavity. A similar pattern in subthreshold swing sensitiv-
ity can be observed when temperature is increased due to 
generation of large number of charge carriers, and hence 
a relative change in subthreshold swing is more at higher 
temperatures. An increase in the ambient temperature will 
increase both on-current (ION) and off-current (IOFF) in the 
biosensor, but ION/IOFF decreases, which indicates a substan-
tial decrease in subthreshold slope but an increase in the 
subthreshold swing. A decrease in the value of subthresh-
old swing is a good indicator of improved switching perfor-
mance. The maximum SVt obtained here increases to 203% 
for Kbio = 5 and Nf = −5 × 1012/cm2.

Figure 8a shows the off-current sensitivity (SIOFF) and 
on-current sensitivity (SION) variation, whereas Fig. 8b 

Fig. 8   a Off-current sensitivity (SIOFF) and on-current sensitivity (SION) variation and b the ION/IOFF ratio variation for different biomolecules in 
the DM-STGGS-MOSFET

Fig. 9   a Drain current sensitivity (SIDS) as a function of gate-to-source voltage (VGS) and b threshold voltage sensitivity (SVt) in the presence and 
absence of gate oxide stacking in the DM-STGGS-MOSFET
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shows the plot of the ION/IOFF ratio for different biomol-
ecules in the DM-STGGS-MOSFET. The increasing Kbio 
of the biomolecule results in the enhanced gate oxide 
capacitance, and hence the gate has more control over the 
flow of charge carriers, and the on-current decreases. The 
current in the biosensor is not zero at VGS = VTh because 
of the subthreshold current. Due to an increase in effec-
tive oxide capacitance, the channel is weakly inverted even 
before reaching the threshold voltage, which decreases the 
off-current [39]. Thus, both the on-current and off-current 
decrease, but the relative change in ION and IOFF increases. 
However, SION increases significantly more when com-
pared to SIOFF. The ION/IOFF ratio also increases with the 
increasing Kbio (decrease in off-current is dominant, which 
increases the ION/IOFF ratio), which is desirable if the bio-
sensor is to be tested with high-frequency test signals. 
SION increases to 100% for Kbio = 5, and the ION/IOFF ratio 
changes roughly around 5800 times when the cavity is filled 
with biomolecule having a dielectric constant of 5. This 
indicates that the ION/IOFF ratio can be used as a sensing 
parameter to analyze the sensitivity of a biosensor along 

with the other device metrics, which can increase the reli-
ability of the biosensor.

Figure 9a shows the plot of drain current sensitivity 
(SIDS) as a function of gate-to-source voltage (VGS) in 
the DM-STGGS-MOSFET. Drain current flowing in the 
biosensor is highly sensitive to biomolecules when VGS 
is roughly around 0.8 V. SIDS further increases with the 
increase in dielectric constant of the biomolecule. The 
maximum drain current sensitivity obtained is roughly 67% 
obtained for Kbio = 5. Figure 9b shows the plot of thresh-
old voltage sensitivity (SVt) in the DM-STGGS-MOSFET 
with and without gate stacking. SVt significantly increases 
when the biosensor is operated with a gate stack, which 
shows the dominance of gate oxide stacking over a single-
gate oxide layer. With the gate stack, effective gate oxide 
capacitance increases, which changes the potential and 
field distribution across the channel. The increase in the 
effective gate oxide due to gate stacking increases the cou-
pling between the gate and the charge carriers. Hence, a 
larger relative change in threshold voltage increases the 
overall threshold voltage sensitivity with the use of gate 

Fig. 10   Effect of a drain voltage (VDS), b channel doping (NCh), and c normalized cavity length ratio (NLR) on threshold voltage sensitivity (SVt) 
in the DM-STGGS-MOSFET
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oxide stacking. The results obtained are in accordance with 
the previously reported findings [6].

Figure 10 shows the effect of various parameters on 
threshold voltage sensitivity (SVt) in the DM-STGGS-
MOSFET. Figure 10a shows the effect of drain voltage on 
threshold voltage sensitivity. With the increase in drain 
voltage, less gate voltage will be required to turn on the 
device, which decreases the extrinsic threshold voltage, 
and hence SVt decreases with the increasing drain voltage. 
Figure 10b shows the effect of channel doping on threshold 
voltage sensitivity. Increasing the channel doping makes 
it difficult to turn on the device at low VGS because more 
gate voltage will be needed for the complete depletion of 
the channel [6]. Hence, threshold voltage increases but 
SVt decreases with the increase in channel doping in the 
presence of biomolecules. Figure 10c shows the effect of 
normalized cavity length ratio (NLR) on threshold voltage 
sensitivity. It can be clearly seen that increasing the NLR 
increases the threshold voltage sensitivity, because with 
the increasing NLR, more biomolecules can be accommo-
dated inside the cavity, and thus the device becomes more 
sensitive to biomolecules. The biosensor shows maximum 
sensitivity at an NLR of roughly 0.83. This means that a 
high NLR can essentially increase the biosensor sensitivity 
to biomolecules.

5 � Conclusion

An analytical model of a biosensor designed with a sur-
rounding-triple-gate MOSFET (DM-STGGS-MOSFET) 
incorporating gate stacking and a germanium source has 
been proposed in this paper. The analytical model which 
is based upon the center-potential method and parabolic 
approximation has shown excellent agreement with the 
simulated results. Results shows a significant improvement 
in the sensitivity when the silicon source is replaced with a 
germanium source. The achieved sensitivity exceeded 200% 
in some cases, which solidifies its biosensing performance. 
The biosensor has been tested with different neutral and 
charged biomolecules, and the sensitivity of the device has 
been studied by varying different parameters such as cav-
ity length, cavity thickness, channel doping, channel radius, 
drain voltage, and operating temperature. The excellent 
results and enhanced sensitivity make the device a potential 
candidate in the field of bioelectronics, since a small struc-
tural variation in the DM-STGGS-MOSFET can be done to 
detect hazardous or inert gases, and the device can also be 
used to detect different enzymes, chemicals, or potential bio-
logical substances needed for crop damage pre-assessment.
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	       ABSTRACT
The requirement for a renewable and environmentally gracious alternative resource of energy 
has grown in recent years as a result of increased knowledge of the negative impacts of 
petroleum-based fuels on the environment and the regular rise in crude oil prices. Biodiesel 
has been proven to be the ideal replacement for diesel because of its unique qualities, such 
as a huge decrease in greenhouse gas emissions, nonparticulate matter pollutants, non-
sulfur emissions, less toxicity, and degradability. This article examines the pre-treatment 
stage, the physiological and chemical features of WCO, transesterification, esterification, 
and the manufacturing of biofuel from waste-cooked oil using several techniques and catalyst 
types. The elements that influence the stated process parameters are investigated, with a 
particular focus on the methanol to oil ratio (molar ratio), time of reaction, the temperature 
of the reaction, catalyst percentage, and yield of biodiesel. After the production of biodiesel, 
we can optimize the process parameters, for example, methanol to oil ratio, the temperature 
of the reaction, duration of reaction, and catalyst percentage, and also optimize the yield 
of biofuel generation with the CCD design of the Response surface methodology (RSM) 
algorithm using Design Expert software.

INTRODUCTION

Waste cooking oil refers to the production of oil from 
different frying activities, such as oil used in restaurants for 
frying purposes. Two categories of second-hand cooking 
are formed and used: primary and secondary-hand cooking 
oils. Primarily used cooking oil prefers to squander oil from 
clean vegetable oils and is usually generated by restaurants 
and shops. While second- or secondary-used cooking oil is 
waste oil derived from first- or primary-used cooking oil, it 
is typically generated by street vendors. These days, the oil 
is generally just thrown away, lacking any treatment. Then 
it will infect the whole environment when we just pay no 
attention to it. One single alternative to treating this second 
or secondary-used cooking oil is by conversion into biodiesel. 
That substitute will not only have environmental advantages 
but also be economical (Kawentar & Budiman 2013, Uddin 
et al. 2013). In today’s world, power/energy is a crucial 
dynamic component for socioeconomic advancement. It has 
an impact on all aspects of human endeavors, for example, 

crop production, education, and transportation, amongst 
others. Petro-linked fuels are the most common type of fuel 
used in the transportation industry in practically all developed 
countries. Though climate change and rising pumping costs 
have shifted research focus to sustainable energy resources 
(Samuel et al. 2013, Phan & Phan 2008). The search for green 
energy sources is a topical subject that is gaining widespread 
communal and political attention owing to its abridged 
greenhouse gas emissions, biodegradability, sustainability, 
and spirited nature in comparison to fossil fuels and food 
supplies. Transesterification produces biodiesel from 
vegetable oil (waste cooking oil). According to the American 
Society for Testing and Materials (ASTM), biodiesel is 
distinct as a single alkyl ester of a lengthy chain of fatty acids 
resulting from sustainable feedstocks. The main disadvantage 
is the cost, which is significantly greater than that of oil-
derivative diesel. The increased price of virgin or fresh oils, 
which might account for up to 75% of the overall built-up 
price, has resulted in biodiesel manufacturing prices being 
around 1.5 times more than petro-diesel. Waste cooking oils 
are 2 to 3 times less expensive than new virgin oils.

As a result, the total built-up price of biodiesel can be 
considerably reduced (Samuel et al. 2013). Though there 
are several successful reports on biodiesel generation 
from used cooking oil, it is not highly explored owing to 
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the difficulty in transesterification as a result of high free 
fatty acid constituents. In recent work, we report the direct-
scale manufacture of biofuel from waste cooking oil with 
a free fatty acid (FFA) content in the range of 4 to 5%. The 
generation is achieved in a single stage without any preceding 
acid treatment. That’s why the utilization of used oil for fatty 
acid methyl ester (FAME) production or formation is highly 
suggested (Unni et al. 2013).

REACTIONS OF WASTE OIL AND BIODIESEL

Transesterification

As indicated in Fig. 1, the triglyceride constituent of oil 
combines with the methanol in the presence of sodium 
hydroxide or another catalyst to produce esters and glycerol. 
In common, when using vegetable oil and animal fat as an 
initial material, there are three types of transesterification 
systems: homogeneous, heterogeneous, and enzymatic, 
depending on the catalyst used. Because methanol is more 
efficient, UVO is usually reacted with alcohol. Ethyl 
alcohol is used for animal fats, but ethyl alcohol and 
isopropyl alcohol can be used as well. Transesterification is 
supposed to be influenced by a variety of factors, such as 
temperature for reaction, pressure, time of reaction, agitation 
rate, type of alcohol (whether ethanol or methanol is used) 
and molar ratio, kind and concentrations of catalysts used, 
and dampness and FFA concentration in the feedstock 
oil (Sarno & Iuliano 2019, Rizwanul Fattah et al. 2020). 
The physical and chemical qualities of the feedstock oil 
determine the best values for these parameters to achieve 
higher conversion. Today, the majority of biodiesel is made 
from edible vegetable oils that have been transesterified 
using a homogenous alkali catalyst. Homogeneous catalysts, 
which might be liquid or gaseous, are soluble during the 

process. Acidic and alkaline are the two types of them. For 
esterification, acidic catalysts such as H2SO4 are commonly 
employed, while transesterification uses alkaline catalysts, 
for example, NaOH and KOH (Sarno & Iuliano 2019). 
Homogeneous catalysts have the following advantages: (i) 
the ability to catalyze reactions at lower reaction temperatures 
and air pressures; (ii) the ability to achieve a higher level of 
conversion in a shorter period of time; and (iii) availability 
and cost. This method produces a high-quality artifact with 
a quick turnaround time. Only refined vegetable oil with a 
low level of 0.5 wt. percent or less is permitted. Free fatty 
acid or an acid value of not greater than 1 mg KOH.g-1 can 
be used effectively with an alkaline homogeneous catalyst. 
Furthermore, after the reaction is completed, the separation 
of these catalysts necessitates washing biodiesel through 
water, which may result in the slaughter of fatty acid alkyl 
(methyl or ethyl) esters, energy utilization, and the generation 
of huge amounts of dissipated water. As a catalyst is not easy 
to recover and catalyst can induce reactor deterioration, this 
raises the overall cost of biodiesel production. To avoid soap 
generation (due to alkaline catalyst use) and low product 
yields, the triglyceride and alcohol (methanol or ethanol) 
must be anhydrous, and the raw material must have a low 
free fatty acid (FFA) concentration (Sarno & Iuliano 2019, 
Rizwanul Fattah et al. 2020).

Esterification

Because FFAs can cause deposits and engine damage, most 
biodiesel requirements have a maximum FFA level. As 
illustrated in Fig. 2, esterification can be utilized to switch 
free fatty acids to biodiesel while also reducing FFAs. Fatty 
acids interact using alcohol in the absence of a catalyst to 
form fatty acid alkyl (methyl or ethyl) ester in this reaction 
(Biodiesel). The goal of the esterification process is to 

 

Fig. 1: A schematic illustration of the transesterification reaction (Sarno & Iuliano 2019).
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reduce WCO’s acidity. As conventional acid catalysts in the 
esterification process, sulphuric acid (H2SO4), hydrochloric 
acid (HCl), butyl-methyl imidazolium hydrogen sulfate 
(BMIMHSO4), and sulfonic acid are commonly used (Sarno 
& Iuliano 2019, Ghiaci et al. 2011). Titration of oil through 
ethanol and diethyl ether (1:1) alongside potassium hydroxide 
(KOH) via phenolphthalein as a marker determines the acid 
values of the oil. The acid value is equal to 56.1*CV.m-1, 
where V represents the quantity of KOH (mL), C represents 
the concentration of potassium hydroxide (KOH) in M, 
and m represents the heaviness of the oil sample in g. For 
official techniques, AOCS Cd 3d-63 and ASTMD-664 were 
followed in this titration. The catalyst is chosen based on 
acidity. The feedstock can be transesterified without any 
pretreatment if the FFA content is less than 1%. According 
to research findings, maximum conversion is achieved at 2% 
v/v H2SO4. Because the reaction is reversible, equilibrium 
is the greatest stumbling block to its completion. The FFA 
can be reduced by reducing water by preheating in an oven. 
The Alcohol to Methanol Ratio, the catalyst and its amount 
used, and the process temperature are the primary factors 
determining the esterification reaction (Sarno & Iuliano 
2019, Ghiaci et al. 2011).

MATERIALS AND METHODS

If the free fatty acid content in oil exceeds 5% of the 
feedstock, then a pretreatment process is required before 
reacting with the alkaline base catalyst (Ribeiro et al. 2011).

Materials

The WCO used in the making of biodiesel was collected 
from the local street shops and FFA was measured with 
two different oil samples collected from different shops 
(0.7% and 0.2%). For example, methanol with 99% purity, 
potassium hydroxide (KOH) with 90% purity, and for some 
quality checks for oil and biodiesel, phenol red indicator 
LR grade, isopropyl alcohol with 99% purity, bromophenol 
blue, hydrochloric acid 0.01N LR grade for soap content, 
and 1% phenolphthalein indicator were used for excess 
catalyst in the process. Alcohol (methanol) is used for the 
transesterification process, and the KOH base catalyst is used 
as the base catalyst (Table 1).

Synthesis of Methyl Esters

The synthesis or production of biodiesel initially requires 
pretreatment if the FFA content is high. First, the oil is heated 

 

Fig. 2: Schematic illustration of the esterification reaction (Sarno & Iuliano 2019).

 

    Fig. 3a: Shows two layers of upper layer of biodiesel and the bottom 
layer of glycerol.  Fig. 3b: Shows biodiesel after washing.
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to a temperature of 100°C to eliminate any moisture content 
available in the oil, then the heated oil is cooled down. Again, 
heat the oil to a different temperature range, from 40 to  
75°C, the process temperatures are given in the process  
Table 4. After heated oil reaches the desired temperature, 
KOH (normally 0.3 to 1 percent of oil according to FFA 
content of oil, the catalyst % is taken) with methanol is mixed 
(ratio of methanol to oil is calculated as per desired data given 
in Table 4) and added to the process for transesterification 
reaction with continuous stirring of the process mixture at 
a desired temperature. The stirring was also continuous 
for about 45 min to 120 min (all data in Table 4 show the 
minimum range and maximum range of different parameters). 
Thereafter, two layers were produced; the upper layer is of 
biodiesel, and the lower layer is of glycerol, as shown in Fig. 
3a and 3b. Then, the mixture was allowed 24 h to properly 
settle so that all the biodiesel was properly separated from 
the glycerol. After 24 h, the glycerol was separated from 
the biodiesel and further processing was done (washing and 
testing). Washing of biodiesel is done through hot water with 
3 to 5 washes with water and then drying of the biodiesel 
with heating at a temperature of above 100°C for 1 h.

Analysis of Process (Biodiesel)

After the synthesis of biodiesel and before washing, the 

quality check for biodiesel is done. By using the 3/27 
methanol test (Heisner 2020), you can check whether the 
oil is properly reacted or not. In this test, 3mL of prepared 
biodiesel was taken and added to 27 mL of methanol, then 
mixed vigorously in the vial for 5 to 10 seconds. If there is 
any oil or unreacted oil or fall seen at the bottom of the vial, 
it means the oil is not properly reacted. If there is no fall seen 
at the bottom, it means the oil is properly reacted. The 3/27 
methanol test was performed both before and after washing 
the biodiesel (see Fig. 4a and 4b).

Excess Catalyst in Biodiesel

The high level of catalyst content in biodiesel leads to the 
problem of soap formation and increases the soap ppm level 
in biodiesel. By eliminating or removing excess catalyst 
(KOH) in prepared biodiesel, take 100 mL of isopropyl 
alcohol into a 250 mL beaker and then add about 12 mL of 
biodiesel. Mix properly. Add 5 drops of 1% phenolpthalein 
indicator to the beaker. If the solution in the beaker stays 
clear, it means there is no extra catalyst in the biodiesel. If 
the solution turns magenta after the addition of the indicator, 
it means there is some extra catalyst present in the biodiesel. 
The biodiesel requires some treatment to neutralize it, so 
take 0.01 N HCL and put the HCL drop-wise in the beaker 
slowly until the solution color changes from magenta to clear 
solution. After the excess catalyst removal process, the next 
step is the soap content test for the biodiesel.

Soap Content Test for Biodiesel

The high level of soap content in biodiesel results in the 
clogging of filters and engines of automobiles. The soap 

Table 1: Quality analysis of oil and biodiesel.

Quality parameters Analysis result

Acid value of oil 9mg.KOH-1.g-1

Free fatty acid content in oil 4.5%

Soap content(ppm) 285ppm

 
Fig. 4a: Conversion complete (no fall seen).

 
Fig. 4b: Incomplete conversion (fall seen).
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content of fuels should be according to the ASTM standard 
as shown in Table 2. The testing of soap content for biodiesel 
requires 0.01 N HCL, bromophenol blue, and isopropyl 
alcohol. Take 100 mL of isopropyl alcohol into a 250 mL 
beaker, then add about 12 mL of biodiesel into the beaker 
and mix them. Add 15 to 20 drops of bromophenol blue into 
the beaker until the solution turns a dark blue color. After 
that, titrate the solution with 0.01 N HCL. Note that the 
mL of HCL is required to change the color of the solution 
from a dark blue color to a yellowish color. Soap content 
should be checked before and after washing and drying. In 
the case of the KOH catalyst, the 320 value factor is taken, 
and in the case of the NaOH catalyst, the 304 value factor 
is used. The ppm is calculated by multiplying the catalyst 
factor by the amount of HCL required to get the PPM of the 
biodiesel sample.

RESULTS AND DISCUSSION

Experimental Design and Parameters Optimization

Box-Behnken design (BBD) and central composite design 
are the two major experimental designs utilized for response 
surface optimization (CCD). In this study, we used design 
expert software to apply the CCD design of the response 
surface methodology. In the response surface approach, two 
essential models are typically used, namely the first-degree 
and second-degree models (Kumar Ghosh & Mittal 2021). 
When the response can be well explained by a linear func-
tion of independent variables, a first-degree model is used. 
However, when the system has curvature, a second-degree 
model is used, and a high-degree polynomial is used. In all 
of these models, there is a correlation between independent 

variables like time of reaction, temperature, molar ratio, cata-
lyst weight percent, and the resulting variable (yield percent). 
Table 3 shows the practical amounts and ranges of several 
independent variables used in the production of biodiesel. 
In this work, 30 experimental runs were done and consisted 
of 16 factorial, 8 axial, and 6 center points. The 2nd-degree 
model is applied in this article, which suggests 30 runs. We 
already discussed how this system shows curvature.

Experimental design for the production of biodiesel: the 
coded values of different independent variables are specified 
in Table 4. The methanol to oil (molar ratio) and catalyst 
percent are represented by the coded variables x

1
 and x2. The 

x
3 and x

4
 denote the temperature of the reaction and time, 

respectively (Kumar Ghosh & Mittal 2021).

Quadratic equation Eq. (1) states the performance of the 
system. For multiple regression data analysis, a statistical 
program was utilized. Calculating the regression equation 
and studying the response of 3D surface plots and contour 
plots provides the optimum value of selected variables.

	Y = β0 + ∑j
k
=1 βjxj + ∑k

i =1 βjjxj
2 + ∑∑k

i<j βijxixj + ε             …(1)

Whereas Y denotes the biodiesel yield percentage, and 
xi, and xj represent actual independent variables in the ap-
pearance of encoding; β

0
, β

j
, β

jj
, and β

ij 
expressed as inter-

cept,linear,quadratic, and interaction constant coefficients 
also ε denotes a random error.

Regression Equation for Yield of Biodiesel

The essential parameters that affect the resultant (biodiesel 
yield) are; the molar ratio (methanol to oil ratio (x1)), catalyst 
percentage (x2), the temperature of reaction (x3), time of 
reaction (x4) (Kumar Ghosh & Mittal 2021). Experimental 

Table 2: Analyzing the quality of biodiesel based on the soap content chart.

Soap Content Fuel Quality

at or below 41 ppm (NaOH) or 66 ppm (KOH) Within ASTM standards

Above ASTM Standards but Below 200 ppm Should not pose any threat to a fuel filter or engine

200-300 ppm maximum soap content which should be allowed in fuel

300-400 ppm May clog fuel filters, not recommended, wash more

400-500 ppm High soap content, not recommended, wash more

Above 500 ppm Can possibly leave ash in your engine and cause long-term damage, not recommended, wash 
more

Table 3: Levels of independent variables for the experimental design.

Factor Name Units Minimum Maximum Mean

A Methanol/oil ratio (x
1
) Mol.mol-1 1.0000 13.00 7.00

B KOH catalyst (x
2
) % -0.0500 1.75 0.8500

C Temperature (x
3
) °C 42.50 72.50 57.50

D Time (x
4
) Min 7.50 157.50 82.50
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runs are carried out to find the coordination between different 
parameters. The observed verdicts of the whole factorial 
central CCD were compared to the polynomial Eq. (1) us-
ing multiple regression analysis in Table 4. The equation of 
multiple regression for the yield of biodiesel formation as a 
function of many variables is shown in Eq. (2).

Y = - 1.73211 + 1.47311x
1
 + 10.17824x

2
 – 0.145439x

3
 + 

0.107262x
4
 – 0.045366x

1

2
 – 2.26447x

2

2
 + 0.001667x

3

2
– 

0.000111x
4

2
 – 0.391099x

1
x

2 
+ 0.000304x

1
x

3
 – 0.003777x

1
x

4
 

– 0.006894x
2
x

3
 – 0.025322x

2
x

4 
– 0.000504x

3
x

4 	
 …(2)

The sign attached to the coefficient predicts the impact 
of the regression coefficients on the result or response. A 

negative sign indicates a combative effect, while a positive 
sign indicates a coadjuvant result..x

1
,x

2
,x

3
,x

4 
are four linear 

factors, and the interaction of x
1
x

4 
The coadjuvant effect 

is represented by the remaining quadratic intercepts.x
1

2
, 

x
2

2
, x

3

2
, x

4

2
 and relations of x

1
x

2 
, x

1
x

3 ,
 x

1
x

4 ,
 x

2
x

3
, x

2
x

4
, x

3
x

4
 

predicts the combative effect. Confirmation of adequacy of 
the model is determined by the use of analysis of variance 
(ANOVA) (Kumar Ghosh & Mittal 2021) given in Table 5. 
Coefficient of determination R2 is utilized to test whether 
the model is fit or not, the R2 is calculated as 0.9363, sug-
gesting that previously model states or explain 93.63% of 
the response variability, the transesterification experiment 
factors exhibited a total variation of 93.63(R2) and adj.R2 

Table 4: CCD design for biodiesel production.

Runs Independent variables Points Yield

(x
1
)  (x

2
)  (x

3
) (x4)

1 7 0.85 72.5 82.5 Axial             98.4

2 4 0.4 65 120 Factorial        70.6

3 10 0.4 50 120 Factorial        96.8

4 7 0.85 57.5 82.5 Center           86.8

5 4 0.4 50 45 Factorial        32.6

6 7 0.85 57.5 82.5 Center           86.2

7 7 0.85 57.5 82.5 Center           98.7

8 7 0.85 57.5 82.5 Center           98.7

9 10 1.3 65 120 Factorial           80

10 4 1.3 65 45 Factorial        84.2

11 4 0.4 65 45 Factorial        38.7

12 4 1.3 50 45 Factorial        82.2

13 10 0.4 50 45 Factorial           82

14 4 1.3 65 120 Factorial        92.5

15 7 0.85 57.5 82.5 Center           98.7

16 7 0.85 57.5 157.5 Axial             98.5

17 10 0.4 65 120 Factorial        94.8

18 7 1.75 57.5 82.5 Axial                78

19 1 0.85 57.5 82.5 Axial             38.9

20 7 0.85 57.5 82.5 Center           98.7

21 4 0.4 50 120 Factorial        85.7

22 10 1.3 65 45 Factorial        92.3

23 4 1.3 50 120 Factorial        90.6

24 10 1.3 50 120 Factorial        86.5

25 7 0.05 57.5 82.5 Axial             41.3

26 7 0.85 42.5 82.5 Axial             95.2

27 10 1.3 50 45 Factorial        94.6

28 13 0.85 57.5 82.5 Axial             88.8

29 7 0.85 57.5 7.5 Axial             60.1

30 10 0.4 65 45 Factorial        92.3
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of 87.68%. This states to facilitate the model has the best 
association and makes an accurate prediction. In an analysis 
of variance, (ANOVA) of Table 5 shows the probability of 
p-value is not greater than 0.0001 which means the model 
is significant (Anbessa & Karthikeyan 2019). 

Analysis of the Impact of  Transesterification 
Parameters

Graphically, contour and 3D surface plots show the effects of 
transesterification parameters on the result (biodiesel yield). 

Table 5: ANOVA analysis of variance for a yield of biodiesel.

Source Sum of Squares df Mean Square F-value p-value

Model 41.41 14 2.96 15.75 < 0.0001 significant

A-Methanol/oil ratio 9.65 1 9.65 51.39 < 0.0001

B-KOH catalyst 5.94 1 5.94 31.62 < 0.0001

C-Temperature 0.0011 1 0.0011 0.0060 0.9391

D-Time 4.85 1 4.85 25.83 0.0001

AB 4.46 1 4.46 23.75 0.0002

AC 0.0007 1 0.0007 0.0040 0.9505

AD 2.89 1 2.89 15.38 0.0014

BC 0.0087 1 0.0087 0.0461 0.8329

BD 2.92 1 2.92 15.55 0.0013

CD 0.3215 1 0.3215 1.71 0.2105

A² 4.57 1 4.57 24.34 0.0002

B² 5.77 1 5.77 30.71 < 0.0001

C² 0.2411 1 0.2411 1.28 0.2750

D² 0.6692 1 0.6692 3.56 0.0786

Residual 2.82 15 0.1878

Lack of Fit 2.28 10 0.2281 2.12 0.2099 not significant

Pure Error 0.5369 5 0.1074

Cor Total 44.23 29

“R2 = 93.63% and adj.R2 = 87.68%

 

 Fig. 5: (a) Represents a Contour plot and (b)shows a 3D surface plot showing the interaction of methanol/oil ratio and catalyst wt%.
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Fig. 5(a) depicts the relationship between the methanol/
oil ratio and the catalyst percent, as well as the effect on 
yield. According to Fig. 5(b) of the 3D surface plot, as the 
molar ratio (methanol/oil ratio) increases, so does the yield 
of biodiesel, which ranges from 4:1 to 10:1. the optimal 
methanol/oil ratio is determined by optimization. The best 
optimum ratio that was achieved is a 10:1 methanol/oil 
ratio, and this gives a yield of 98.84% for biodiesel. By 
observing the data, it is found that increasing the methanol/
oil ratio with catalyst gives an increment in biodiesel yield 
due to the higher number of active sites. However, too much 
catalyst percent results in excess emulsion (Hazmi et al. 

2021). maximum yield is obtained at optimized conditions 
of methanol/oil ratio (10:1) and catalyst 1.3%, which gives 
98.84 yields.

Likely, Fig. 6(a) and (b) indicate the effects of interactive 
factors such as KOH catalyst percentage and temperature 
of reaction on the resultant response. Fig. 7(a) and (b) 
show the response of correlated factors to the methanol/
oil ratio and temperature of the reaction. A 3D surface plot 
represents the increase in yield of biodiesel as temperature 
increments from 50°C to 65°C. This increase in yield is 
because the speed of transesterification ranges increases 
as the temperature increments due to the enhancement of a 

 

 

 

Fig. 6: (a) Represents contour plot (b) 3D surface plot shows the interaction of catalyst % and temperature.

 

 

 

 

Fig. 7: (a) Represents contour plot (b) Shows 3D surface plot andrelations of methanol/oil ratio and temperature. 
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Fig. 8: (a) Represents contour plot (b) Shows 3D surface plot and relations of methanol/oil ratioand reaction time.

Table 6: Optimized result of the process.

Transesterification parameters Optimum values

Yield of biodiesel 98.84%

Methanol/oil ratio 10:1

Catalyst% 1.3%

temperature 65°C

time 45 min

homogenous mixture (miscibility) when methanol and oil are 
mixed at high temperatures (Kumar Ghosh & Mittal 2021). 
The optimum temperature for the best yield is 65°C, which 
is optimized through RSM optimization with 1.3% catalyst 
loading for a higher yield.

Fig. 8(a) and (b) represent the interaction of molar ratio 
(methanol to oil ratio) and reaction time and its effect on the 
resultant (yield) of biodiesel. Higher ratios of methanol to oil 
lead to a more rapid conversion of biodiesel. Also, the time of 
reaction for the process depends on the nature of the catalyst 
(acid or base catalyst). Typically, the catalyst requires less 
significant time (1–2 h) for the conversion of biodiesel from 
oil. As the yield of biodiesel increases with reaction time, 
excess time of the reaction can lead to deteriorated yield and 
more glycerol production (Kumar Ghosh & Mittal 2021). 
After optimization, the optimum reaction time was 45 min 
for high conversion.

The optimized values are calculated from the regression 
equations. The different transesterification parameters 
are summarized. After studying the contour plot and 3D 
surface plots, we get optimum values for the highest yields 
of biodiesel production. The maximal yield of biodiesel is 

calculated to be 98.84% and was predicted using design 
expert software as the methanol/oil ratio =10:1 catalyst 
=1.3%, temperature =65°C, and time =45 min. We can 
conclude from the analysis of all contours and surfaced plots 
that the maximum yield of biodiesel obtained was 98.84%. 
The optimized results are given in Table 6.

CONCLUSION

The conversion of biodiesel from triglycerides is based on 
important parameters and the response surface methodology. 
The optimized results are obtained by solving the regression 
equation by using the CCD of the response surface 
methodology. The response surface methodology is a suitable 
method to optimize the best or highest level of yield. Thirty 
experimental runs were carried out for analysis using CCD-
based RSM. Studying contours and 3D surface plots were 
utilized to find optimum results. Whereas we get 98.84% 
of the yield achieved at methanol/oil ratio (10:1), catalyst 
percentage (1.3%), temperature (65°C), and time (45 min). 
This study represents a better yield of biodiesel production 
and a long-term solution for environmental benefits.
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Abstract
Emerging applications of wireless sensor networks (WSNs) in various domain of real-life require establishment of such

routing topology for wireless sensors which can balance energy consumption with delay minimization. Despite a plethora

research on energy and delay optimization in this field, work on developing delay minimum and energy efficient connected

routing topology on heterogenous bi-directional WSNs where each node is assigned with a power interval, remain

untouched. Considering this problem, we have introduced ‘Interval data based graph model (IDGM)’ and ‘Sorted-interval

data based graph model (S-IDGM)’ of WSNs to explicitly deal with nodes’ power interval and proposed ‘Energy and Delay

Optimization (EDO)’ algorithm to optimize S-IDGM such that the maximum topology delay, total topology delay and

maximum node’s power interval become minimum in polynomial time complexity. A new function is formulated to

estimate topology delay based on link distance and link interference after showing dependency analysis between link

distance and link interference on large number of WSNs towards achieving optimal solutions. Extensive simulation work,

graphical and statistical t-test analysis have been carried out to show the performance of EDO algorithm in minimizing

topology delay and nodes’ power consumption, better than the existing algorithms from similar grounds. t-test analysis

shows that the proposed EDO algorithm achieves optimal energy saving of nodes at 5% level of significance along with

optimal minimization of max and total topology delay at 2% level of significance on S-IDGMs.

Keywords Wireless sensor networks (WSNs) � Algorithm � Energy-Delay Tradeoff � Minimum spanning tree (MST) �
Path cover

1 Introduction

Wireless sensor network (WSN) is the most evolutionary

technology now-a-days because of the facilitation of low-

cost multi-functional wireless sensors that are small in size

and communicate untethered using radio signals, con-

tributing to large number of applications in various fields

involving tasks like environmental monitoring, health and

well-ness monitoring, power monitoring, inventory and

location monitoring, military surveillance, tracking objects,

animals, humans and vehicles etc [3, 27, 44]. Each sensor

has capability of sensing, processing and transmitting radio

signals by organizing a multi-hop routing topology among

themselves [4, 32, 38]. Since sensors are battery powered

and once their energy gets drained, they will no longer

contribute to any of the task in the network. Depletion of

their power is largely depending on transmission than

sensing and processing [30]. Therefore in order to conserve

nodes power, authors in history develop and engage many

strategies like minimization of transmission energy by

following shortest path, transmission power adaptation,

data gathering or clustering, duty-cycle concept, construc-

tion of low interference topology and etc

[9, 11, 12, 21, 28, 41].

1.1 Energy-delay tradeoff

It has been observed that routing topologies which aim to

minimize nodes’ power consumption or focus on saving

nodes’ power adversely affect delivery of data packets

[10, 20]. This means that route with minimum energy
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consumption causes longer delay in transmitting data

packets between the nodes. This is because nodes use

smaller transmission range to communicate in order to save

their energy and prefer to have hop-by-hop transmission

[25, 29]. Delay increases with number of intermediate hops

existing between source to destination nodes because data

is sensed, processed and transmitted as many time as

number of intermediate hops and this contributes process-

ing, propagation, transmission and queuing delay [24, 31].

Therefore delay minimization costs maximization of

energy consumption since it requires longer transmission

range of every source node to directly transmit data packets

to its destination node. Work alone to minimize end-to-end

routing delay shortens the network lifetime and work alone

to minimize network energy consumption promotes routing

delay. This issue in WSNs is called Energy-Delay Tradeoff

[1, 5, 8, 22, 42] and has been a prime concern from past

many years to resolve. Many authors work towards this

Energy-Delay Tradeoff by formulating weighted function

of some energy consumption causing factors as well as

delay causing factors and use value of their formulated

function to achieve desired routing goals. Some authors

attempt to minimize delay factor more if the goal is to meet

packet delivery deadline and some prioritize low trans-

mission cost path in order to save nodes energy with some

delay constraint [5, 13, 16, 36, 43, 45].

1.2 Research gaps

Existing approaches on Energy-Delay Tradeoff result delay

constraint energy aware path between source to destination

node based on hop counts by ignoring rest of the topology.

Also work on minimization of nodes power consumption

with delay optimization at topology level is so rare.

Existing attempts do not visualise nodes power consump-

tion explicitly while minimizing delay [15, 43] whether

nodes are having variable transmission range or not. Some

authors estimate queuing, transmission and propagation

delay [18, 36] with the ignorance of transmission failure or

retransmission and collision of data packets due to inter-

ference factor in large and dense networks. This retrans-

mission and packets collision contribute to more delay in

data delivery along with nodes’ power consumption

[8, 17, 31, 34]. Selvi et al. in [36] estimate end-to-end delay

including propagation delay, processing delay, transmis-

sion delay and queuing delay, from source S to destination

D using Eq. (1).

Delayend�to�endðS;DÞ ¼
X

i;j

1

a� b

� �
þ 1

/
þ dði; jÞ

l

� �

ð1Þ

where a; b are constant, / is bandwidth link, l is the

propagation speed and d(i, j) is the distance between

intermediate nodes, called hop length or link distance. Here

authors didn’t consider retransmission or interference fac-

tor in estimating end-to-end delay.

Moreover solution to Energy-Delay Tradeoff on bi-di-

rectional connected heterogenous WSNs where nodes are

allowed to vary their transmission range and are assigned

with appropriate power interval is still unexplored on

topology level.

1.3 Motivation

These existing gaps motivate us to bring out a methodology

to obtain delay minimum energy efficient connected rout-

ing topology considering interference factor which simul-

taneously work to minimize nodes’ power consumption

and topology delay on bidirectional connected heteroge-

nous WSNs where each sensor node has been allowed to

vary its transmission range within a power interval. To

estimate delay, hop counts won’t be considered since this

work is dealt with bi-directional connected topology and

each node has to present to maintain the topology con-

nectivity therefore hop length (or link distance) between

every communicating node is the first factor to estimate

delay between every communicating sensor nodes as

Eq. (1) implies that Delayend�to�endðS;DÞ_
P

i;jðdði; jÞÞ
where / and l are assumed to be same for each sensor

nodes in the network.

As delivery time between any two nodes increases with

distance but opting a shortest distance doesn’t imply fast

data delivery between any two nodes until the path carries

low interference in a dense network. In view of this, the

new link-level interference model, introduced by Sun et al.

in [39] has been engaged to mitigate interference in the

network which in turn reduces topology delay as well as

nodes’ power consumption, is the new metric and second

factor to estimate topology delay in the proposed work.

Briefing the points of motivation and improvements:

(1) Proposed methodology attempts to minimize overall

topology delay with power consumption while the

existing work focuses to minimize end-to-end delay

between sender and receiver nodes only.

(2) Proposed work shows minimization of nodes power

consumption explicitly in the form of power interval

while no delay minimization work from literature

shows reduction of nodes power consumption

explicitly.

(3) Our work on developing energy and delay minimum

topology on those WSNs whose nodes are assigned

with power interval, considers interference factor
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along with distance factor to estimate topology delay

by engaging the link interference model introduced

in [39] while most of the existing work ignores this

retransmission or delay causing factor.

1.4 Contribution

The manifold contributions of the proposed work are as

follows:

(1) Introduction of ‘Interval data based graph model

(IDGM)’ and ‘Sorted-interval data based graph

model (S-IDGM)’ for type of bi-directional con-

nected heterogenous WSNs where each node is

weighted with a power interval so that nodes can

vary their transmission range in the power interval

according to communication requirement.

(2) A new weighted ‘Delay estimation (DE) function’

based on distance and interference factors has been

formulated after showing dependency analysis

between link distance (hop length) and link interfer-

ence towards optimality.

(3) A polynomial time ‘Energy and Delay Optimization

(EDO) algorithm’ has been proposed to obtain an

energy and delay optimized connected routing

topology on S-IDGMs using DE function. EDO

algorithm works under an optimal delay constraint in

an energy efficient way and so it minimizes node

power consumption and topology delay

simultaneously.

(4) Energy efficiency of EDO algorithm is shown in

term of percentage of energy saving by reducing the

upper bound of maximally assigned power intervals

along with minimization of topology delay.

(5) Extensive simulation work, graphical and statistical

t-test analysis have been carried out to show the

performance and comparison of EDO algorithm with

delay minimum spanning tree, algorithms described

in [23] and [19] on S-IDGMs in term of maximum

and total topology delay, maximum power consump-

tion interval and percentage of energy saving.

1.5 Organization of paper

The rest of the paper is organized in the following section:

Sect. 2 surveys the related work, Sect. 3 introduces

important terminologies, details of opted and proposed

models. Section 4 presents the proposed problem with

linear programming, pseudo-code and explanation of pro-

posed algorithm. Performance evaluation and comparison

are shown in Sect. 5. Section 6 concludes the paper.

2 Related work

There has been lot of research work carried out during past

many years to optimize power consumption and routing

delay as well as to have an optimal solution to the Energy-

Delay Tradeoff in WSNs. Authors worked with different

strategies and introduced many methodologies to either

optimize transmission energy or routing delay or both with

the involvement of different estimation metrics. Here, we

have mentioned some of them targeting the same goal with

different approaches. Some may involve different models

of WSNs.

Authors in [40] proposed an approach to minimize

energy consumption where packets need to be delivered

within a deadline. The approach involves optimal

scheduling for packet transmission by varying power level

of nodes and transmission time so that the packets must be

delivered within a given time frame. In this, delay causing

factors while routing has not been considered explicitly. In

[2], an energy-aware multi-hop centralized routing

scheme can be seen where static as well as mobile gateway

nodes have been engaged to handle packet delivery tasks to

minimize energy consumption and end-to-end transmission

delay. Authors used weighted fair queuing (WFQ) packet

scheduling methodology to acknowledge traffic at each

intermediate node and a node with least load had been

considered for data forwarding from source to destination

node. However, WFQ mechanism might be complicated

and costly for resource constraint sensor nodes. Authors in

[30] come-up with an algorithm to find lowest energy

consuming path following a delay bound. In this, path

delay has been estimated undertaking medium access layer

contention. Authors in [15] introduced energy efficient

routing scheme with delay bound using Bellman-Ford

algorithm, path length and hop count concept. Approaches

involved in this paper limits the number of iterations and

hop counts while determining the delay constraint routing

path. A real-time delay attack detection and isolation

scheme has been proposed in [33] where methodology is

based on machine learning mechanism along with a route-

handoff mechanism. A concentric circular bands (CCBs)

based data forwarding scheme from source to sink node

optimizing transmission energy or routing delay or both

has been proposed in [5]. In this, authors considered dense

and uniformly distributed homogenous sensor network to

estimate energy consumption and delay. An energy opti-

mizing technique has been proposed in [14] where data

collection in large and dense WSNs are accomplished

using projection-based compressive data gathering which

aids to conserve nodes’ energy and extend network life-

time. Authors in [37] proposed an algorithm for detecting

cluster head based on trust value among neighbor nodes
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based on the Received Signal Strength Index (RSSI) to

reduce the network energy drainage and enhance the net-

work lifetime. Authors in [8] introduced delay concerned

routing protocol by believing that delay can be minimized

by reducing intermediate hop counts. Using realistic

unreliable link models with hop counts, hop length and

transmission power factors, authors in [45] obtained lower

bound of energy-delay tradeoff in Rayleigh fast fading and

Rayleigh block fading channels. Authors in [16] used

multiple mobile base stations to minimize latency and

engaged minimum Wiener index spanning tree (MWST) as

a routing topology. In this, number of hop counts had been

considered to estimate latency. Although adopting multiple

mobile base stations make the network costly. Further, a

‘delay-constrained energy multi-hop (DCEM)’ algorithm,

proposed in [18], provides a solution of TED (Tradeoff

between Energy and Delay) optimization problem in real-

time cluster-based routing by adjusting the distance and

residual energy factor. Authors used queuing theory to find

queuing delay to estimate end-to-end routing delay. How-

ever, authors ignored the unreliability factor in queuing

delay estimation, also it is defined for homogenous WSN

only. Authors in [17] estimated delay considering link

reliability as well as unreliability factors by involving

access delay and collision delay. Collision delay had been

taken equivalent to the number of interfering nodes at a

time of transmission lying inside the transmission disc of

other nodes. Working of the algorithm is very local.

Authors in [43] dealt with the Energy-Delay Tradeoff

considering unreliable links in both hop-by-hop routing and

end-to-end routing of data packets. With the minimization

of delay based on transmission and queuing delay, authors

provided an optimal power assignment to each links

involved in transmission. Optimal power assignment to the

nodes in the topology had been left in this work. Authors in

[10] proposed MDET algorithm to construct minimum

delay and energy-efficient tree for data flooding in low-

duty-cycle WSNs. This algorithm finds shortest path using

expected transmission count and improves the energy

efficiency in a local manner. Authors involved sleep-

wakeup delay of duty-cycle with packet transmission delay

of each hop under unreliability situation to estimate end-to-

end delay. Minimization of delay and energy consumption

by engaging optimal duty-cycle can be also be seen in [42].

Authors believed to take minimum intermediate hops in

dense WSNs undergoing duty-cycle. Authors in [36] pro-

posed DCEMRA algorithm to minimize energy consump-

tion in cluster-based routing without increasing end-to-end

delay. In this, nodes’ remaining energy was computed

using distance and data delivery time. DFS algorithm was

used to have low cost multiple paths and one of the best

path was chosen based on beacon messages. Authors for-

mulated a function to estimate end-end delay comprises of

transmission delay, propagation delay, queuing delay and

processing delay which majorly depends on distance

between the intermediate nodes. However, the algorithm

works on homogenous WSNs.

Major research in this domain has been done to optimize

end-to-end routing delay between sender to receiver node

and transmission energy cost of data packets travelling the

same route. No work has explicitly shown reduction of

nodes’ power consumption with delay minimization, nei-

ther at transmission level nor at topology construction

level.

Different from previously related work, we first attempt

to obtain energy and delay optimized connected topology

for a heterogenous bidirectional WSN where power

assignment of each node has been explicitly considered

throughout the methodology. In this paper, we work with

those WSNs whose nodes have been assigned with power

intervals so that each node can adjust its transmission range

according to the communication requirement. Furthermore,

two factors that are distance between the nodes [36] and

link interference model, introduced in [39], have been

considered to estimate topology delay to obtain delay

minimized and energy efficient reliable routing topology

on an interval data based graph model of WSNs.

3 Proposed work

Our work comprises of previously defined definitions,

formulas, models, newly proposed models, new functions

and algorithms. Moving ahead step-by-step with proper

description of every important terminology, models, func-

tions and algorithms.

3.1 Preliminaries

Here we introduce some important terminologies, concepts

and abbreviations which have been a part of the proposed

work.

(1) Graphical layout of WSNs A bidirectional WSN can

be represented as a connected undirected graph,

denoted as G(V, E) where V denotes the set of all

sensor nodes and E denotes the set of all transmission

links.

(2) Transmission cost TC TC is the cost of energy

required by a node u to transmit data packets to

another node v and is equivalent to c1 þ
c2d

a; where d ¼ jjuvjj; a ð2� a� 4Þ is the path

loss gradient depending on transmission environ-

ment, c1 and c2 are some constant depending on

electronic characteristics of wireless devices [26]. It

has been denoted as TC(u, v) when the transmission
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is from u to v and TC(v, u) when the transmission is

from v to u. In bi-directional WSNs,

TCðu; vÞ ¼ TCðv; uÞ ¼ maxfTCðu; vÞ; TCðv; uÞg,
can be taken symmetrically [28] and written as

TC(uv), uv depicts the bi-directional link. Panda and

Shetty in [28] compute transmission cost of a bi-

directional link uv as TCðuvÞ ¼ jjuvjj2, an approxi-

mate estimation.

(3) Nodes power assignment In WSNs, a power function

P : V ! Rþ has been defined to assign sufficiently

high transmit power to each sensor node u so that it

can directly communicate its farthest node v i.e.

PðuÞ ¼ maxuv2EfTCðuvÞg [35].
(4) Power interval PI When the power assignment to

each node has been done in the form of interval so

that nodes can vary their transmission range from

minimum to maximum power level depending upon

the transmission need. It is denoted as PIðuÞ ¼
½PminðuÞ;PmaxðuÞ� for any arbitrary node u. PminðuÞ ¼
minuv2EfTCðuvÞg and PmaxðuÞ ¼ maxuv2EfTCðuvÞg
[19]. Let’s see an illustration of PI assignment on a

network, redrawn from [28], using the theory intro-

duced in [19]. The weight on each edge of Fig. 1 is

the square of the Euclidean distance between end

nodes i.e. jjabj2 for two adjacent nodes a and b, taken
as a transmission cost of bi-directional link ab [28].

Now consider node ‘a’ of Fig. 1, mentioning all the

links incident on ‘a’ with Euclidean distance i.e.

jjabjj2 ¼ 252; jjacjj2 ¼ 14; jjadjj2 ¼ 589; jjaejj2¼34.

Minimum and maximum weight among all the links

incident on ‘a’ is 14 and 589 respectively. Therefore

PIðaÞ ¼ ½14; 589� is the range of power assigned to

node a i.e. Pa  PIðaÞ and likewise PIðbÞ ¼

½75; 252�;PIðcÞ ¼ ½12; 428�;PIðdÞ ¼ ½75; 589� and

PIðeÞ ¼ ½12; 452� are computed power intervals

corresponding to nodes b; c; d; and e respectively.

Hence

P a = [14,589],

P b = [75,252],

P c = [12,428],

P d = [75,589]

and Pe ¼ ½12; 452� are

assigned power intervals in Fig. 1. Moreover, inter-

val graph theory results a power interval to each link

which is the intersection of power intervals of its end

nodes as for example available power interval on a

bi-directional link ab is PIðaÞ \ PIðbÞ and denoted

by PIab. Table 1 shows the available power interval

on each link of the WSN given in Fig. 1 [19].

(5) Maximally assigned power node A node having

power interval with maximum upper bound i.e.

max PI, is called maximally assigned power node. A

maximally assigned power node retains a communi-

cation link with maximum transmission cost as in

Fig. 1 nodes a and d retain a communication link of

max transmission cost 589 and so their power

intervals have maximum upper bound. Therefore

a and d are called maximally assigned power nodes.

(6) Minimally assigned power node A node having

power interval with minimum upper bound i.e.

min PI, is called minimally assigned power node as

in Fig. 1 node b is minimally assigned power node.

3.2 Interval data based graph model (IDGM)
and Sorted-interval data based graph model
(S-IDGM) of WSNs

In this section, we introduce IDGM and S-IDGM of a

bidirectional WSN where each node is carrying a weight in

interval form. The S-IDGM has been used in our work to

compare the nodes’ power intervals by just seeing their

labels which consequently reduces the algorithmic com-

plexity. Not every WSN can form an interval graph layout

even having interval weight on each node [7]. Therefore

the type of WSNs whose underlying graph models show

the interval weight on each node, do not require to satisfy

interval graph properties, are called ‘interval data based

Fig. 1 Weighted complete graph with power intervals

Table 1 Available power interval on each link of Fig. 1

PIbc 2 ½75; 252� PIac 2 ½14; 428�
PIbe 2 ½75; 252� PIdc 2 ½75; 428�
PIbd 2 ½75; 252� PIae 2 ½14; 452�
PIba 2 ½75; 252� PIde 2 ½75; 452�
PIce 2 ½12; 428� PIad 2 ½75; 589�
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graph model (IDGM)’ of WSNs. Figure 2 is one of an

illustration of IDGM.

Every interval graph is an IDGM but converse doesn’t

hold always because in an interval graph, two nods are

adjacent if and only if their power intervals intersect [6]. In

Fig. 2, one can see power intervals of non-adjacent nodes

are also intersecting hence this can’t be an interval graph so

it is called an IDGM of WSN.

Sorted-interval data based graph model of WSN (S-

IDGM) Sorting power intervals of an IDGM in an

increasing order of their upper bounds results a S-IDGM.

Figure 4 shows S-IDGM of Fig. 2.

An intersection model, described in [6] has been used

for sorting the power intervals because of its low com-

plexity. Even though the intersection model, given in [6]

has been described for interval graphs, it can work for

IDGM also but in one way only, not viceversa i.e. one can

have an intersection model of an IDGM for a sorting

purpose but can’t form an IDGM from an intersection

model if the IDGM is not an interval graph. Figure 3 shows

the intersection model of Fig. 2.

Sorting and relabelling the nodes as u1; u2; :::; un fol-

lowing increasing order of power intervals is the very first

requirement of our methodology. A node with higher

subscript is the node with higher power interval. Figure 4

which is a S-IDGM of Fig. 2, visualising that power

intervals are increasing with nodes’ subscript and vicev-

ersa. Although there are two cases, which have been

observed during sorting; first is two or more nodes can

have same upper bound of power consumption as seen in

Fig. 2, therefore labelling order depends on the lower

bound of their power intervals i.e. node with lesser lower

bound of power consumption has been labelled with lesser

subscript and the node with higher power consuming lower

bound has been labelled with higher subscript, as seen in

Fig. 4. Secondly, if two or more nodes have same power

intervals as shown in Fig. 5a, labelling of the same power

nodes can take any consecutive order of the running sub-

script since all the resultant S-IDGM come out to be iso-

morphic, see Fig. 5b and c representing the isomorphic

models of Fig. 5a. The second requirement of our

methodology is to rename minimally assigned power node

with leftmost vertex (LMV) and maximally assigned power

node with rightmost vertex (RMV) of the obtained S-

IDGM. Therefore it can be said that a vertex whose sub-

script is the minimum number is called leftmost vertex

(LMV) and a vertex whose subscript is the maximum

number among all vertices’ subscript of a S-IDGM is

called rightmost vertex (RMV). Hence LMV is the mini-

mally assigned power node, having min PI and RMV is the

maximally assigned power node, having max PI [19]. Let

G(V, E) be a S-IDGM, then

LMVðGðV ;EÞÞ ¼ fvjjj ¼ minvi2VðiÞg
RMVðGðV ;EÞÞ ¼ fvkjk ¼ maxvi2VðiÞg

3.3 Link-level interference model

Now introducing Link-level interference model which has

been proposed by Sun et al. in 2015 [39] to compute link

interference in bidirectional WSNs. For a given graph

Fig. 3 Intersection model of IDGM, given in Fig. 2 Fig. 4 S-IDGM of IDGM, given in Fig. 2

Fig. 2 Interval data based graph model (IDGM) of bidirectional WSN
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G(V, E), interference on any bidirectional link uv is

denoted by Iuv and is equal to the number of distinct

interfering links if any of their end node resides inside the

disc of node u or v, is called Link-level interference model

and is given by Eq. (2).

Iuv ¼ jfxy j xy 2 EðGÞ; x or y or both 2 Disc ðu; dðu; vÞÞ
or Disc ðv; dðv; uÞÞgj

ð2Þ

where xy is another bidirectional link, d(u, v) is an Eucli-

dean distance between u and v, Disc ðu; dðu; vÞÞ is the

transmission disc whose centre is u and radius is d(u, v).

Similarly Disc ðv; dðv; uÞÞ is the transmission disc whose

centre is v and radius is d(v, u), where dðv; uÞ ¼ dðu; vÞ
[41].

An illustration of computing link-level interference

model using Eq. (2) are shown on network, given in Fig. 6,

taken from [39]. The link-level interference of link uv

using Eq. (2) come out to be 7. This link-level interference

model outperforms the link interference model described in

[28] which counts the number of nodes existing inside the

transmission disc of u or v. According to the model

described in [28], the link interference of link uv, given in

Fig. 6, come out 3 based on nodes count. Hence link-level

interference model, proposed by Sun et al. [39] provides

more significant results.

3.4 Dependency analysis of link distance
and link-level interference model
towards optimality

It has been claimed in many research papers that link

distance and its interference are so much depending on

each other such as more the distance between the nodes

more will be the interference between them [17, 26, 41].

Sun et al. in his paper [39] says that link interference

increases with link distance and shows the effect of link

distance on link-level interference model with positive

correlation.

This motivates us to analyze the effect on interference

when the approach is related to obtain distance minimum

spanning tree as well as the effect on distance when the

approach is related to obtain interference minimum span-

ning tree. For this, first we put the weight on each link is its

Fig. 6 Disc topology of link uv

Fig. 5 a An IDGM where nodes are having same power intervals

b First S-IDGM of Fig. 5(a) c Second S-IDGM of Fig. 5(a)
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distance, compute the MST using Prim’s algorithm and

observe the reduction in total distance as well as total

interference. Then, we put weight on each link is its

interference using Eq. (2), compute the MST using Prim’s

algorithm and observe the reduction in total interference as

well as total distance. This process has been done on 20

distinct networks and resultant data values have been tab-

ulated in Table 2.

Some concluding points have been made after observing

the tabulated data

– Resultant data in Table 2 reveals that there is always a

difference between value of total interference obtained

in interference-based MST and distance-based MST i.e.

optimal interference reduction is achieved in interfer-

ence-based MST only, not in distance-based MST,

same things happen with link distance. This implies that

one cannot optimally reduce both the distance and

interference factor by considering the single factor;

interference is optimally reduced in interference-based

MST and distance is optimally reduced in distance-

based MST. Therefore to minimize both the factors

simultaneously, a weighted function of link distance

and link interference needs to formulate. (Discussion of

weighted function is carried forward to next section.)

– Link-level interference is more depending on network

density than link distance. More dense the network is,

more will be data collision and so more retransmission.

– In dense network, minimization of interference factor

when the hop length are not much longer, reduces total

distance to some optimal extend as well but this doesn’t

happen in sparse network. This implies that in dense

network, interference factor has more dominance over

distance factor.

3.5 Delay estimation (DE) function

After analysing the results obtained in previous section, a

conclusion is made to construct a new function which

optimally balances the minimization of link interference

with hop length (link distance) when any algorithm is

applied after it. Since both the hop length and link-level

interference are used metrics to estimate delay between

Table 2 Total link distance and

total link interference

calculation on 20 distinct

networks

Sr. no WSNs Euclidean distance-based MST Link-level interference model-based MST

Nodes Edges Total distance Total interference Total distance Total interference

1 9 27 4.044 38 4.154 34

2 11 30 3.54 44 3.63 43

3 13 38 3.68 60 3.88 55

4 15 49 3.73 97 4.17 88

5 18 100 5.394 96 5.65 87

6 20 120 3.68 124 3.84 117

7 23 129 4.152 144 4.36 137

8 25 141 4.106 180 4.425 172

9 28 202 6.177 165 6.459 161

10 30 268 5.731 174 5.754 173

11 32 291 5.29 240 5.485 218

12 33 265 4.91 245 5.17 243

13 35 307 5.507 254 5.753 239

14 37 304 5.284 310 5.468 283

15 39 433 7.88 251 8.25 230

16 41 461 6.49 248 6.65 239

17 43 436 6.034 353 6.28 300

18 45 479 7.53 341 7.75 334

19 48 608 7.27 363 7.56 326

20 50 608 6.92 394 7.35 377
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every communicating nodes, therefore this new function is

known as ‘Delay estimation (DE) function’ and is given by

Eq. (3).

This DE function assigns weight on each edge which is a

combination of link-level interference and link distance,

using Eq. (3). Since a ¼ 1 of DE function results inter-

ference-based MST providing optimal total interference

value and a ¼ 0 results distance-based MST providing

optimal total link distance value. Exclusion of both these

alpha values from Eq. (3), the DE function assigns weight

to each link with the combination of link distance and link

interference which results a weighted MST whose total

interference and total hop length values lie close to their

respective optimal values (better than when a ¼ 0 and

a ¼ 1).

Moreover, for maintaining the generality, a ¼ 0:5 is

taken to assign the weight on each link in the network.

Therefore Eq. (3) reduces to Eq. (4).

DEðuvÞ ¼ a � Iuv þ ð1� aÞ � dðu; vÞ ð3Þ

where a 2 ð0; 1Þ and uv is any bidirectional link.

DEðuvÞ ¼ Iuv þ dðu; vÞ ð4Þ

Role of DE function

– DE function assigns weight to each edge using Eq. (4)

which is nothing but the required delay estimation of

each link in the network.

– DE function is used to obtain optimal delay constraint

D for the complete execution of proposed algorithm.

– DE function estimates total and maximum topology

delay (TD) in the resultant topology using Eq. (4).

4 Problem definition and proposed
algorithm

To find an energy and delay optimized connected routing

topology on S-IDGM G(V, E) of WSN, following is the

formulated linear programming problem (LPP) demon-

strating the required optimization problem.

min maxuv2EDEðuvÞ ¼ min maxuv2EfIuv þ dðu; vÞg ð5Þ

min maxu2VPIðuÞ ¼ min maxu2V ½PminðuÞ;PmaxðuÞ� ð6Þ

subject to
X

uv2E
uv ¼ jVj � 1 ð7Þ

DEðuvÞ�D ð8Þ

PminðuÞ�PowerConsumptionðuÞ�PmaxðuÞ ð9Þ

maxfPminðuÞ;PminðvÞg� TCðuvÞ�minfPmaxðuÞ;PmaxðvÞg
ð10Þ

u; v[ 0 8 u; v 2 V ð11Þ

where uv0s are bidirectional transmission links, D is an

optimal delay constraint i.e. an optimal max delay bound

obtained using delay minimum spanning tree by the pro-

posed algorithm during its execution. Equations (6) and

(7) depict the desired optimization goals that are mini-

mization of maximum topology delay and minimization of

maximum node’s power interval respectively. Equa-

tions (8)–(11) depict the required constraints attached with

the given optimization problem. Equation (8) gives a

bound on number of links i.e. total number of links in the

resultant topology should be equal to one less than the

number of nodes, Eq. (9) directs to keep only those link

whose delay estimation (DE) must be less than or equal to

the obtained delay constraint, Eq. (10) allows each node to

spend its energy within its assigned power interval, Eq. ()

allows variation of transmission cost of each link within the

given bounds (which is actually an available power interval

on each link) as transmission cost is directly depending on

the power used by a link during transmission and Eq. (11)

requires each node to present in the resultant topology.

Energy and Delay Optimization (EDO) algorithm

To the defined optimization problem, a polynomial time

algorithm has been proposed, named as ‘Energy and Delay

Optimization (EDO)’ algorithm. The proposed EDO algo-

rithm undergoes three main phases. The very first phase

(step 1 and 2) provides an optimal delay constraint i.e. D
based on DE function and DE MST, second phase (from

step 3 to 17) computes the delay constraint energy efficient

path cover on S-IDGM of WSN and third phase (step 18

onwards) constructs energy and delay optimized connected

routing topology of S-IDGM if the obtained path cover

contains more than one path component. Methodology of

the proposed EDO algorithm is the motivation of the

algorithms proposed in [19] and [23].
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Working illustration with step-by-step explaination of

EDO algorithmconsider a S-IDGM of an arbitrary WSN

given in Fig. 7 where each node has been weighted with a

power interval which results to power interval on each edge

as shown in Fig. 7, PIðv1Þ ¼ ½50; 105� and PIðv2Þ ¼ ½78;
150�, then the edge between v1 and v2 has PIv1v2 ¼
PIðv1Þ \ PIðv2Þ ¼ ½78; 105�. Likewise each edge has been

resulted with a power interval due to its end nodes and so

these power intervals are called available power intervals.

Weight other than the available power interval on each

edge in Fig. 7 is a delay estimation.

Step 1 Computes delay estimation on each edge of

graph, given in Fig. 7, using Eq. (4) and so DEðv1v2Þ ¼
2:617, DEðv1v3Þ ¼ 8:923, DEðv2v3Þ ¼ 8:923, DEðv3v4Þ ¼
7:76, DEðv3v5Þ ¼ 7:76, DEðv3v6Þ ¼ 8:99, DEðv4v5Þ ¼>
5:78, DEðv4v6Þ ¼ 5:52.

Step 2 DE-MST is obtained using Prim’s algorithm of

Fig. 7 with edges fv1v2; v2v3; v3v4; v4v5; v4v6g and results

D ¼ maxf6:803; 8:697; 7:584; 7:717; 7:876g ¼ 8:697.

Step 3 Path cover is defined as PC ¼ / initially depicts

that no vertex is covered by any path component of PC.

Step 4 UncoverV is the set of unvisited vertices which

are not covered by PC. So in this illustration UncoverV ¼
fv1; v2; v3; v4; v5; v6g since no vertex is covered by PC.

Step 5 num ¼ 1 shows that PC starts to obtain its first

path component C1 as PC is like fC1;C2; :::;Cnumg. C1

visits maximally assigned vertex first i.e. RMV(UncoverV),

therefore C1 ¼ v6.

Step 6 UncoverV updates to UncoverV ¼
fv1; v2; v3; v4; v5g as v6 is covered by C1.

Step 7 Initialization of while loop brings execution of

steps from 8 to 16 until UncoverV becomes empty.
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Step 8 S and T has been computed for each node present

in the original graph. For vn ¼ v6, Sðv6Þ ¼ / since S

comprises only those unvisited neighbour nodes of v6
whose subscript is greater than 6 with link delay � 8:697.

Unlikely Tðv6Þ ¼ fv4g comprises of those unvisited

neighbour nodes of v6 whose subscript is less than 6 with

link delay � 8:923.

Step 9 Checks the emptiness of S and T.

Step 10 If incase both S and T are empty then C1 gets

terminated with the initialization of C2 which again starts

with RMV of UncoverV and jumps to step 15.

Step 11 Checks the non-emptiness of set S if the con-

dition of step 9 is not satisfied. If S comes out non-empty

then

Step 12 C1 extends itself by adjoining RMV from S.

Step 13 Checking of T’s emptiness if the condition of

step 11 is not approved like in the given illustration where

S is empty and T is non-empty then

Step 14 C1 extends itself by adjoining LMV from T so C1

becomes C1 ¼ v6v4.

Step 15 Now v4 becomes vn i.e vn ¼ v4.

Step 16 Therefore UncoverV ¼ fv1; v2; v3; v5g. (Since

UncoverV 6¼ / execution of while loop causes computa-

tion of S and T for v4, results S ¼ fv5g and T ¼ fv3g and
C1 ¼ v6v4v5. Now vn ¼ v5, UncoverV ¼ fv1; v2; v3g,
Sðv5Þ ¼ / and Tðv5Þ ¼ / therefore step 9 and 10 terminate

C1 with the initiation of C2 ¼ RMVðUncoverVÞ i.e

C2 ¼ v3. Now vn ¼ v3, UncoverV ¼ fv1; v2g, Sðv3Þ ¼ /
and Tðv3Þ ¼ fv2g so C2 extends to v3v2 and likewise vn ¼

v2 results C2 ¼ fv3v2v1g. Finally UncoverV becomes

empty and while loop gets terminated.)

Step 17 Return PC ¼ fC1;C2g i.e. PC ¼ fv6v4v5; v3
v2v1g.

Step 18 Checks the cardinality of PC, if jPCj ¼ 1 then

Step 19 C1 is the required solution.

Step 20 In the given illustration we follow the else part

as jPCj ¼ 2.

Step 21 Let Ci ¼ v6v4v5 and update PC ¼ fv3v2v1g.
Step 22 Initialization of while loop since PC 6¼ /.
Step 23 Let Cj ¼ v3v2v1, also Ci and Cj are intersecting

in the original graph, given in Fig. 7.

Step 24 nghCi and nghCj shows the the direct neigh-

bourhood of path component Ci and Cj respectively under

the delay constraint. Therefore nghCj ¼ fv4g and nghCi ¼
fv3g for the given illustration.

Step 25 LMVðnghCiÞ is v3, LMVðnghCjÞ is v4 and

v3\v4, this satisfies the condition that LMVðnghCiÞ
\LMVðnghCjÞ.

Step 26 Therefore Ci is joined to Cj by opting the con-

nection from v3 to v4, see in Fig. 8.

Step 27 If incase condition of step 25 doesn’t satisfy

then

Step 28 Ci is joined to Cj by making connection of

LMVðnghCjÞ to its leftmost adjacent vertex from nghCi.

Step 29 PC becomes empty for the given illustration,

therefore end of while loop.

Fig. 7 A S-IDGM of an arbitrary WSN where weights on each edge is

the estimated delay of each link and available power interval on each

link

Fig. 8 Connected topology by EDO algorithm of S-IDGM of Fig. 7
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Step 30 Resultant Ci, given in Fig. 8 is the optimized

connected routing topology of Fig. 7. *(Fig. 8 shows the

updated weights on nodes as well as on edges.)

Step 31 Computation of link delay of the optimized

topology using Eq. (4). Delay weights are updated in Fig. 8

which results min maxuv2Ci
DEðuvÞ ¼ 4:697 and

min
P

uv2Ci
DEðuvÞ ¼ 18:677.

Step 32 For each node of the optimized topology, let’s

find the updated power assignment to each node;

Pðv1Þ ¼ ½78; 105�,
Pðv2Þ ¼ ½minf78; 85g;maxf105; 150g� ¼ ½78; 150�,
Pðv3Þ ¼ ½minf85; 140g;maxf150; 203g� ¼ ½85; 203�,

Pðv4Þ ¼ ½minf140; 155; 178g;maxf203; 230g� ¼ ½140; 230�;

Pðv5Þ ¼ ½155; 230� and Pðv6Þ ¼ ½178; 230�. Therefore

min max PI ¼ ½140; 230� at node v4.

Remarks

(1) Max TD in the original graph, given in Fig. 7 is

9.157 and max node PI is [178, 312]. EDO algorithm

reduces max TD from 9.157 to 4.697 and max node

PI from [178, 312] to [140, 230] (refer Fig. 8). Also

total TD in the original graph, given in Fig. 7 is

74.997 reduces to 18.677 in the optimized topology

of Fig. 8.

(2) Minimization of max node PI leads to the mini-

mization of max power consumption as 320 is the

maximum power consumption of atleast one link in

the original graph and hence it reduces to 230 in the

optimized topology (refer Figs. 7 and 8). This leads

to network energy saving. Therefore % of energy

saving by EDO algorithm when max node PI reduces

from [178, 312] to [140, 230] is obtained by doing
ð312�230Þ

312
� 100 ¼ 26%.

Theorem 1 D is an optimal delay constraint obtained by

EDO algorithm.

Proof D is the maximum edge weight on the obtained

MST where the edge weight is the delay estimation of each

link (computed using Eq. (4)). Assume that D is not an

optimal constraint this means that there exists another

spanning tree say Tr whose maximum edge weight must be

less than D. But this is not possible as Tr cannot be another
MST giving different solution of the same graph. Hence D
is an optimal delay constraint. h

Table 3 Data obtained on maximum topology delay and total topology delay after simulation

Number of

nodes

Number of

edges

Maximum topology delay Total topology delay

DE

MST

EDO

algorithm

Algorithm in

[19]

Algorithm in

[23]

DE

MST

EDO

algorithm

Algorithm in

[19]

Algorithm in

[23]

6 9 4.923 4.923 4.997 4.923 15.345 15.606 18.081 15.606

9 27 6.931 6.931 7.970 7.89 38.154 42.898 56.615 48.6

11 30 7.445 8.445 9.722 9.577 45.595 52.083 81.405 55.646

13 38 9.566 11.566 11.793 11.614 58.875 87.303 95.438 92.79

15 49 11.336 11.512 13.6 13.6 95.002 116.324 145.06 136.54

18 100 11.7 11.7 16.923 16.915 91.626 126.336 253.425 176.82

20 120 17.479 18.479 18.602 18.586 121.793 246.42 294.52 214.1

23 129 17.557 17.557 21.59 20.653 142.275 265.92 340.22 228.676

25 141 17.614 17.614 23.424 19.542 178.243 281.27 378.288 303.522

28 202 14.3 16.468 27.046 27 170.4 302.278 503.12 419.67

30 268 11.373 20.44 28.84 28.614 177.744 232.017 600.5 456.34

32 291 13.282 23.35 30.856 29.714 226.422 305.87 761.024 674.07

35 307 17.685 18.31 33.712 33.67 244.72 364.86 740 634.65

37 304 26.786 28.786 35.667 33.582 288.433 672.15 856.106 698.47

39 433 12.363 23.853 38.1 38 237.133 406.834 1041.672 668.4

41 461 10.305 16.367 40 38.654 246.535 355.252 1065.673 774.827

43 436 20.513 20.513 41.819 37.58 306.282 461.506 1192.872 796.134

45 479 14.3 20.368 42.758 42.854 340.684 412.144 1279.416 943.376

48 608 15.178 22.446 46.847 45.817 333.56 666.5 1483 1100

50 608 16.27 18.22 49 48.757 384.235 486 1679.355 1324.142
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Theorem 2 EDO algorithm results energy and delay

optimized connected routing topology which minimizes

maximum delay as well as node’s power interval simulta-

neously on S-IDGM of a WSN.

Proof We proceed the proof by considering two possible

cases. Case (i) Maximum power consumption and maxi-

mum delay exist on distinct links: Let vi be any node

having max PI on the obtained topology T by EDO algo-

rithm. This implies that there exists atleast one link of max

power consumption incident on vi, let l be that link. Let

l0 2 T be another link, distinct from l, having maximum

delay. Let us assume that T is not an energy and delay

optimal topology obtained by EDO algorithm and T 0 is an
optimal one where the cardinality of path cover obtained

for T 0 must not be greater than the cardinality of path cover

obtained for T’s construction. Hence links l and l0 which
are having max power consumption and max delay

respectively must not belong to T 0 (otherwise T would have

been optimal). This means that a connected routing

topology can be constructed using links whose power

consumption and delay estimation are less than l and l0

respectively. In that case EDO algorithm would have ter-

minated before processing l and l0 and this leads to con-

tradiction. Hence T is the optimal topology.

Case (ii) Maximum power consumption and maximum

delay lie on a same link:

Let l be the link ofmax power consumption andmax delay

on the topology T obtained by EDO algorithm, incident on

node vi having max PI. The proof carries forward by

assuming the contradicting situation in the same way as we

did in case(i) which finally results that T is the energy and

delay optimal topology, obtained by EDO algorithm. h

Theorem 3 Time complexity of EDO algorithm is Oðn2Þ
where n is number of nodes.

Fig. 10 Total Topology Delay with network density

Fig. 9 Max Topology Delay with network density
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Proof Step 1 takes Oðn2Þ to compute weighted graph.

Step 2 also takes Oðn2Þ to obtain MST using Prim’s

algorithm. Step 4 takes OðnÞ and steps 3,5,6 are done in

constant time. Step 7 initiates the first while loop and

executes the steps from 8 to 16 atmost OðnÞ time. Step 8 of

finding S and T takes Oð degree ðvkÞÞ and maximum

complexity from steps 9 to 14 can be OðnÞ since finding

LMV and RMV of any component can take OðnÞ. Steps 15
and 16 take constant time and here’s the end of first while

loop. Now step 18 is done in OðnÞ time and steps 19 to 21

take constant time. Step 22 initiates the second while loop

and executes the steps from 23 to 29 atmost OðnÞ. Steps 23
and 24 can take Oðn2Þ to find intersection and adjacency of

two distinct components. Step 25 takes

OðjVðCiÞjÞ?OðjVðCjÞjÞ where jVðCiÞj and jVðCjÞj depict
the number of nodes in components Ci and Cj respectively.

Step 26 takes OðjVðCjÞjÞ and step 28 takes OðjVðCiÞjÞ.
Final steps 31 and 32 can be done in Oðn2Þ. Therefore the

maximum time complexity of EDO algorithm is Oðn2Þ.
h

5 Performance evaluation

Let us now evaluate the performance of EDO algorithm in

term of topology delay minimization and energy efficiency

by computing max node’s power interval and percentage of

energy saving and show the comparison with predefined

algorithms, given in [23] and [19] on interval data based

graph models of WSNs. Algorithm, given in [23], con-

structs a spanning tree of minimum number of pendant

vertices by joining disjoint path component of path cover,

obtained by Arikati and Rangan in [6] on an interval graph.

The path cover obtained in [6] is called optimal in term of

minimum cardinality (minimum number of path compo-

nents) of the obtained path cover. Algorithm, given in [19]

provides energy optimal path cover and energy efficient

connected routing topology which minimizes max node’s

power interval and max link’s transmission cost of worst

case scenario. This routing topology [19] is more energy

efficient than the spanning tree obtained in [23] on interval

graphs.

Table 4 Data obtained on maximum node’s power interval and % of energy saving after simulation

Number of

nodes

Number of

edges

Max node power interval Percentage of energy saving

DE MST EDO

algorithm

Algorithm in

[19]

Algorithm in

[23]

DE

MST

EDO

algorithm

Algorithm in

[19]

Algorithm in

[23]

6 9 [155,312] [155,230] [155,230] [161,312] 0 26 26 0

9 27 [16,133] [42,116] [16,116] [22,116] 4 16 16 16

11 30 [81,169] [103,169] [55,131] [103,193] 20.3 20.3 38 9

13 38 [123,176] [72,162] [72,162] [121,236] 31 36 36 7

15 49 [68,227] [9,189] [9,246] [93,277] 23 35.5 16 5.5

18 100 [87,226] [87,207] [47,190] [84, 263] 21 28 34 8

20 120 [197,369] [10,366] [10,366] [319,394] 8 8.5 8.5 2

23 129 [86,371] [99,349] [99,349] [272,349] 7 12.5 12.5 12.5

25 141 [226,478] [273,457] [273,478] [226,481] 1 5 1 0

28 202 [165,408] [165,375] [24,404] [165,446] 9.5 16.9 10.4 1

30 268 [332,492] [12,477] [15,485] [93,560] 18 20.5 19.2 6.7

32 291 [308,569] [350,543] [41,534] [308,581] 6.9 11.13 12.6 5

35 307 [516,663] [479,663] [455,663] [516,679] 5 5 5 2.6

37 304 [44,646] [328,612] [544,619] [359,694] 9.3 14 13 2.5

39 433 [486,725] [412,671] [412,671] [156,771] 6.2 13.2 13.2 0.3

41 461 [287,746] [282,696] [287,696] [270,806] 8.13 14.3 14.3 0.71

43 436 [546,825] [548,807] [396,803] [548,825] 4 6.1 6.5 4

45 479 [205,875] [205,875] [351,823] [367,894] 2.2 2.2 8 0.1

48 608 [641,927] [16,803] [568,919] [641,940] 3 16 4 1.7

50 608 [513,942] [443,883] [163,870] [604,959] 5.5 11.4 12.7 4
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Here we will show that EDO algorithm outperforms

both the algorithms on S-IDGMs of WSNs in simultaneous

minimization of topology delay and nodes’ power con-

sumption interval using simulation results, graphical plot-

ting and statistical t-test tool. Using t-test, we show that

topology formed by EDO algorithm has no significant

difference in optimizing power consumption to save net-

work energy, comparing with the energy efficient topology

obtained by algorithm [19].

In addition, comparison of EDO algorithm with delay

minimum spanning tree where the weight on each edge is

computed using Eq. (4) and MST is obtained using Prim’s

algorithm, for conveniency we call it DE MST, is also

shown. No doubt, this DE MST is the most optimal in

minimizing max topology delay and total topology delay

but through our evaluation we show that DE MST is not as

much energy efficient as the topology formed by EDO

algorithm.

5.1 Simulation environment

We run the simulation on large number of WSNs whose

underlying graphs are interval graphs in Spyder (Python

3.7) to show the required comparison. Input of arbitrary

interval graphs are randomly generated in term of number

of nodes, number of edges, list of edges and list of all

intervals in increasing order of their upper bounds. The

data of each interval graph has been given to the python

code of EDO algorithm to evaluate a connected routing

topology and compared it with the topology formed by

using algorithms given in [19, 23] and DE MST.

Simulation parameter aof EDO algorithm The variable

a when approaching to 1 gives more weightage to link level

interference and a approaching to 0 gives more weightage

to link distance by Eq. (3). After observing the relationship

between link distance and link interference on distinct

WSNs towards optimality in Sect. 3.4, a is fixed to a

constant 0.5 in simulation work of EDO algorithm in order

to consider both the metrics of delay estimation at equal

weightage.

5.2 Metric 1: Topology delay minimization

The obtained data after simulation on maximum topology

delay and total topology delay of the routing topology by

each algorithm has been noted down in Table 3. It has been

seen from the data given in Table 3 and their correspond-

ing plotting in Fig. 9 that EDO algorithm performs better in

minimizing maximum topology delay than Algorithm [19]

and Algorithm [23]. Moreover, data plotting in Fig. 10

depicts that EDO algorithm performs better in minimizing

total topology delay than Algorithm [19] in each case.

Comparing with Algorithm [23], EDO algorithm mini-

mizes more total topology delay in dense networks. Fur-

ther, we use two-tailed t-testing to show that EDO

algorithm optimizes topology delay at 2% level of signif-

icance, comparing with DE MST which has been optimal

in minimizing topology delay.

t -testing on the data given inTable 3: t-test compares

mean of data obtained by two different methodologies

where results which are obtained on samples, are believed

to exist on large number of networks (or we call it popu-

lation of S-IDGMs).

To examine the performance of EDO algorithm with

respect to DE MST through ‘two tailed t-test’, two types of

hypothesis have to make. The first hypothesis is called null

hypothesis comprises of a statement which we want to

claim/proof and the other one is called alternate hypothesis

Fig. 11 Percentage of energy saving
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whose statement is against the claim. Presently our claim

for a null hypothesis is that the topology delay minimiza-

tion by EDO algorithm is as optimal as DE MST. For this

to test, null hypothesis becomes ‘mean of data by EDO

algorithm is equal to the mean of data by DE MST’ and

alternate hypothesis contradicts the null hypothesis and

becomes ‘mean of data by EDO algorithm is not equal to

the mean of data by DE MST’.

Mean of max TD by DE MST is 13.844 and mean of

total TD by DE MST is 187.175 on the networks, given in

Table 3. Let l0 be the mean of max TD and l1 be the mean

of total TD by EDO algorithm on population of S-IDGMs.

Null hypothesis H0: l0 ¼ 13:844 and l1 ¼ 187:175.

Alternate hypothesis Ha: l0 6¼ 13:844 and

l1 6¼ 187:175.

Now computing t-values for both the max TD and total

TD using formula t0 ¼ x0�l0
SD0=

ffiffi
n
p and t1 ¼ x1�l1

SD1=
ffiffi
n
p respectively

where n is number of sample networks, x0 is mean of max

TD, SD0 is standard deviation of max TD by EDO algo-

rithm on the networks, given in Table 3. Likewise x1 is

mean of total TD and SD1 is standard deviation of total TD

by EDO algorithm on the networks, given in Table 3.

Therefore n ¼ 20, x0 ¼ 16:89, x1 ¼ 294:978, SD0 ¼
6:978 and SD1 ¼ 190:688. Substituting these values in the

formulas (given above) result t0 ¼ 2:23395 and

t1 ¼ 2:52827. Hence the null hypothesis is accepted for

both l0 and l1 with 2% level of significance. It can be said

that topology delay minimization by EDO algorithm is as

optimal as DE MST at 2% level of significance.

Remark t-values of Algorithm [19] and Algorithm [23] for

max TD come-out to be 4.36 and 4.20 respectively, are

significantly different from optimal value at 2% level of

significance. Also t-values of Algorithm [19] and Algo-

rithm [23] for total TD come out to be 4.0 and 3.536, are

again significantly different from optimal value at 2% level

of significance. Therefore overall performance of EDO

algorithm in optimizing TD is much better than Algorithm

[19] and Algorithm [23] on interval graph models of

WSNs.

5.3 Metric 2: Energy efficient topology

The obtained data after simulation on max node’s power

interval and percentage of energy saving on the topology

by each algorithm has been noted down in Table 4. It has

been remarked already that percentage of energy saving is

directly depending on max node’s power interval; more is

the upper bound of PI lesser is the energy saving. Figure 11

which shows the percentage of energy saving by each

respective algorithm, also depicts that more energy saving

by any algorithm implies lesser maximum power con-

sumption and this can be seen in Table 4 as well.

Data in Table 4 and plotting in Fig. 11 are explicitly

showing that EDO algorithm performs better in minimizing

max node’s power consumption than DE MST and algo-

rithm, given in [23] in each case and so EDO algorithm

conserves more energy than DE MST and algorithm, given

in [23] on interval data based graph models of WSNs.

However, it has been observed that in some networks

EDO algorithm conserves more energy than algorithm,

given in [19] while in other networks EDO algorithm

conserves equal and lesser energy than Algorithm [19].

This is because algorithm, proposed in [19] has been an

energy optimal in providing connected routing topology on

interval graphs without considering delay factors and EDO

algorithm which works to obtain an energy and delay

minimized connected routing topology, considers DE

function depending on link interference and distance factor

which helps in minimizing topology delay and power

consumption simultaneously. Since tradeoff between

energy consumption and delay minimization brings fluc-

tuation in energy saving while minimizing topology delay.

Therefore to evaluate the performance of EDO algorithm in

compare to the Algorithm, given in [19], two-tailed t � test

has been used on the obtained data, given in Table 4 to

show that topologies formed by EDO algorithm and algo-

rithm, given in [19] have no significant difference in saving

nodes’ energy.

t-testing on the data given inTable 4: Considering the

topology formed by Algorithm [19] is energy optimal and

claiming that topology formed by EDO algorithm is also

energy optimal while optimizing topology delay. So null

hypothesis becomes ‘Mean of percentage of energy saving

by EDO algorithm is equal to the mean of percentage of

energy saving by Algorithm [19]’ and alternate hypothesis

contradicts the null hypothesis and becomes ‘Mean of

percentage of energy saving by EDO algorithm is not equal

to the mean of percentage of energy saving by Algorithm

[19]’.

Mean of percentage of energy saving by Algorithm [19]

is 15.36 on the networks, given in Table 4 and let l0 is the
mean of percentage of energy saving by EDO algorithm on

population of S-IDGM.

Let the null hypothesis H0: l0 ¼ 15:36 and alternate

hypothesis Ha: l0 6¼ 15:36.

Mean of percentage of energy saving by EDO algorithm

on the networks, given in Table 4 is 15.92 i.e. x ¼ 15:92

and standard deviation is SD ¼ 9:53026. Computing t-

value using formula t ¼ x�l0
SD=

ffiffi
n
p where n is the number of

sample networks, in this case n ¼ 20. Substituting the

values in the given formula results t ¼ 0:2628. Hence the

null hypothesis is accepted with 5% level of significance.

This shows that there is no significant difference in mini-

mizing maximum nodes’ power interval and percentage of

Wireless Networks

123



energy saving between EDO algorithm and Algorithm [19].

So it can be said that EDO algorithm results energy optimal

topology while minimizing topology delay on S-IDGMs of

WSNs.

Remark t-values of DE MST and Algorithm [23] for

average percentage of energy saving come out to be -

�3.0381 and -�11.12 respectively, are significantly dif-

ferent from optimal value at 5% level of significance.

Therefore overall performance of EDO algorithm in opti-

mizing max power consumption is much better than DE

MST and Algorithm [23] on interval graph models of

WSNs.

6 Conclusion

In this work, we have proposed an energy and delay opti-

mizing polynomial time algorithm, named as EDO algo-

rithm, to construct an energy and delay optimized

connected routing topology on heterogenous bi-directional

connected WSNs where nodes are allowed to vary their

transmission range within their assigned power interval. A

sorted interval data based graph model (S-IDGM) is

introduced to show nodes power interval explicitly and

proposed EDO algorithm runs on S-IDGM to result an

optimized topology which minimizes max topology delay,

total topology delay and max nodes’ power interval.

Minimization of max nodes’ power interval consequently

results efficient energy saving on S-IDGMs. Additionally,

dependency analysis between link distance and link inter-

ference has been shown which helps to formulate a new

weighted ‘Delay estimation (DE)’ function towards the

optimality of EDO algorithm. Extensive simulation work,

graphical and t-test analysis have been carried out to

compare the performance of EDO algorithm with delay

minimum spanning tree (DE MST) and algorithms [19, 23]

on S-IDGMs of WSNs. The proposed EDO algorithm

outperforms algorithm [19] and algorithm [23] in mini-

mizing max and total topology delay while conserving

more energy than algorithm [23] and DE MST. The t-test

analysis has shown that EDO algorithm results an energy

efficient topology on S-IDGM at 5% level of significance,

comparing with algorithm [19] and delay minimization at

2% level of significance, comparing with DE MST.

In future, work on energy and delay optimization can be

extended to dynamic WSNs where topologies are required

to be more adaptable and stable with respect to node’s

movement. Moreover we look forward to develop new

interference and delay models under different possible

factors like network density, speed of node’s movement

and data collision in this direction.
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Abstract
The occurrence of soil liquefaction is an interesting and complicated field in the geo-
technical earthquake, which has attained the consideration of a lot of analysts in current
years. Liquefaction is a process, where the stiffness and strength of soil are minimized by
sudden cyclic loading or earthquakes. Liquefaction and associated phenomenon were
accountable for the massive quantity of damages during earlier earthquakes around the
globe. Here, pre-processing is done with data normalization. Subsequently, the features
including “statistical and raw features, higher-order statistical features, and improved
entropy and Mutual Information (MI) features” are derived. Further, ensemble classifiers
like “Deep Belief Network (DBN), Long Short Term Memory (LSTM), and Recurrent
Neural Network (RNN)” are deployed during prediction. Here, the outputs obtained from
DBN and LSTM are fused and then given to optimized RNN, which provides the final
predicted output. Particularly, the weights of RNN are fine-tuned by Opposition based
Self Adaptive SSO (OSA-SSO) model. Eventually, the advantage of the adopted model is
proven on diverse metrics. The accuracy of the developed approach was 9.09%, 8.08%,
and 10.1% higher than the values obtained for traditional schemes such as EC + SSO,
EC + SSA, EC + PRO, and EC + BOA at the 90th LP, respectively.

Keywords Soil liquefaction . Statistical features . Ensemble classifiers . Optimized RNN . OSA-
SSO algorithm

1 Introduction

Currently, the forecast of soil liquefaction is proven to be a most complicated and motivating
issue in geotechnical earthquakes owing to the complexity and uncertainties of numerous
factors [1, 21, 45]. The most important cause of damage throughout an earthquake is land
crack. It might occur owing to the existence of cracks, anomalous settlement, gaps, and
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inequality or loss of stiffness and strength in reaction to an unexpected transformation in the
stress situations like an earthquake, leading the soil to perform like a fluid. [17, 52]. At this
state, movable sand has a propensity to compact and have a propensity to expand. While soil is
liquefied, constructing a structure on soil turns out to be unsteady. Even though numerous
studies were performed for evaluating the potential of liquefaction, the complication of this
normal occurrence points out the requirement for widespread research to measure the potential
of its happening [34].

As the soil liquefaction is said to be the most important reason for natural disasters and
engineering failure, numerous researchers were attempting to forecast and assess the liquefac-
tion potential of a certain situation earlier, as a result, that the pertinent loss could be alleviated
[9, 12]. The basic process of evaluating the Cyclic Shear Ratio (CSR) with Cyclic Resistance
Ratio (CRR) is a landmark in introducing the forecast model of soil liquefaction [49, 51, 25].
This process is constantly depending upon the in situ analysis that mostly contains the SPT and
CPT [49, 44, 30]. Owing to several benefits, various analysts were developing and proposing
the experimental prediction approach depending on CPT data.

In recent times, the exploitation of ML schemes such as Artificial Neural Network (ANN)
[18, 13, 14], Decision Tree (DT) and Bayesian Belief Network (BBN), etc. for predicting the
liquefaction of soil is proved to be more rapid than conventional techniques and appropriate for
accurately predicting nonlinear issues. The development of intelligent video surveillance had a
significant impact on multimedia surveillance systems throughout the last decade [22]. Videos
are audiovisual material that has been captured or recorded in chronological order to reveal the
live states of events or activities [24, 23]. Delta, Event bagging: A unique event summarizing
approach in multiview surveillance footage, Deep event learning boost-up approach [6].
Processing numerous pictures to build a 3D volume object takes a long time [27]. Recom-
mender Systems are programs that make recommendations to users based on their preferences
[5]. The derivation and definition of requirements focus on gathering requirements from
various stakeholders. In addition, Synthetic Neural Networks (SNN) or ANNs or Neural
Network (NN), are novel computational methods and systems for ML, knowledge expression,
and eventually deployed knowledge acquirement to increase the outputs of intricate systems
[2, 26, 8, 46, 38, 49]. Soil liquefaction is a major difficulty in geotechnical engineering. Soil
liquefaction prediction is still a work in progress, and increasingly researches are going on
creating ways to anticipate liquefaction soil. But this research work overcomes certain
drawbacks such as the conditional probability being improved. In addition, it includes large
datasets and large data samples. The computational cost is less and the liquefaction risks are
reduced. The simplicity of the approach and the greatest prediction accuracy are the driving
forces behind this research.

Contributions:

& Introduces a novel soil liquefaction prediction model, where improved entropy features
along with other features are derived.

& For precise prediction outputs, ensemble classifiers with optimized RNN are used.
& Here, OSA-SSO model is introduced to choose optimal RNN weights.

Here, Section 2 and 3 reviews and interprets the proposed soil liquefaction prediction
approach. Section 4 portrays the extraction of proposed features. Section 5 depicts ensemble
classifiers with OSA-SSO optimization for prediction. Sections 6 and 7 depict resultants and
conclusions.
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2 Literature review

2.1 Related works

In 2021, Hu et al. [15] developed 2 novel BN approaches for forecasting gravelly soil
liquefaction using a novel hybrid model that combined the maximum domain knowledge and
information coefficient depending upon the shear wave velocity test and dynamic penetration
test datasets. The proposed hybridised model’s performance was validated by comparing it to
other existing schemes, and two unique BN techniques outperformed other schemes when
compared to traditional methods or models for predicting liquefaction of gravelly soil.

In 2018, Jilei et al. [29] investigated 31 aspirant intensity metrics by the analysis of
sufficiency, correlation, proficiency, and efficiency depending on a larger dataset of past soil
motion records. Here, 2 novel BN approaches were introduced using the recognized intensity
metrics by merging the calculated liquefaction-associated information and the previous infor-
mation of soil liquefaction depending upon a larger database of SPT analysis. The resultants
revealed that the RMSA was finer for evaluating the potential of liquefaction.

In 2021, Zhang et al. [47] has deployed Standard Penetration Test (SPT) data and GWO
model for improving the accuracy of the SVM-based prediction scheme. The optimal value of
SVM constraints was first computed and chosen using iteration of Grey Wolf Optimization
(GWO); then, the chosen constraints were given to SVM to train the prediction technique with
the training data. Finally, by studying the test set and computing the performances of the
trained scheme until the accuracy goal was attained, the major constraint of GWO was
evaluated and revised.

In 2021, Zhang et al. [48] developed an Multi-Layer Fully Connected Network (ML-FCN)
for optimizing the Deep Neural Network (DNN) and the prediction scheme was trained
depending on Vs and SPT dataset. “The record database was separated into a testing set, a
validation set, and a training set by a ratio of 2:2:6 for improved assessment. The SPT database
was derived for training a related DNN prediction scheme”. The ML-FCN-trained method
predicted the possibility for liquefaction with better accuracy based on evaluation results.

In 2019, Rahbarzare et al. [34] used hybrid Particle Swarm Optimization (PSO) and
Genetic Algorithm (GA) with an Fuzzy Support Vector Machine (FSVM) for predicting soil
liquefaction crisis. Fuzzy logic was deployed for decreasing the outlier sensitivity by comput-
ing the significance of every sample for increasing the capability of the classifier’s simplifi-
cation. By means of the suitable amalgamation of optimization schemes, the finest constraints
were discovered throughout the training stage by the customer owing to the higher accurate-
ness of the classifier.

In 2021, Alizadeh et al. [3] proposed a new prediction model depending upon ANN for
predicting the liquefaction potential sufficiently in a specified range of soil nature. In addition,
a whole set of 100 soil data was acquired in Iran for the purpose of determining the
liquefaction potential using experiential methodologies. Following that, the experimental
schemes’ outputs were used to train data in an artificial neural network (ANN), which was
then tested as an alternative to forecasting liquefaction in Iran. The ANN formation that was
achieved was used to forecast liquefaction for assessment.

In 2021, Ghani et al. [11] evaluated the impact of flexibility on liquefaction activities of
fine-grained soil in areas of Bihar by developing a formula depending upon Multi-Linear
Regression (MLR) examination for forecasting security in opposition to liquefaction. The
analysis’ conclusions were aided by reliability analysis. The suggested scheme’s dependability
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has been demonstrated by substantiating the results using actual liquefaction data obtained
from non-liquefied and liquefied quake locations.

In 2021, Zhang et al. [49] considered the advantages of CPT over SPT and the appropriate-
ness for handling the nonlinear issues of ELM. Here, ELM was trained for prediction. Initially,
7 prediction constraints were determined and analyzed; subsequently, 226 CPT samples were
split into testing and training sets; then the constraint of the ELM scheme was guaranteed by
evaluating the training speed and accuracy of the scheme while setting the count of the neuron.

2.2 Review

Table 1 reviews existing systems. Initially, BN was deployed in [15] which offers enhanced
accuracy and it also provides a minimal error. BN scheme was exploited in [29] that offered
higher accuracy with high recall; however, it requires representation of liquefaction potential.
SVMwas introduced in [47], which offers superior accuracy and it speeds up the operating rate.
But larger datasets were not concerned. Likewise, the DNNmodel was exploited in [48], which
minimizes loss and it offers high accuracy.Moreover, FSVMwas exploited in [34] to offer high
sensitivity and better classification accuracy, however; feature selection options are not
exploited. ANN model was deployed in [3], which offers maximal reliability and it reduces
error values; however, cost factors are not analyzed. MLR was suggested in [11] that is highly
accurate and it also presents fewer errors. Finally, ELM was used in [49] that offered improved
accurateness and it minimizes operating time, however, it needs analysis on non-liquefied cases.

3 A stepwise interpretation of the proposed liquefaction of soil approach

The implemented approach encompasses below stages.

& Initially, data normalization is deployed at pre-processing.
& Then, the features including “statistical features (FeST), higher-order statistical features

(FeHO), raw features (FeRF), improved entropy (FeIEn), and MI-based features” are derived.

Table 1 Review on soil liquefaction prediction schemes

Author Adopted Method Features Challenges

Hu et al. [15] BN • High accuracy
• Less error

• Conditional possibility is not concerned

Jilei et al. [29] BN model • Superior accuracy
• High recall

• Need representation on liquefaction potential

Zhang et al. [47] SVM+GWO • High accuracy
• Speediness in operating time

• Larger datasets is not concerned

Zhang et al. [48] DNN • Less loss
High accurateness

• Enlargement of data scale is not concerned

Rahbarzare et al. [34] FSVM • Maximal classification accuracy
• High sensitivity

• Feature selection options are not exploited

Alizadeh et al. [3] ANN • Reduced error values
• Better reliability

• Needs analysis of cost factors

Ghani et al. [11] MLR • Fewer error
• High accuracy

• Liquefaction risks needs focus

Zhang et al. [49] ELM • Better accuracy
• Minimal operating time

• Need analysis on non-liquefied cases
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& The derived features are supplied to LSTM and DBN frameworks for classification. The
resulting classified output is further classified via optimized RNN (weight optimization via
OSA-SSO) that provides the final classified output.

Figure 1 demonstrates OSA-SSO-based model.

3.1 Pre-processing via data normalization

Data normalization is used to pre-process input data (In). This technique generally protected
data and database was made reliable by inconsistent dependency and get rid of duplication.

The pre-processed data (InDN) is provided for feature extraction.

Statistical 
features

Pre-processing

Feature Extraction

Higher 
order 

statistical 
features

Weight Optimization 
by OSA-SSO model

Ensemble Classification

Online process

Offline process

Input data

LSTM

Data 
normalization

Raw
features

MI
features

Improved 
entropy
features

Optimized RNN

Deep belief 
Network

Predicted output 

Fig. 1 Illustrative demonstration for developed model
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4 Extraction of proposed features

4.1 Extracting proposed features

From input data, the “statistical features indicated by FeST (mean, median, min, max, standard
deviation), higher-order features (variance, kurtosis, skewness), improved EMA, MI, and
improved correlation features” are extracted.

a) Skewness (https://www.itl.nist.gov/div898/handbook/eda/section3/eda35b.htm#:~:text=
Skewness%20is%20a%20measure%20of,relative%20to%20a%20normal%
20distribution): “It is a symmetry measure or the lack of symmetry exactly. A dataset or
distribution is symmetric only if it is similar to the left and right of the center point”. The
arithmetic term of skewness SF1is specified in Eq. (1).

SF1 ¼ ∑k
i¼1 Y i−μð Þ3=k

T3 ð1Þ

In Eq. (1), “Yi = Y1,Y2, ...,Yk, μ implies mean value, T implies standard deviation and k implies
a number of data points. Furthermore, T is computed with k in the denominator rather than k −
1 whilst computing the skewness”.

b) Kurtosis (https://www.itl.nist.gov/div898/handbook/eda/section3/eda35b.htm#:~:text=
Skewness%20is%20a%20measure%20of,relative%20to%20a%20normal%
20distribution): “It is a measure that identifies whether the data are light-tailed or heavy-
tailed and related to the normal distribution”. Datasets with smaller kurtosis [38] offer
minor outliers or tails. The arithmetic method of kurtosis SF2 is articulated in Eq. (2).

SF2 ¼
∑k

i¼1 Y i−Y
� �4

=k

T 4 ð2Þ

c) Variance (http://www.scielo.br/scielo.php?script=sci_arttext&pid=S0001-
37652013000301063): It is defined as the mean squared disparity among every data
point and the middle of distribution computed by mean. The variance features are
signified as SF3.

The derived higher-order features are entirely indicated by SF1 + SF2 + SF3 = FeHO.

d) MI Features: It is defined as the calculation of exchanged information among two
ensembles of random variables N and Z [40]. It is exposed in Eq. (3), ρ ➔ probability.

MI ¼ ∑ρ N ; Zð Þlog2
ρ N ; Zð Þ

ρ Zð Þ:ρ Nð Þ ð3Þ

The extracted MI features are represented as FeMI.
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e) Improved Entropy Features: It is a statistical measurement of arbitrariness, which
assists in characterizing the texture (http://www.scielo.br/scielo.php?script=sci_
arttext&pid=S0001-37652013000301063). Entropy features can be successfully
used to evaluate the structural properties. Thus indicating that entropy may be a
good predictor of structural deterioration. Traditionally, entropy (En) is assessed as
exposed in Eq. (4), however, as per the developed concept; the proposed entropy
FeIEn is computed based on weight as shown in Eq. (5), where, log(L∧m) refers to the
maximal value of FeIEn, L refers to discretization level and we refers to weight factor
produced using the chaotic map between [0, 1].

FeEn ¼ − ∑
n

i¼1
Pilog Pið Þ

� �
ð4Þ

FeIEn ¼
− ∑

n

i¼1
Pilog Pið Þ

� �
log L∧mð Þ *we ð5Þ

The derived improved entropy features are indicated by FeIEn.
Accordingly, the derived features are summed up andFe, i.e. Fe = FeST + FeHO + FeRF +

FeMI + FeIEn are then provided to ensemble classifiers for prediction.

5 Ensemble classifiers with OSA-SSO optimization for prediction

5.1 Ensemble classifiers

a) LSTM classifier: It [50] includes a sequence of recurring LSTM cells. Each cell of LSTM
encompassed 3 units, such as “forget gate, the input gate, and the output gate”. AssumeM
and D as hidden and cell states. (Mt, Dt) and (Xt, Dt − 1, Mt − 1)➔ output and input layer.

At the “time t, the output, input and forget gate implies Ot, It, Ft”. LSTM is primarily employs
Ft for sorting the data to ignore. Ft is formulated as specified in Eq. (6).

Ft ¼ σ J IFX t þ BIF þ JMFMt−1 þ BMFð Þ ð6Þ
In Eq. (6),” (JMF, BMF) and (JIF, BIF) imply weight and bias constraint to map hidden and
input layers to forget gate and activation function is implied byσ.

Input gate is exploited by LSTM as shown in Eq. (7) - Eq. (9), where, (JMG, BMG) and (JIG,
BIG) imply weight and bias constraint to map hidden and input layers to cell gate correspond-
ingly. (JMI, BMI) and (JII, BII) imply weight and bias constraint to map hidden and input layers
to It”.

Gt ¼ tanh J IGX t þ BIG þ JMGMt−1 þ BMGð Þ ð7Þ

I t ¼ σ J IIX t þ BII þ JMIMt−1 þ BMIð Þ ð8Þ
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Dt ¼ FtDt−1 þ I tGt ð9Þ

Ot ¼ σ J IOX t þ BIO þ JMOMt−1 þ BMOð Þ ð10Þ

Mt ¼ Ottanh Dtð Þ ð11Þ
Further, the LSTM cell obtains the output hidden layer from the output gate as revealed in Eq.
(10) and Eq. (11), wherein, (JMO, BMO) & (JIO, BIO) implies weight and bias to map the hidden
and input layer to Ot.

b) DBN classifier: DBN [43] contain varied layers involving visible as well as hidden

neurons and is specified in Eq. (14). The output denoted by PO is modeled in Eq. (13)

and possibility function Pq ζð Þ is modeled in Eq. (12), wherein, pseudo-temperature is
symbolized by tP.

Pq ζð Þ ¼ 1

1þ e
−ζ
tP

ð12Þ

PO ¼ 1 with 1−Pq ζð Þ0withPq ζð Þ
n o

ð13Þ

lim
tP→0þ

Pq ζð Þ ¼ lim
tP→0þ

1

1þ e
−ζ
tP

¼
0 for ζ < 0
1

2
for ζ ¼ 0

1 for ζ > 0

8><>: ð14Þ

The binary state bi is revealed in Eq. (15) and (16), wherein “θa implies biases and La, l implies
weights amid neurons”.

EN bið Þ ¼ −∑
a
biaθa− ∑

a< l
biaLa;lbil ð15Þ

ΔEN biað Þ ¼ ∑
l
θa þ La;lbil ð16Þ

The energy for visible and hidden neuron (x, y) is in Eq. (17)–(19), “wherein yl and xa implies
a binary state of the hidden unit l and visible unit a, ka and Cl implies biases”.

EN x; yð Þ ¼ − ∑
a;lð Þ

La;lxayl−∑
a
kaxa−∑

l
Clyl ð17Þ

ΔEN xa; y
� �

¼ ∑
l
Lalyl þ ka ð18Þ
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ΔEN x!; yl
� �

¼ ∑
a
Lalxa þ Cl ð19Þ

The allotment of weight is shown in Eq. (20).

Μ bm� � ¼ max
Μ

Π
x!∈N

c x!
� �

ð20Þ

The RBM energy function is in Eq. (21), PRF implies partition terms as in Eq. (22).

c x!; y!
� �

¼ 1

PRF e
−EN x!; y!

� �
ð21Þ

PRF ¼ ∑
x!; y!

e
−EN x!;y

� �
ð22Þ

Let training pattern be KbH ;UbH� �
, wherein KbH and UbH indicate input and output vector, and

1≤ bH ≤V , V point out training pattern count. All neuron errors at the output are delineated by

Eq. (27). Subsequently, the square error of bH pattern is specified in Eq. (28).

ebHl ¼ KbH−UbH ð27Þ

SEbH ¼ 1eoy ∑
l¼1

eoy
ebHl� �2

¼ 1eoy ∑
l¼1

eoy
KbH−UbH� �2

ð28Þ

SEavg ¼ 1

V
∑
V

bH¼1

SEbH ð29Þ

The DBN and LSTM outputs are then classified via optimized RNN for absolute classification.

c) Optimized RNN classifier: This classifier [20] facilitates the affiliation amid neurons to
form a phase; accordingly, the data at a time t is taken whilst the input data is commu-
nicated from time t to t + 1.

RNN enclose “output layer, a hidden layer, and an input layer with varied neurons. The input
layer encompasses N input units (vector sequence) from timet, such as {.…, qt − 1, qt, qt + 1,
…}, in which qt = (q1, q2, .…qN). Every input unit is correlated with each hidden unit in the
hidden layer, whose links are described by weight matrix WIh. The hidden layers contain M
hidden units Αt = (Α1, Α2, .…ΑM) that are connected to one another by means of recurrent
links offered by matrix Whh”. The hidden layer is shown by Eq. (30), wherein θh(.) and aΑ ➔

activation function and hidden bias vector.
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Αt ¼ θh WIhqt þWhhΑt−1 þ aΑð Þ ð30Þ
The output layers involvequnits that is exposed in Eq. (31), “wherein θo(.) and ao signifies the
activation function and bias vector of units at the output layer, Who signifies weight matrix”.

xt ¼ θo WhoΑt þ aoð Þ ð31Þ

d) Objective: The objective Obj is to diminish the error Err as revealed in Eq. (32).

Obj ¼ min Errð Þ ð32Þ

e) RNN Hyperparameters

Some of the hyperparameters of RNN are provided in Table 2. The number of layers, the
activation functions are provided in the Table.

Solution encoding As said above, the RNNweights signified by (W) are optimally chosen via
the OSA-SSO. Figure 2 shows the solutions, wherein, Nl ➔ entire RNN weight count.

5.2 OSA-SSO algorithm

The shark’s sense of smell can be used as a guide. This method aids the shark in locating the
source of the smell. The migration of the shark toward the source of the smell. Concentration is
crucial in guiding the shark to its prey during this action. To put it another way, a larger
concentration causes the shark to move. This property serves as the foundation for the creation
of an optimization algorithm for finding the best solution to a problem.

Though the extant SSO [32] model includes many benefits; it endures varied limits like
premature convergence etc. Hence, precise modifications were essential and OSA-SSO is
developed. Generally, self-enhancement is established to be capable in conventional optimi-
zation schemes [35, 36, 41, 10, 37, 42, 39, 16]. The steps followed in the proposed OSA-SSO
are as follows.

Table 2 RNN Hyperparameters

S.No Parameters

1. Number of Layers=54
2. Activation Function=ReLu
3. Activation Function=Sigmoid
4. Loss=Sparse categorical cross-entropy
5. Optimizer=rmsprop
6. Reshape (1,64)
7. Epochs=epoch
8. Batch Size=10
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OSA-SSO includes, “initialization, forward movement, rotational movement, and position
update”.

Initialization The preliminary solution is depicted in Eq. (33) and (34), in which, Z1
i ¼ ith

initial populace vector position and np implies populace size. In addition, OBL-based solutions
are created, that is, opposite solutions are generated in SSO.

Z1 ¼ Z1
1; Z

1
2; :…Z1

np

h i
ð33Þ

The related issue of optimization is shown in Eq. (34), in which, “Z1
i; j ¼ jth dimension of ith the

position of the shark and nd implies decision variable count”.

Z1
i ¼ Z1

i;1; Z
1
i;2; :…Z1

i;nd

h i
ð34Þ

Forward movement Here, “velocity V” is computed as exposed in Eq. (35) and (36).

V1
i ¼ V1

1;V
1
2; :…V1

np

h i
ð35Þ

V1
i ¼ V1

i;1;V
1
i;2; :…V1

i;nd

h i
ð36Þ

Hence, the velocity in all dimensions is evaluated as in Eq. (39), “wherein, k ¼ 1; 2; :…kmax

; ∂ objð Þ
∂χj

���
χk
i; j

specify derivative objat position χk
i; j,kmax specify stage count for shark’s forwarding

movement, k specify stage count”. Conservatively, R1, R2, R3, αk and βk are randomly
chosen, nonetheless as per OSA-SSO, R1, R2, R3 are calculated as per tent map as in Eq.
(37) and αk and βk are calculated as per logistic map as revealed in Eq. (38).

Rkþ1 ¼ Rk=0:4; 0 < Rk ≤0:4
1−Rkð Þ=0:6 0:4 < Rk ≤1

	
ð37Þ

Rkþ1 ¼ 4Rk 1−Rkð Þ ð38Þ

Vk
i; j ¼ ηk :R1:

∂ objð Þ
∂χj

����
χk
i; j

ð39Þ

OSA-SSO1W 2W NlW....
Fig. 2 Solution encoding
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In all phases of Vk
i; j, the velocity limiter is deployed as exposed in Eq. (40), where αk denotes

coefficient of inertia.

Vk
i; j ¼ αk :R2:Vk−1

i; j þ ηk :R1:
∂ objð Þ
∂χj

����
χk
i; j

ð40Þ

The velocity limiter deployed for every phase of the OSA-SSO model is shown in Eq. (41),
wherein, βk implies a velocity limiter ratio for phase k.

jVk
i; jj ¼ ηk :R1:

∂ objð Þ
∂χj

���� ����
χk
i; j

þ αk :R2:Vk−1
i; j j; jβk :V

k−1
i; j j

" #
ð41Þ

The novel position of shark is in Eq. (42), Δtk➔ time period.

Gkþ1
i ¼ Zk

i þ Vk
i :Δtk ð42Þ

Rotational movement This phase is revealed in (43), wherein, m = 1, 2…M.

Ykþ1;m
i ¼ Gkþ1

i þR3:Gkþ1
i ð43Þ

Particle position update This phase is revealed in Eq. (44), here; Ykþ1
i signify following

shark position with high Obj.

Zkþ1
i ¼ argmax obj Gkþ1

i


 �
;Obj Y kþ1;i

i

� �
;…;Obj Ykþ1;M

i

� �n o
ð44Þ

6 Results and discussion

6.1 Simulation set up

The proposed EC + OSA-SSO-based soil liquefaction scheme was executed in Python. Here,
the analysis was done using a dataset that was downloaded from (http://cecas.clemson.edu/
chichi/TW-LIQ/In-situ-Test.htm). Accordingly, the performance of adopted approach was
measured over extant models such as Ensemble classifier with Shark Smell Optimization
(EC + SSO) [32], Ensemble classifier with Salp Swarm Optimization (EC + SSA) [31],
Ensemble classifier with Poor Rich Optimization (EC + PRO [33], Ensemble classifier with
Butterfly Optimization Algorithm (EC + BOA) [7], Ensemble classifier with SVM + GWO
[47], Ensemble classifier with Fuzzy Support Vector Machine (FSVM) [34], RF [28], CNN
[19], LSTM [50], Naive Bayes (NB) [4] and DBN [43] regarding varied metrics. Statistical
and convergence analysis were done to portray the effectiveness of EC + OSA-SSO.

6.2 Performance analysis

The performances of developed EC + OSA-SSO are evaluated over extant optimization
models. The analysis of the suggested EC + OSA-SSO model is computed over EC +
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BOA, EC + SSA, EC + PRO and EC + SSO, models for varied LP that ranges from
60, 70, 80, and 90. Consequently, analysis was held using the dataset in (http://cecas.
clemson.edu/chichi/TW-LIQ/In-situ-Test.htm) and the respective resultants are plotted
from Figs. 3, 4 and 5. The analysis of EC + OSA-SSO over existing classifier models is
shown in Table 3. On examining Fig. 3d, the sensitivity of the developed approach at
80th LP is 0.99, whereas, at 90th LP, the EC + OSA-SSO has obtained a superior
sensitivity of 0.97. In the same way, for all the positive measures, the outputs for EC +
OSA-SSO increase, and the outputs for negative measures decrease. In particular,
tremendous outputs are attained at 90th LP for EC + OSA-SSO as well as existing
methods. Mainly from Fig. 3b; high accuracy values (0.99) are gained by EC + OSA-
SSO at 90th LP than at other LPs. At 90th LP, the accuracy of EC + OSA-SSO is 9.09%
, 8.08%, and 10.1% better than the values obtained for conventional schemes like SSO,
SSA, PRO, and BOA respectively. As a result, the investigation established the enhanced
efficacy of ensemble classification with the incorporation of optimization theory.

6.3 Feature analysis

Table 4 depicts the feature analysis of deployed EC + OSA-SSO scheme over EC + OSA-
SSO with existing entropy features and EC with no optimization. Here, analysis is done for

Fig. 3 Analysis using EC + OSA-SSO over others concerning “(a) Precision (b) Accuracy (c) Specificity and
(d) Sensitivity”
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varied metrics. While observing the results, the suggested EC + OSA-SSO have attained
maximal values than EC + OSA-SSO with existing entropy features and EC with no
optimization. This ensures the enhancement of the developed model due to the integration
of the OSA-SSO theory.

Fig. 4 Analysis using EC + OSA-SSO over others concerning “(a) Recall (b) MCC and (c) NPV (d) F-
measure”

Fig. 5 Analysis using EC + OSA-SSO over others concerning “(a) FPR and (b) FNR”
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6.4 Convergence analysis

Figure 6 depicts the cost study of EC + OSA-SSO scheme over conventional schemes
namely, Ensemble classifier with Shark Smell Optimization (EC + SSO), EC + SSA, EC
+ PRO, and Ensemble Classifier with Butterfly Optimization AlgorithmEC + BOA. On
noticing the outcomes, the suggested EC + OSA-SSO have obtained minimum values for
all iterations. Initially, from 0 to 40th iteration, the cost values are somewhat higher for
proposed as well as compared schemes. Here, PRO has revealed the worst performances at
the initial iterations (0–20). Primarily, the offered approach has gained slighter cost (almost
1.015) with the amalgamation of the introduced optimization concept. Thus, the assessment
confirmed the augmentation of the offered model. This establishes how the hybrid model
converges to the specified fitness.

6.5 Statistical analysis

Table 5 describes the statistical analysis in terms of error for the adopted EC + OSA-
SSO scheme over conventional schemes. On scrutinizing the investigational results, the
adopted EC + OSA-SSO scheme has obtained negligible values. Subsequent to the
developed model, EC + OSA-SSO approach has attained reduced cost values than EC +
SSA, EC + PRO, EC + SSO, and EC + BOA models. Principally, minimal best-case
scenario values are achieved by the developed model since it is enhanced via

Table 3 Analysis on EC + OSA-SSO over extant classifiers

Metrics SVM+GWO [47] FSVM [34] RF CNN LSTM NB DBN EC+OSA-SSO

F-Measure 0.58 0.66 0.87 0.41 0.12 0.44 0.09 0.86
Accuracy 0.81 0.84 0.92 0.75 0.70 0.72 0.70 0.93
Sensitivity 0.42 0.51 0.79 0.28 0.06 0.35 0.05 0.81
Precision 0.94 0.95 0.96 0.81 0.72 0.59 0.69 0.92
Recall 0.42 0.51 0.79 0.28 0.06 0.35 0.05 0.81
Specificity 0.98 0.98 0.98 0.97 0.75 0.88 0.78 0.97
MCC 0.54 0.62 0.83 0.37 0.21 0.29 0.18 0.82
NPV 0.79 0.81 0.91 0.74 0.70 0.75 0.69 0.93
FPR 0.01 0.01 0.01 0.02 0 0.11 0 0.02
FNR 0.57 0.48 0.20 0.71 0.93 0.64 0.94 0.18

Table 4 Analysis of existing and proposed features

Metrics EC+OSA-SSO existing
entropy features

EC without
optimization

EC+OSA-SSO

F-Measure 0.82 0.79 0.86
Specificity 0.99 0.84 0.97
Accuracy 0.90 0.79 0.93
Precision 0.98 0.82 0.92
Recall 0.70 0.74 0.81
Sensitivity 0.70 0.74 0.81
MCC 0.78 0.58 0.82
NPV 0.88 0.76 0.93
FPR 0.05 0.15 0.02
FNR 0.29 0.25 0.18
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optimization theory. Likewise, the EC + OSA-SSO model has acquired minimal out-
comes for every scenario, hence showing betterment of adopted concepts.

6.6 Validation results

Table 6 depicts the validation results of EC + OSA-SSO versus existing method. The EC +
OSA-SSO is evaluated with existing method such as EC + AC-SSO, EC + SSA, EC + CSO,
and EC + GWO. The accuracy of EC + OSA-SSO is 1.15%, 2.08%, 4.81%, and 8.75%
superior to existing method.

7 Conclusion

This work presented a novel soil liquefaction prediction scheme, where, pre-processing was
done with data normalization. Subsequently, the features including “statistical and raw
features, higher-order statistical features, and improved entropy and MI features” were derived.
Further, DBN, LSTM, and RNN were deployed during prediction. Here, the outputs obtained
from DBN and LSTM were fused and then given to optimal RNN, which provided the final
output. In particular, tremendous outputs are attained at 90th LP for EC + OSA-SSO as well
as existing methods. Mainly from Fig. 3b; high accuracy values (0.99) are gained by EC +
OSA-SSO at 90th LP than at other LPs. At 90th LP, the accuracy of EC + OSA-SSO is
9.09%, 8.08%, and 10.1% better than the values obtained for conventional schemes like SSO,

Fig. 6 Convergence Analysis of
OSA-SSO over others

Table 5 Statistical Analysis

Methods Minimum Best Maximum Worst Std dev

EC+SSO 0.150937 0.084 0.149095 0.221557 0.06155
EC+SSA 0.180721 0.161677 0.165333 0.230539 0.028817
EC+PRO 0.124828 0.07485 0.13485 0.154762 0.031764
EC+BOA 0.177661 0.104 0.161106 0.284431 0.0691
EC+OSA-SSO 0.071013 0.024 0.073139 0.113772 0.031834
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SSA, PRO, and BOA respectively.The major advantages are the prediction accuracy is
improved and the liquefaction risks are removed. If an earthquake strikes suddenly and
unexpectedly, it is critical to estimate seismic damage potentials over the target area quickly
to limit damage and give an effective means of emergency control. In the future, non-liquefied
cases will be analyzed, and the location will be determined before the occurrence of an
earthquake. Before including liquefaction records in the dataset, a magnitude of liquefaction
index can be generated using the information on the modifications required.
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OptNet-Fake: Fake News Detection in Socio-Cyber
Platforms Using Grasshopper Optimization and

Deep Neural Network
Sanjay Kumar , Akshi Kumar , Abhishek Mallik, and Rishi Ranjan Singh

Abstract— Exposure to half-truths or lies has the potential
to undermine democracies, polarize public opinion, and pro-
mote violent extremism. Identifying the veracity of fake news
is a challenging task in distributed and disparate cyber-socio
platforms. To enhance the trustworthiness of news on these
platforms, in this article, we put forward a fake news detection
model, OptNet-Fake. The proposed model is architecturally a
hybrid that uses a meta-heuristic algorithm to select features
based on usefulness and trains a deep neural network to detect
fake news in social media. The d-D feature vectors for the
textual data are initially extracted using the term frequency
inverse document frequency (TF-IDF) weighting technique. The
extracted features are then directed to a modified grasshopper
optimization (MGO) algorithm, which selects the most salient
features in the text. The selected features are then fed to various
convolutional neural networks (CNNs) with different filter sizes
to process them and obtain the n-gram features from the text.
These extracted features are finally concatenated for the detection
of fake news. The results are evaluated for four real-world fake
news datasets using standard evaluation metrics. A comparison
with different meta-heuristic algorithms and recent fake news
detection methods is also done. The results distinctly endorse the
superior performance of the proposed OptNet-Fake model over
contemporary models across various datasets.

Index Terms— Convolutional neural network (CNN), fake news
detection, feature selection, grasshopper optimization algorithm
(GOA), term frequency inverse document frequency (TF-IDF).

I. INTRODUCTION

OWING to the low-cost internet-enabled devices with easy
and anytime access to the web, the use of social media

platforms such as Facebook, Twitter, Instagram, and What-
sApp has grown fast and profound. The current global statistics
reveal an active social media user pool of 4.55 billion [1].
While the amount of user-generated content is proliferating,
the speed of diffusion is unusually striking, thus creating a

Manuscript received 23 September 2022; revised 16 November
2022 and 30 January 2023; accepted 11 February 2023. (Corresponding
author: Akshi Kumar.)

Sanjay Kumar and Abhishek Mallik are with the Department of Computer
Science and Engineering, Delhi Technological University, New Delhi 110042,
India (e-mail: sanjay.kumar@dtu.ac.in; abhishekmallik265@gmail.com).

Akshi Kumar is with the Department of Computing and Mathematics,
Faculty of Science and Engineering, Manchester Metropolitan University, M15
6BH Manchester, U.K. (e-mail: akshi.kumar@mmu.ac.uk).

Rishi Ranjan Singh is with the Department of Electrical Engineer-
ing and Computer Science, IIT Bhilai, Sejbahar 492015, India (e-mail:
rishi@iitbhilai.ac.in).

Digital Object Identifier 10.1109/TCSS.2023.3246479

quintessential “breeding ground” for posting and disseminat-
ing antagonistic content, which includes fake news, rumors,
offensive, hateful, and bullying content [2]. Fake news stories
have been afflicting countries globally. Some online infor-
mation is blatantly fake or misleading, and some stories are
subtly wrong. Fake news is not new, but new communication
technologies such as social media have led to the propagation
of fake news [3]. The recent pandemic is a witness to this
contamination of information, where unconfirmed and falsified
news on proven prevention, cures, and medication is being
circulated, putting lives at risk. The World Health Organization
(WHO) has called the spread of fake news about COVID-
19 an infodemic. Countering falsehood and fact-checking
the avalanche of information is a conscientious and time-
consuming process, whereas masquerading (purposely creating
false accounts) or automated bots can plague the digital media
with alarming speed. Moreover, fake news could be in multiple
forms, such as rumors, satire, false advertisements, cyber-
bullying, and hate speech [4]. Such false or manipulated
information not only creates a sense of distrust in online news
and communication but also has a significant impact on our
opinion and may lead to distrust and unrest in society.

Usually, fake information can be of two types—
misinformation and disinformation. Misinformation is
factually incorrect facts. However, disinformation is false
information that is circulated to mislead the public leading to
economic, political, and social impacts. The information is
manipulated so that the reader feels it is correct. Fake news
designers use social engineering and deception techniques
on social media platforms and influence users’ behaviors by
persuading them, for example, to click on web links. The
deception techniques involve a psychological process; in this
way, fake news creators intend to achieve financial benefits.
According to Kshetri and Voas [5], someone will engage
in the creation and spreading of fake news based on the
following mathematical equation:

Mb + Pb > Ic + O1c + Pc + (O2c × πarr × πcon). (1)

Here, the monetary and psychological gains or benefits reaped
by fraudsters are represented by Mb and Pb, respectively.
The direct investments, opportunity costs, and psychological
costs associated with creating and managing fake news are
represented by Ic, O1c, and Pc, respectively. Also, O2c, πarr,
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and πcon represent the monetary costs of conviction, probabil-
ity of arrest, and probability of conviction, respectively.

The multilingual and multimodal nature of the various social
media platforms acts as an amplifier and rapid distribution
channel for the propagation of fake news, making fake news
detection a challenging task. It is a challenging task in the
sense that fake news articles and texts often use modified
slangs and languages along with terms which are not in
the dictionary. Also, sometimes fake news creators use a
mix of several languages which are difficult to detect. The
extensive number of fake news spreaders further complicates
the process of debunking. Furthermore, the constant adapta-
tion of the design and presentation of content such that it
appears more legitimate makes it nearly impossible to halt
this widespread phenomenon in the socio-cyber world [6].
At the same time, not all the users can discern fake from
actual news. Moreover, anyone with internet access can easily
create malicious accounts, such as cyborg users and social
bots leading to increased fake news. This makes it impossible
to assess the never-ending online data manually. To minimize
the circulation of fake news, several fact-checking projects
such as the Google News Initiative and Verizon have been
introduced. In general, fake news detection tasks can be
accomplished with the help of feature extraction followed by
model building. Few of the commonly used methods to detect
fake news include content-based identification, feedback-based
identification, and intervention-based solutions [7]. Most of the
existing fake news detection methods use textual content, user
responses, and computational methods [6]. However, these
methods have several limitations, such as reduced feature
relevance, redundant features, and increased feature correlation
that lead to a low detection rate and accuracy of the model.

The proposed OptNet-Fake model is built by pairing
the modified grasshopper optimization (MGO) meta-heuristic
algorithm with a convolutional neural network (CNN) archi-
tecture. We start by preprocessing the textual data (news
articles and social media posts) to achieve uniformity across
the dataset. To create the initial feature matrix, we extract
features using the TF-IDF technique. This gives a d-D feature
set for every news article represented in a d-D feature space.
The extracted features are then passed to the MGO algorithm,
which selects the most relevant features from the generated
feature space. As the classical grasshopper optimization is
suitable for continuous tasks, we modify it to work on discrete
tasks such as feature selection. The selected features are then
fed to a deep CNN to process them and obtain the n-gram
features from the text, which are further used to perform the
final fake news detection. We examine the performance of
the proposed OptNet-Fake model on four benchmark real-
world datasets, namely, Kaggle Fake News Dataset [8], ISOT
Fake News Dataset [9], COVID-19 Fake News Dataset [10],
and WELFake Dataset [11] and evaluate several performance
metrics for the task of fake news detection. The results of
the MGO-CNN-based OptNet-Fake model are compared with
several contemporary methods of fake news detection to obtain
a comparative performance and utility of the introduced model.
The main contribution of our work can be summarized as
follows.

1) We propose a novel fake news detection model, OptNet-
Fake, using an MGO and CNN.

2) We adopt a feature generation technique using TF-IDF
to exploit the importance of occurrences of words in a
text segment and across a text corpora.

3) We modify the classical Grasshopper Optimization algo-
rithm (GOA) for feature selection to capture the most
relevant and the least correlated features for fake news
detection.

4) The proposed work uses a deep CNN architecture to
extract the n-gram features to better characterize the
news articles.

5) A comparative study involving various metaheuristics
and contemporary fake news detection methods has been
performed using four benchmarked real-world datasets.

The rest of the article is organized as follows. Section II
presents a discussion on the already existing work in the field
of fake news detection. Various datasets used by us for our
experimental study are described in Section III. We illustrate
our proposed work in detail in Section IV. The experimental
results and analysis are presented in Section V. Finally, the
concluding remarks are mentioned in Section VI.

II. RELATED WORK

The proliferation of fake news on online social networks
has gained much attention in the literature, and an increas-
ing number of researchers have been exploring this field.
We can broadly divide various fake news detection methods
into three groups, namely, knowledge-graph-based, linguistic-
based, and machine-learning and deep-learning-based tech-
niques [12]. The knowledge-graph-based approach analyses
network behavior and structure to bring out false news.
This can be carried out in multiple ways, including knowl-
edge graph analysis, which has an accuracy of 61%–95%,
as claimed by Ciampaglia et al. [13]. They also studied
the relationship between entities and put forward the theory
of network effect variables. Another graph-based approach
was used by Gangireddy et al. [14] in their study, where
they identified misinformation with the help of label spread-
ing, biclique identification, and feature vector learning. Their
approach comprises three phases and achieves an accuracy
near 80% for unsupervised detection of fake news.

Yang et al. [15] explored the source user’s characteristics
on Sina Weibo, China’s popular social media platform. They
examined a set of features and put forward a classifier to
bring out false information. In general, the linguistic analysis
methods are based on the n-gram approach, part-of-speech
tags, and probabilistic context-free grammar (PCFG) [7]. The
n-gram approach uses patterns of n continuous words within
a text, consisting of words and phrases. Syntactic features
such as part-of-speech tags are acquired by tagging every
word according to a syntactic feature such as adjectives
and nouns. The PCFG uses a CFG to denote a sentence’s
grammatical structure. The intermediate and terminal nodes
represent syntactic constituents and words, respectively.

Zheng et al. [16] used supervised machine learning for
effective and efficient spammer detection. They did this by
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collecting a dataset, classifying the users as spammers and
non-spammers, and then using an SVM-based spammer detec-
tion algorithm. Verma et al. [11] introduced a WELFake
model for fake news detection using a word embedding over
linguistic features and machine learning classification. They
preprocessed the dataset and validated the news content’s
veracity using linguistic features followed by a voting-based
machine learning classifier. Karimi et al. [17] used a set of long
short-term memory (LSTM) for multiclass and multisource
fake news detection to discover the numerous degrees of
fake news. Wu and Liu [18] presumed that intentionally
spread false information is often manipulated to seem authen-
tic. To bring out this falsified news, they used embeddings
along with a combination of LSTM and recurrent neural
networks (RNNs) to build a classifier based on propagation
pathways in social media. A CNN-based study was given
by Yang et al. [19]. They presented a model called TI-CNN,
using latent and explicit features to analyze texts and images
for incorrect information. Paka et al. [20] proposed a novel
framework named Cross-SEAN for fake tweets’ detection
related to COVID-19. They introduced CTF, a large labeled
Fake Tweets dataset. As part of Cross-SEAN, they proposed a
cross-stitch-based semi-supervised end-to-end neural attention
model. Shrivastava et al. [21] developed a model using differ-
ential equations to investigate the effect of user verification
and blocking and the spread of messages on online social
networks. Furthermore, the model presented the controlling
mechanism for untrusted message propagation. The recently
proposed susceptible-infected-recovered-anti-spreader (SIRA)
model is based on the spread of epidemics and its applica-
tions to modeling the propagation and control of rumors in
online social networks [22]. The proposed technique intro-
duced a mechanism for the recovery of nodes in a situation
where rumor propagation and rumor control happen simul-
taneously. Sengupta et al. [23] presented a blockchain-based
model named ProBlock to perform the correctness of infor-
mation propagated. The model used a secure voting sys-
tem, where news reviewers can provide feedback on the
news. A probabilistic mathematical model forecasts the news
item’s truthfulness based on the feedback received. Trueman
et al. [24] proposed an approach for fake news detection and
its classification into six subcategories. They presented an
attention-based convolutional bi-directional LSTM framework.

III. DATASETS

This section describes about the various datasets used in
the study to gather the results. We have used various types of
datasets for our study, and these include Kaggle Fake News
Dataset [8], ISOT Fake News Dataset [9], COVID-19 Fake
News Dataset [10], and WELFake Dataset [11]. Each dataset
represents a different context and is suitable for our study.
The composition of fake articles and real articles in the used
datasets is given in Table I.

1) Kaggle Fake News: The Kaggle dataset contains both
reliable and unreliable articles that context the 2016 U.S.
presidential elections. It includes 20 800 IDs, 20 242 titles,
18 843 authors, 20 671 texts, and 20 800 labels. This dataset
contains 10 413 real news and 10 387 fake news articles.

TABLE I
COMPOSITION OF FAKE AND REAL ARTICLES IN THE USED DATASETS

2) ISOT Fake News: The dataset [9] contains fake and
real news articles. The truthful articles were obtained from
Reuters.com, and the fake articles were collected from various
websites indicated by Politifact. The dataset contains articles
related to political news, world news, government news, and
regional news of the United States and the Middle East.
This dataset contains 21 417 real news and 23 481 fake news
articles.

3) COVID-19 Fake News: The dataset contains 10 700
social media posts based on COVID-19 news [10] collected
from various platforms such as Facebook, Twitter, Instagram,
Politifact, WHO, Indian Council of Medical Research (ICMR),
and Centers for Disease Control and Prevention (CDC). It con-
tains 5600 real and 5100 fake news articles.

4) WELFake: Word Embedding over Linguistic Features for
Fake News Detection (WELFake) dataset [11] contains 72 134
news articles with a distribution of 35 028 real and 37 106 fake
articles. The news articles were collected from four popular
platforms: Kaggle, McIntire, Reuters, and BuzzFeed Political.
The dataset contains four columns, namely, Serial Number,
Title, Text, and Label, whether the article is fake, where
0 represents fake and 1 represents real.

A. Evaluation Metrics

In this section, we mention the evaluation metrics used
in this study to measure the performance of the fake news
detection model. We have used standard evaluation metrics:
accuracy, precision, recall, and F1 score. Since all these
metrics use information represented in the confusion matrix,
we also computed the confusion matrix. Accuracy measures
the total correctly identified samples out of all the samples.
The measure of the ratio between the true positives and all the
positives is known as precision. Precision helps us understand
the model’s performance to classify actual fake news articles
as counterfeit among all the news articles classified as fake.
However, the ability of the model to accurately identify the
occurrence of a positive class instance is determined by recall.
Recall helps us in deciding the number of actual fake news
articles that are classified as fake. F1 score can be defined
as the harmonic mean of precision and recall value. F1 score
helps ascertain the model’s performance in striking a balance
between precision and recall when there is an imbalanced
dataset.

IV. PROPOSED OPTNET-FAKE MODEL

This section illustrates the details of the proposed
OptNet-Fake model for fake news detection using an MGO
and CNNs techniques. The proposed model has four com-
ponents: data processing, feature generation, feature selection
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Fig. 1. Flow diagram for the proposed model for fake news detection using
MGO and CNN.

using MGO, and classification using CNN. In the first com-
ponent, we start by cleaning and processing the input news
articles to obtain uniformity across the news articles. Then
in the second component, we represent each news article in a
lower dimensional vector space (d). We perform feature selec-
tion using MGO to obtain more relevant features, reducing
the dimensionality in component 3. Finally, in component 4,
we process the selected features using CNNs to obtain n-gram
features and classify each news article as real or fake based on
its characteristics. Fig. 1 shows the overall architectural flow
of OptNet-Fake.

A. Data Processing

The raw news articles present in the dataset or avail-
able on the internet have too many aberrations and are
very noisy. Hence, we preprocess every news article to
remove such words and obtain uniformity across the articles.
First, we remove all the URLs, HTML tags, parentheses,
slashes, dashes, and multiple white spaces from the news
articles. Then we convert all the words of type “@Alice”
and “#Bob” to “Alice” and “Bob.” Then we convert all
the news articles into lower case and remove all the stop-
words such as a, an, and the http://www.ranks.nl/stopwords.
If a word has a character repeated more than three times
consecutively, we replace that with a single occurrence of
that character. For instance, “Wowwwwww” is replaced with
“Wow.” We also replace acronyms with their full forms www.
netlingo.com/acronyms.php. For example, “UN” changes to
“United Nations.” Finally, we obtain a well-processed dataset
with uniformity across the news articles.

B. Feature Generation

In general, for a classification task, a well-defined and
uniform feature set for the data points and classes in which
they will be classified is required. For our study of fake
news detection, we consider the individual news articles as
data points for our classification while real and fake act as
our classes. We obtain the term frequency inverse document
frequency (TF-IDF) values for every word in the article and
then sort the words in descending order of their TF-IDF
values. We then select the top d words based on their TF-IDF
values to obtain a feature set in a predecided (d) dimensional
vector space. The notion behind selecting the top d words
and not all the words in the corpora is that articles may have
a lot of words, and all the words are not equally relevant.
Moreover, expanding the dimensionality of the vector space
(d) to the number of different words in the corpora also tends
to increase the computational complexity by a considerable
margin. The obtained vector space acts as the feature space for
news articles, and the corresponding vectors act as feature set
for each news article. We vary the value of d to understand its
impact on the performance of our proposed work and choose
that value that yields the optimal results.

C. Feature Selection Using MGO

In recent years, metaheuristic algorithms have gained attrac-
tion for solving various optimization problems such as feature
selection because of their ability to avoid local optima and
search for a solution close to global optima. GOA is a recent
swarm intelligence algorithm proposed by Saremi et al. [25]
which mimics the grasshoppers’ foraging and swarming
behavior. The life cycle of grasshoppers has two phases: the
nymph phase and the adult phase. The nymph phase includes
small steps and slow movements, while the adult phase
includes long-range and abrupt movements. We introduce a
modified version of the recently proposed GOA for feature
selection as classical GOA being continuous in nature cannot
be used for a discrete problem such as feature selection.
Feature selection refers to selecting a subset of features from
a feature space to yield the most optimal results with less
computational cost. We start by generating a population of
grasshoppers characterized by a d-D vector where d is the
number of features with their values randomly initialized
in the range of 0–1. Then based on the fitness function,
we estimate the fitness value of all the grasshoppers and update
the positions of all of them based on the fittest grasshopper.
This step is repeated iteratively until the termination condition
is met. After the process is terminated, we choose the attributes
based on the fittest grasshopper. This is done by selecting the
attributes for which the value of the grasshopper’s vector space
is greater than 0.5. This helps us modify the classical GOA to
suit the discrete task of feature selection. To better understand
the algorithm, we also present a notation Table II. The various
phases of the proposed MGO algorithm are described below.

1) Population Initialization: For any population-based algo-
rithm, the first is to initialize a population. Let N be the size
of the population and d be the dimensionality of the feature
space. So for every grasshopper in the population, we generate
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TABLE II
NOTATION TABLE FOR THE MGO ALGORITHM FOR FEATURE SELECTION

Fig. 2. Representation of the positions of the entire population of the
grasshopper.

a d-D vector having random values in the interval [0, 1].
Hence, the position of every grasshopper can be represented as
X i , (i = 1, 2, 3, . . . , N ). Each dimension of the grasshopper i
can be represented as follows:

X i j = random(), j ∈ [1, d] and i ∈ [1, N ]. (2)

Here, random() gives a random number in the range [0, 1].
Fig. 2 shows the representation of the positions of all the
grasshoppers.

2) Fitness Function Calculation: After initializing the pop-
ulation, we need to evaluate the fitness function for every
solution, i.e., we need to evaluate the fitness value of every
grasshopper. For our work, we use the following fitness
function for the i th grasshopper:

Fitness(X i ) = errorRate ∗

∑d
j=1 round(X i j )

d
. (3)

Here, round(X i j ) returns the rounded-off value of X i j , i.e.,
for values greater than 0.5, it returns 1, while for values
less than 0.5, it returns 0. The errorRate is the classification
error using the selected features made by an artificial neural
network classifier. For the i th possible solution, the j th feature
is selected if the value of X i j > 0.5. For this study, we try
to minimize the fitness function, i.e., (3). This is done based
on the notion that we try to reduce the classification error for
any classification task while selecting the minimum number
of features. The rationale behind using the fitness function
mentioned in (3) is that it represents the product of clas-
sification error and the number of features selected by our
algorithm. Here, the classification error refers to an error in
classifying articles as real or fake using an artificial neural
network. The chosen features represent the features of the

grasshopper adopted by the proposed algorithm. Optimizing
the fitness function involves minimizing the classification error
while selecting the minimum number of features to obtain a
robust model that can efficiently give good results.

3) Position Update: After calculating the fitness function
for every grasshopper, next we go onto updating their positions
by considering the social interaction operator (Si ), the gravity
force operator (G i ), and the wind advection operator (Ai ) as
follows:

X i = Si + G i + Ai . (4)

To fit the feature selection task in a better way, we modify
the above equation and ignore the effect of gravity operator
(G i ) and assume that the direction of wind is always toward
the target. The target is the fittest grasshopper. Therefore, the
position update equation changes as follows:

X t+1
ik = c

 N∑
j=1, j ̸=i

c
ubk − lbk

2
S
(∣∣X t

jk − X t
ik

∣∣) X t
j − X t

i

Di j


+ T t

k . (5)

Here, X t
ik represents the value of the kth dimension of the

position of the i th grasshopper at time t , c is a decreas-
ing coefficient to shrink the comfort zone, attraction zone,
and repulsion zone. T t

k denotes the fittest solution or fittest
grasshopper at time t . The value of c is defined below

c = Cmax − l
Cmax − Cmin

L
(6)

where Cmax is the maximum value, Cmin is the minimum value,
l indicates the current iteration, and L is the maximum number
of iterations. We use Cmax = 1 and Cmin = 0.00001. The upper
and lower bounds of the kth dimension are denoted as ubk and
lbk , respectively. Also, S() is a function that defines the social
forces and is defined as follows:

S(r) = f e
−r
l − e−r (7)

where f and l are constants representing the intensity of
attraction and attractive length scale, respectively, while r is a
real value. The distance between the i th and j th grasshopper
is denoted as di j and it is calculated as |X t

j − X t
i |. The

(X t
j − X t

i )/Di j is a unit vector from the i th to the j th
grasshopper. The value of the kth dimension of the fittest
solution or the fittest grasshopper so far is denoted by T t

k .
Equation (5) is used repeatedly and iteratively to update the
position of the grasshoppers based on the position of other
grasshoppers and the fittest grasshopper found so far. This
process is carried out for a fixed and pre-stipulated number of
maximum iterations, L .

4) Termination: Now, we mention the termination condi-
tions for the proposed MGO algorithm. Our algorithm termi-
nates after running for a fixed number of predecided iterations
(L). After this, we select the grasshopper with the smallest
value of the fitness function, or we choose the fittest solution.
Then based on this solution, we choose the features whose
corresponding dimension in the fittest solution is greater than
0.5. These features form our final feature set for which we
make our final classification.
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Fig. 3. Generation of 2-D feature matrix using the selected features from
the feature vector of every news article.

D. Classification Using CNN

In this phase, we use deep CNNs to extract the n-gram-
based features from the news articles and make the final fake
news classification. We alter the feature vector of each news
article using the TF-IDF of the features that are selected in the
previous step and zero for the features that are not selected.
To comply with the input requirements of the CNN, we convert
the features of every news article into a 2-D matrix and then
pass it to the CNN. The feature vector of each news article is
converted into a 2-D matrix of dimension 25 × 100. Here,
25 and 100 are the dimension of our feature matrix, with
25 being the number of rows and 100 being the number of
columns. This dimensionality is in accordance with the size
of the feature vector, which is chosen to be 2500 based on the
experimental analysis discussed ahead in Section V-A. Fig. 3
depicts the pictorial representation of generation of 2-D feature
matrix using the selected features from the feature vector of
every news article. We convert the feature vector into a feature
matrix as an accepted input for our CNN architecture.

The feature matrix generated above is then passed through
three different convolutional layers concurrently. The filter
sizes of these convolutional layers are 2, 3, and 5, respectively.
Different filter sizes are chosen to capture the details of the
news articles based on the n-gram models. Therefore, the three
convolutional layers select the 2-gram, 3-gram, and 5-gram
features of the news article. These extracted n-gram features
helps our model to incorporate the impact of a combination of
words in signaling whether a news article is real or fake. Then
we concatenate the output of these layers using a concatenation
layer to generate a combined output containing the features
extracted from all the convolutional layers. This output is then
passed through a fully connected dense layer to finally classify
the news articles as real or fake. Fig. 4 shows the process of
extracting the n-gram features from the feature matrix of the
news articles using a CNN which are then concatenated using
the concatenation layer. The output of the concatenation layer
is then passed through a dense layer and classified as real or
fake depending on their characteristics.

Fig. 4. Process of extraction of n-gram features from the feature matrix of
the news articles using the convolutional layers and making classifying them
as fake or real.

For training the classifier, we first split the entire dataset
into training and testing datasets. The split is done in an
80:20 ratio, which is one of the common practices, with 80%
of the dataset kept for training purposes while 20% of the
dataset is reserved for testing purposes. The split has been
done in such a manner so that we can prevent underfitting and
overfitting. This also reduces the bias of the classifier toward
a single output class. After training the classifier on the input
news articles for the selected features, we test the efficiency
of the proposed framework on test data.

V. EXPERIMENTAL RESULTS AND ANALYSIS

In this section, we present the performed experimental result
and analysis to validate the efficacy of the proposed fake
news detection model. We obtained the results on all the
datasets mentioned in Section III based on all the standard
evaluation metrics such as accuracy, precision, recall, and F1
score. We have split the entire dataset into two parts for our
experiments, namely, training and testing datasets. The split
was done in an 80:20 ratio with 80% of the dataset being
reserved for training while 20% of the dataset reserved for
testing. The model parameters were fixed and used in similar
settings across the datasets. For our MGO algorithm, we chose
the number of grasshoppers to be 200 while the maximum
number of iterations is chosen to be 300. For initial feature
generation, as mentioned in Section IV-B, we picked the value
of d to be 2500. The value of Cmax, Cmin, l, and f was
taken to be 1, 0.00001, 1.5, and 0.5, respectively. For every
dataset and every evaluation metrics, we run our experiments
100 times and the results were averaged out, to obtain more
stable results that are free from statistical aberrations. The
size of the filters for CNN is chosen to be 2, 3, and 5.
We compare the performance of our algorithm with several
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Fig. 5. Dimensionality of feature space (d) versus accuracy for various
datasets.

contemporary fake news detection algorithms such as Cross-
SEAN [20], C-BiLSTM [24], BerConvoNet [12], Semantics
FND [26], and DeepFakE [27] to present the utility of our
approach with other fake news algorithms. We also compare
the performance of our proposed model with some of the
classical, and contemporary metaheuristic algorithms such as
dragonfly optimization (DGO) [28], gray wolf optimization
(GWO) [29], particle swarm optimization (PSO) [30], firefly
optimization (FO) [31], ant colony optimization (ACO) [32],
and whale optimization (WO) [33]. This provides us an
understanding of the performance comparison as opposed to
other metaheuristic-based algorithms. The various simulations
performed for the hyperparameters and evaluation metrics are
discussed below.

A. Dimensionality of Feature Space (d) Versus Accuracy

Fig. 5 shows the effect of varying the dimensionality of
feature space via TF-IDF as mentioned in Section IV-B. Here,
we vary the dimensionality in steps of 500 starting from
500 and study its impact on accuracy across all the datasets.
We observe three maxima at 1500, 2500, and 4000. But there is
a global maximum at 2500, and the accuracy on all the datasets
is maximum at 2500 only. Also, as the dimensionality of the
feature space increases, the time it takes for the algorithm to
run also increases. Therefore, we choose dimensionality (d)
to be 2500 for the feature space of for the proposed model.

B. Parameter Setting

As part of the parametric study of the MGO algorithm,
we studied the variations in the classification capability of
the algorithm due to the variation in the maximum number
of iterations and full population size. We evaluated the perfor-
mance on all the datasets mentioned in Section III. The results
obtained are as follows.

1) Maximum Number of Iterations (L) Versus Accu-
racy: Fig. 6 shows the impact on prediction accuracy of
our proposed model based on the variation in the maximum
number of iterations across all the datasets. From Fig. 6,
we can observe that as the maximum number of iterations
(L) increases from 50 to 100, there is a steep increase in
the accuracy of our proposed MGO algorithm. But for the
values of L between 100 and 250, there is a steady and

Fig. 6. Maximum number of iterations (L) versus accuracy for various
datasets.

Fig. 7. Size of the population (N ) versus accuracy for various datasets.

almost horizontal growth. But when the maximum number of
iterations is 300, we can see a peak in the performance of the
proposed MGO algorithm, post which we see a decline in the
performance. Moreover, as the number of iterations increases,
the computational time also increases. This suggests we choose
the maximum number of iterations L to be 300 as optimal.
This gives us the justification for using the maximum number
of iterations to be 300. It provides an optimal fake news
detection accuracy across all the datasets while maintaining
the computational feasibility of the process.

2) Size of the Population (N) Versus Accuracy: Fig. 7
depicts the impact of increasing population size on the accu-
racy achieved by the proposed OptNet-Fake model for fake
news detection. It is evident that with an increase in the size
of the population, the accuracy increases. But after reaching
a threshold size of 200, the accuracy starts to drop for all
the datasets. As the population size increases after 200, the
number of probable solutions increases thereby increasing the
complexity of the model and its performance degrades. This
leads to a drop in accuracy for the model. Hence, the selected
choice of population size offers an optimally efficient and
effective balance in the parameters.

C. Confusion Matrix

Fig. 8 shows the confusion matrix obtained by our proposed
algorithm for various datasets. It clearly shows the exemplary
performance of the proposed OptNet-Fake model in classifying
the fake news articles as fake and real news articles as real.
We can see that the number of fake news articles classified
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TABLE III
PERFORMANCE COMPARISON OF OUR PROPOSED OPTNET-FAKE MODEL WITH SEVERAL CONTEMPORARY FAKE-NEWS DETECTION METHODS IN

TERMS OF ACCURACY (ACC.), PRECISION (PREC.), RECALL (REC.), AND F1 SCORE (F1)

Fig. 8. Confusion matrix comparisons of various algorithms on all the
datasets chosen by us. (a) Kaggle. (b) ISOT. (c) COVID. (d) WELFake.

as fake is 9340, 18 377, 4992, and 35 953 for the Kaggle,
ISOT, COVID, and WELFake datasets, respectively. Also,
the number of news articles classified as real which is real
by our proposed MGO algorithm is 10 202, 19 796, 5468,
and 34 348 for the Kaggle, ISOT, COVID, and WELFake
datasets, respectively. This shows that our model delivers
good performance in detecting fake and real news articles.
Fig. 8 also shows that our MGO algorithm has very few
misclassifications. This is due to proper feature generation
using TF-IDF and then an appropriate feature selection using
the MGO algorithm.

D. Comparison With Contemporary Fake News Methods

In this section, we compare the performance of our pro-
posed algorithm MGO-CNN with several recent contempo-
rary fake news detection methods such as Cross-SEAN [20],
C-BiLSTM [24], BerConvoNet [12], Semantics FND [26],
and DeepFakE [27]. Table III shows the accuracy, precision,
recall, and F1 score results obtained by various algorithms on
all the different datasets used by us. Across all the datasets,
we can see that the proposed model of fake news detection
performs the best in terms of accuracy, precision, recall, and
F1 score and gives a stable performance throughout. Semantics
FND performs the worst for the Kaggle and Covid datasets.
BerConvoNet and Cross-SEAN perform the worst for the

ISOT and WELFake fake news datasets, respectively. It can
be seen that for all the datasets, our method outperforms all
the contemporary fake news detection methods by a consid-
erable difference. This generates the utility of our proposed
MGO-CNN algorithm as a benchmarked algorithm for the
detection of fake news. Such excellent values of precision
show the capability of our proposed approach to predict very
few real news articles as fake. The high recall values also show
that our proposed approach classifies a very less number of
fake news articles as real. The superior performance obtained
by our proposed algorithm can be understood due to the proper
feature generation using TF-IDF and better exploration and
exploitation capabilities of the MGO algorithm compared with
other algorithms. Moreover, the proper use of a deep CNN to
extract n-gram features from the text also helps our algorithm
to extract the latent features from the news articles and classify
the news articles optimally. The above discussion shows the
utility of our proposed work in terms of fake news detection
compared with other recent methods.

E. Comparison With Metaheuristic Optimization Methods

The proposed fake news detection model adopts the MGO
algorithm as the feature selection method. In this section,
we present the performance comparison of the adopted MGO
algorithm for feature selection against some popular meta-
heuristic optimization algorithms in our study. For this analy-
sis, we used all the strategies of our proposed model, namely,
data processing, feature generation, and classification using
CNN except the future selection methods. For future selection,
we replaced the MGO in our proposed setup by some popular
metaheuristic algorithms such as DGO [28], GWO [29],
PSO [30], FO [31], ACO [32], and WO [33]. Table IV presents
the results obtained for the various evaluation metrics obtained
on all the datasets for all the chosen metaheuristic algorithms
augmented in our model. From the obtained results, we can
infer that our proposed fake news detection model using MGO
algorithm performs the best across all the datasets for all
the evaluation metrics except for precision in the WELFake
dataset. In terms of precision, our model lags by a very
slight margin from PSO, GWO, and ACO algorithms for the
WELFake dataset. Overall, the performance of the proposed
model is followed by the WO algorithm (WOA). All the other
metaheuristic algorithms used follow thereby and perform
closely to each other for fake news detection across the
datasets and evaluation metrics. Overall, the superior results
of our model compared with other metaheuristics optimization
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TABLE IV
PERFORMANCE COMPARISON OF OUR PROPOSED OPTNET-FAKE MODEL WITH SEVERAL METAHEURITIC ALGORITHMS. HERE, THE MGO IS REPLACED

BY OTHER METAHEURISTICS IN THE MODEL FRAMEWORK IN TERMS OF ACCURACY (ACC.), PRECISION (PREC.), RECALL (REC.),
AND F1 SCORE (F1)

algorithms justify our choice of using the MGO algorithm as
a feature selection method in our model.

All the above experimental results’ discussion shows that
the proposed fake news detection model is the best performer
across all the datasets and evaluation metrics presented in
Section III. The generated feature vectors for the news articles
using the TF-IDF approach, followed by proper hyperparam-
eter tuning, enabled us to choose an optimal dimension (d)
of feature vectors to capture all the important features of
the news articles. Using the MGO algorithm with proper
parameter tuning helped us to select the most relevant and
the least correlated features from among the feature vectors.
This can be attributed to the strong search space exploration
and exploitation capabilities and robustness of the MGO
algorithm. Also, using a deep CNN, we were able to extract the
n-gram features of the news articles. Overall, we can say that
the results obtained demonstrate the utility of the proposed
OptNet-Fake model using MGO and CNN techniques for fake
news detection.

VI. CONCLUSION

Fake news refers to false or misleading information that
often leads to serious harm to individuals, organizations,
and societies. In this article, we introduced a novel fake
news detection model named OptNet-Fake using the MGO
algorithm and CNN. We started by cleaning and processing
each news article. Then we generated a d-D feature vector
for every news article. The dimension of the feature vectors is
chosen using proper hyperparameter tuning to capture all the
essential characteristics from the news articles. The extracted
features are then passed through the MGO algorithm to select
the most relevant and the least correlated features. We modified
the classical GOA to fit the problem of feature selection
required for fake news detection. We ran experiments on four
benchmarked fake news detection datasets and evaluated sev-
eral popular performance metrics for the fake news detection
task. We compared the performance of our model with several
contemporary and metaheuristic algorithms to obtain a sense
of comparative study. The obtained experimental results reveal
the exemplary performance of the proposed model. As part of
future work, we can explore multimedia datasets like image-
or GIF-based fake news detection. For this, we can use some
sophisticated deep CNN architectures to extract the features
from the images or GIFs. These features can be fed to our
model directly for making the classification.
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Abstract— The bulk of power is produced by carbon-

fuelled thermal power stations, which discharge emissions 

like SO2, CO2, and NOx further into environment.  

Academics began concentrating their research work on 

many-objective load allocation. In order to resolve 

combined economic and multiple emissions dispatch 

scenarios with max-max price penalty component, this 

research introduces perfectly convergent particle swarm 

optimization (PCPSO) for addressing using quadratic 

functions, while considering the implications of emissions. 

Implementing this method on three different standard 

test systems, like the IEEE six-committed test unit system, 

ten generating test system, and forty generating real test 

system, and comparing the outcomes with other bio 

inspired algorithms, for the evaluation of this algorithm's 

effectiveness. To do this, we created a software in the 

MATLAB 2015a environment on hp lab-top with 4GB 

RAM. This technique has enhanced search tools with 

excellent convergence characteristics, optimizing the 

quadratic cost and quadratic emissions functions at 

diverse power demands with minimal transmission line 

losses. Various practical constraints are taken into 

account, like limits of ramp rate, restricted operating 

zone(s), power balancing restriction, and limits of 

committed system. Transmission losses taken into 

account when considering a multi - fuel system. This 

algorithm is quick, reliable, and efficient, and it requires 

less time to solve non-convex problems with excellent 

efficiency. 
 

Keywords— combined economic emission dispatch, Perfectly 

convergent Particle swarm optimization, price penalty factor, non-

smooth cost function, quadratic emission 

I. INTRODUCTION  

Fossil fuels are one of the most major part of power 

generation, make up a majority of global generation. Sulphur-

di-oxide, nitrogen dioxide, carbon dioxide, ozone, and other 

hazardous pollutants and gases with particles are also 

released into the air, contributing to global warming. The 

Environmental Protection Agency (EPA) released the final 

Affordable Clean Energy regulation (ACE) in June 2019, 

repealing the Clean Power Plan for electrical power 

committed system. In order to save the environment from 

thermal power stations, a novel approach has been developed. 

Numerous strategies have been put out and introduced to 
reduce the power system's economic dilemma. Linear 
programming, Lagrangian relaxation, and the Lagrange 
multiplier are some of the early methodologies that have been 
used. To enhance existing strategies, like  genetic algorithm 
(GA)[5], evolutionary programming(EP)[5], particle swarm 
optimization(PSO)[1,5], Biogeography Based 
Optimization(BBO)[4] , harvest season artificial bee 
colony[7], differential evolution(DE)[6], Backtracking 
search algorithm(BSA)[26], Gravitational search 
algorithm(GSA)[23], epsilon-multi-objective genetic 
algorithm variable(ev-MOGA)[20], Flower pollination 
algorithm(FPA)[8], quasi oppositional teaching learning 
based optimization(QOTLBO)[10], modified artificial bee 
colony algorithm (MABC/D/Cat[9] , MABC/D/Log)[9] , 
Kernel search Optimization (KSO)[9] and more alternative 
generations composed by intelligent techniques have been 
developed. In comparison to other options, very few of the 
heuristic search algorithms has yet to be able to provide good 
enough performance to solve every optimization problems.  
 
As a result, creating a in habitat-based heuristic search 
technique capable of preventing premature convergence 
while maintaining the rapid converging feature remains a 
difficulty. This problem motivated me to create such 
algorithm which is free from stagnation problems when used 
in multi-objectives problems with constraints. 
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Quadratic cost and Quadratic emission functions, which 

describe the right operational cost of producing units utilizing 

perfectly convergent Particle swarm optimization (PCPSO) 

[2], are considered in this research study. The use of this 

technique yielded good optimal results in a short amount of 

time. The following are the five sections of the paper: In 

section II, the formulation of the CEED optimization issue is 

covered. Section III discusses the PCPSO strategy. Section 

IV discusses the findings and debate. The conclusion is the 

fifth and last section.  

II.  FORMULATION OF COMBINED ECONOMIC EMISSION 

OPTIMIZATION PROBLEM 

The conceptual structure framework of the CEED challenge 

is outlined in this section, which includes the quadratic cost 

of fuel function model, quadratic pollutant model, and max-

max price penalty function. 

A. Quadratic  cost of fuel function 

The majority of the operational cost of fossil fuel-based 
power plants are stated as having a quadratic function 
because it is the system's primary goal and it also has 
requirements for equality and inequality. ��� ��� = ∑ 
���
 + ���� + ������ +��� sin ������,��� −
��� � $"                                                                          (1) 

Liable to constraints: 

Power balance restriction: The sum of entire power 

requirement and the losses in transmission equals the entire 

true power generation. 

∑ �� = �# + �$����                                                         (2) 

Generator limit restriction: The following range must be met 

by the actual power output of the �%" committed generating 

unit. �� ��� ≪ �� ≪ �� �'(                                                    (3) 

Transmission loss restriction: George's equation given below, 

which states that the overall transmission loss �$should be 

kept to a minimum. �$ = ∑ ∑ ��)�*�*�*������                                                  (4) 

Where ��� is the cost of fuel of entire committed units in 

$/h,��  is the true output power in MW of �%" unit,�# , �$  are 

entire requirement and losses in transmission power in 

MW,�� ��� , �� �'(are the lower and upper power range of �%" 

unit, n is the committed  units, the �%" committed units having 

coefficient of fuel cost curve are 
� , �� , �� , +�  and.)�* is the 

coefficient of transmission loss of committed test system. 

B. Quadratic Pollution function 

Due to the combustion of fossil fuels, all thermal energy 

stations create hazardous gases such as SO2, NOx, and 

CO2, which add to the overall emissions and must be 

reduced individually. All three emissions are 

mathematically defined in this model using quadratic 

polynomials as follows: 

  ,-. = ∑ /+���
 + 0��� + 1�2 + 3�045/6���2  78/ℎ����      (5) 

Whereas ,-. is the entire pollution with valve point loading 

effect in ton/h,  +� , 0�,;< are pollution coefficients of   �%" 

committed unit in ton/M =
ℎ, ton/MWh  and  ton/h  

, 3�  
�+ 6� are the valve point loading effect (VPL) pollution 

coefficient of �%" committed unit.  

C. Price Penalty Factors (PPF) 

The factors of Price penalty are calculated by dividing cost 

of fuel by pollution price and are being utilized to transform 

pollutant limits into comparable cost of fuel. The Max-Max 

price penalty factor, ℎ� employed in this study are listed 

below. 

ℎ� = �'<.< EFGH IJ<.< EFGIK<�I�L< MNO�P<�.<,E<QR.<� ��'<.< EFGH IJ<.< EFGIK<�IS<T(U/V<.<2         (6) 

D. Bi-objective CEED 

The bi-objective CEED equations are shown below, which 

incorporate cost of fuel with each pollutant and are then 

transformed to a single outcome by multiplying a factor of 

price penalty for each of the pollutants independently. �- = ∑ [/
���
 + ���� + ��2 + ��� sin ������,��� −������� � + ℎ� �
� ��
 + ��  �� + �� +
3�045/6���2 ] $"                                                               /72  

III. PARTICLE SWARM OPTIMIZATION: 

Kennedy and Eberhart [1] established Particle swarm 

optimization without inertia weight in 1995, but for the first 

time in 1998, they developed it with constant inertia weight, 

and as a result it was dubbed as traditional PSO. Started with 

candidate solutions of particles moving through the problem 

area, every particle having a location and velocity and have 

latest updates as below:            4*/Z + 12 =  4*/Z2 +  \*/Z + 12                  (8) \*/Z + 12 =  ]\*/Z2 + ��/72 �̂�5*/Z2 − 4*/Z2� +�
/72 
̂�8/Z2 − 4*/Z2�                                          (9) 

Where, j =1, 2, 3 … n ]/72 = ]�'( − Z × /]�'( − ]���2÷7�'(        (10) 

�̀/72 = 1.167 × ]/722 − 1.167 × ]/72 + 0.66 (11) `
/72 = 3 − �̀/72                                                  (12) 

�̀/72, `
/72 are non-linear dynamic changeable , 
asynchronous learning factors and are more prone of 
converging to best possible ideal optimal result. 
  k+1 stands subsequent epoch, k is the momentary epoch , \* 

is the particle j’s velocity ,4* is particle j’s location , factor of 

Inertia weight ] ,acceleration factors �� ,�
 , personal best 

particle 5* ,global best of the whole network swarm g, 

pseudo-random numbers^ � , 
̂ between 0 and 1.  ]�'(  and ]���  are highest and lowest range value 0.9 and 0.4. 

 

Postulated algorithm as Perfectly Convergent Particle 

Swarm Optimization (PCPSO) 

One of the purpose of the proposed variant [2] in this scenario 

is to eliminate early convergence, because it contributes 
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toward standstill and thus to substitute personal best particles 

for global particles because these allow for more exploration 

in search space. I've introduced an additional particle in this 

new form as with GCPSO [2], however it will seek area close 

to a global position for personal best position, while taking 

into consideration the current velocity update, lacking 

exploration and subjects to entrapment in many-modal 

situations with single or more local minima:  \*′ /Z + 12 = −4* ′/Z2 + 5�0fg/Z2 + ]\*′ /Z2 +  h/Z2/1 −2^2                                                                           (13) 

Other particles in the swarm, on the other hand, will adjust 

their velocity according to this new variant:  \*′ /Z + 12 = ]/Z24* ′/Z2 + �� �̂�5*/Z2 − 4*/Z2� +�
 
̂�−4*/Z2�                                                          (14) ]/Z2 = ]�'( − Z × /]�'( − ]���2÷7�'( 

�̀/Z2 = 1.167 × ]/Z22 − 1.167 × ]/Z2 + 0.66 `
/Z2 = 3 − �̀/Z2  

�̀/Z2 and `
/Z2 are non-linear dynamic changeable , 
asynchronous learning factors and are more prone of 
converging to best possible ideal optimal result.. 
In which the,  −4*i/Z2 + 5�0fg/Z2  part will conducts an 

investigation in personal best area, ]\*i/Z2 will provide the 

momentum to conduct hunt in present trajectory, ρ(k) (1-2r) 

chooses a unique  random check in the vicinity  of personal 

best particle with only a distance equal to  2h/Z2 , ρ(k) is the 

random stochastic hunt space diameter   expressed  below: 

h/Z + 12 =  j2h/Z2            kl��0ff0f > f�      /0.52h/Z2        1
�ol^0 > 1�h/Z2                      pgℎ0^q�f0       (15) 

#successes (k+1)> #successes (k) => # failures (k+1) =0     
and, # failures (k+1)> # failures (k) => #successes (k+1) =0 
The threshold settings fK= 15 & 1K=5 can finely tuned where 

#successes & #failures are the amount of subsequent 

unsuccessful attempts or successes. 

 This method uses an adaptable to choose the ideal sampling 
volume in its current iteration. The maximum range travelled 
in a single movement can be increased if a particular value of 
consistently produces a favourable outcome. The sampling 
volume needs to be reduced where, but at the other hand it 
delivers numerous failure in a row. If > 0 for all stages, at the 
end of the day, there won’t be a halt.  
This variant, in essence, enables every particles to compete, 

irrespective of if they're in exploratory phase or have a 

superior personal best than that of previous epoch or sit on 

the edge of global optimum, resulting in a true global 

technique. This technique gets over GCPSO's restrictions. 

 

IV. PCPSO EXECUTION STEPS IN CEED PROBLEM 

Step1. Specify the lower and upper limitations for every 

committed unit's output, as well as the demand in load 

restrictions. 

Step2. Using the  �%" 5
^g��o0   �� =[/���� , ��
� , ��r� … ��t� 2] where i=1, 2...S. create particles at 

random in between  min and max operating range of the size 

N  for a population of size "S" in the j-th-dimensional space. 

S with 'r' is a random number which is uniformly distributed 

within 0 and 1 and must satisfy the generation limitations 

requirement (15). ��*� = ���� + ^���* �'( − ��* ����                       (16) 

Step3: Constraints imposed by restricted operating zones 

The beginning population (or revised population) are 

adjusted and given output value close to the zone's (��*uvwTx) 

or higher (��*yUUTx) boundary, as indicated by the criteria, if 

any element ��*  is found to be inside the Z%"  forbidden 

operational zone. The centre of the Z%"  restricted area 

is ���z,{.  

��* = |��*uvwTx   �1 ��*uvwTx ≤ ��* < ���z,{��*yUUTx   �1 ���z,{ ≤ ��* < ��*yUUTx    (17) 

Step4. Set particle velocity in the [ ��������'( ] in N-

dimensional space. 

Step5. Utilize the equation (1, 5, 7.to assesses the fitness of 

each individually. 

Step6: The parameters are iteratively changed to improve 

fitness. The parameters of PSO are updated using equations 

(8-15). 

Step7: The evaluation function values for the changed 

particle positions are found. PCPSO assigns the new output 

value to pbest if it is good than prior one. The value of gbest’s 

is also changed to show to that it is the optimal vector across 

pbest. 

Step8. Stop criteria  

Particles stop moving if equation (17) is below the standstill 

threshold of � = 1410R�(if the position of the particles for 

the ideal solution is given as Gbest). 

                   

V. SIMULATION RESULTS AND DISCUSSION 

CEED issues are solved using the proposed PCPSO 

methodology using three different test platforms and assessed 

on three different IEEE and real test unit generating stations 

with six, ten and forty units, including losses in variability 

transmission and other restrictions. The constants of the 

proposed PCPSO includes the particle quantity be 20, total 

epoch be 250, trails is 5, the linearly decreasing inertia weight 

with higher and lower inertia range w=0.9 to 0.4, acceleration 

constants are c1 = c2 =2, characteristics of suggested  

PCPSO. 

Test case system 1 

To highlight the efficiency of the PCPSO approaches for 

addressing the CEED optimization issue with line flow limits, 

the investigation and validation CEED issues with IEEE 30-

bus, 6-generator system [3] at a demand load of 283.4 MW. 

Using the PCPSO approach including all system limitations, 

optimal generator scheduling was accomplished. All buses 
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have a voltage range of 0.94 to 1.06 per unit, with a maximum 

voltage variation of 6%.The suggested PCPSO algorithm is 

contrasted with latest research papers algorithms BBO, GA, 

EP, PSO and DE with lowest ����#  of 2004.30$/h, cost of 

fuel ��  of 838.15$/h and cost of emission is 335.10$/h as 

shown in table 1.The simulation results shows power loss �$ of 5.78MW with computational time of 6.08seconds 

resulting in excellent convergence characteristics.  

Table1.Comparision of CEED results for six generating 

system with other techniques 

 PCPSO BBO 

[4] 

GA 

[5] 

EP 

[5] 

PSO 

[5] 

DE 

[5] 

�� 120.28 127.84 58.41 114.29 107.73 121.6

5 

�� 48.40 42.41 76.27 50.38 46.60 56.58 

�� 30.62 31.19 47.82 30.19 27.93 36.30 

�� 31.44 33.27 33.44 32.78 35.00 28.91 

�� 29.00 29.97 28.75 29.36 30.00 22.88 

�� 29.43 29.40 39.98 30.66 40.00 21.90 

����� 2004.30 2084.7

8 

2107.1

9 

2094.3

9 

2109.4

7 

2122.

53 

 

Test case system 2. 

This scenario involves a thermal committed system with 10 

units of generation along valve point loading effects. The cost 

of fuel coefficients matrix, generator constraint matrix, 

pollution coefficient matrix, and coefficient of   transmission 

loss matrix are taken from [6]. Table 2 displays the outcomes 

of using PCPSO to solve CEED optimization problem for a 

2000MW load demand and contrasts them along many more 

approaches. The proposed PCPSO algorithm shows the lower 

fuel cost with emission cost along with lowest combined 

economic emission dispatch of 216166.43 $/h which is lower 

than BSA, MODE, PDE, GSA, QOTLBO, NGPSO, FPA, ev-

MOGA, ABCDP-LS, by 2948.85$/h, 2015.07$/h, 

1701.25$/h, 1687.24$/h, 1624.31$/h, 4.11$/h,  2761.69$/h 

and 1848.61 $/h respectively in achieving optimal global 

minimum solution in low iteration and computing time. This 

shows the excellent performance of PCPSO without getting 

trapped in minima solution 

 

Table II. Shows comparison of cost of fossil fuel, pollutant price and ����# of PCPSO with the other optimization methods. 

 BSA [26] MODE [6]  PDE [6] GSA [27] QOTLBO [10] NGPSO [28] FPA [8] ev-MOGA 

[20] 

PCPSO 

�� 55.00 54.9487 54.9853 54.9992 55.0000 55.00 53.188 54.1807 55.00 

�� 80.00 74.5821 79.3803 79.9586 80.0000 80.00 79.975 78.4981 80.00 

�� 86.53 79.4294 83.9842 79.4341 84.8457 81.2398 78.105 84.7653 78.2489 

�� 86.98 80.6875 86.5942 85.0000 83.4993 80.8334 97.119 81.3502 81.8443 

�� 129.15 136.89551 144.4386 142.1063 142.9210 160.00 152.740 138.0526 157.8900 

�� 146.92 172.6393 165.7756 166.5670 163.2711 235.0087 163.080 166.2667 231.8700 

�� 300.00 283.8233 283.2122 292.8749 299.8066 289.3507 258.610 295.466 290.0735 

�� 323.90 316.3407 312.7709 313.2387 315.4388 297.4542 302.220 326.7642 299.2467 

�� 435.99 448.5923 440.1135 441.1775 428.5084 401.5072 433.210 428.9338 403.6784 

��� 440.01 436.4287 432.6783 428.6306 430.5524 401.4275 466.070 429.6309 403.5242 

�� 112807.37 1.1348e5 1.1351e5 1.1349e5 113460 116179.6487 1.1337e5 113422.34 113360.46 

�� 4188.09 4124.9 4111.4 4111.4 4110.2 3939.2278 4147.17 4120.5204 3910.78 

����� 219115.28 218181.5 217867.68 217853.24 217790.74 216170.54 218928.12 218015.04 216166.43 
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Test case system 3. 

The Tai power plant itself has 40 generating units and is a 

significant and diverse energy production system, with coal-

fired, oil-fired, gas-fired, diesel, and combined cycle all being 

present [6]. The system's demand for load is 10500 MW, 

which is influenced by limits in ramp rate (RRL), banned 

operating zones (POZ), cost function of non-smooth nature 

with valve point effects, and emission function. The PCPSO's 

best simulation results as shown table 3. are compared to with 

MODE, PDE, MABC/D/Cat, MABC/D/Log, FPA, KSO, 

QOTLBO, GQPSO, SAIWPSO, PSOGSA , MA θ-PSO, 

HPSOGSA, IABC, GSA, NSGA-II , SPEA2, IABC-LS , 

TLBO , ev-MOGA , ABCDP , MBFA , DE-HS , MLTBO , 

RCCRA , BPO  and OHS is lowest in fuel cost 12430.00 $/h 

along with emission cost . The ����# is 220810.00 $/h with 

low power loss �$  of 81.59MW which is also lower from the 

results in a very small computation time of 3.16 seconds in 

few iterations. Following table III contrasts the comparison 

of cost of fossil fuel and emission cost of all the recent 

algorithms 

Table III. Cost of fuel  �� and pollution cost ,�  of PCPSO is compared to 

other latest algorithms. 
Algorithm Fuel Cost �� Emission Cost �� 

PCPSO 12430.00 76610.00 

QOTLBO[10] 125161.00 206490.00 

GQPSO[11] 146121.50 270192.37 

SAIWPSO[12] 121676.23 177276.36 

PSOGSA[13] 129987.00 176678.00 

MA θ-PSO[14] 129995.00 176682.00 

HPSOGSA[15] 129997.00 176684.00 

IABC[16] 129995.00 176682.00 

GSA[17] 125782.00 210933.00 

NSGA-II[18] 125825.00 210949.00 

SPEA2[19] 125808.00 211098.00 

IABC-LS[16] 12995.00 176682.00 

TLBO[25] 125602.00 206648.00 

ABCDP[16] 129995.00 176682.00 

ABCDP-LS[16] 129995.00 176682.00 

MBFA[21] 129995.00 176682.00 

DE-HS[22] 129994.00 176682.00 

MLTBO[23] 127283.87 99127.70 

RCCRA[24] 124250.95 229395.90 

BPO[25] 127335.40 97848.41 

MODE [6] 12579.00 211190.00 

PDE [6] 12573.00 211770.00 

MABC/D/Cat[7] 12490.90 256560.67 

MABC/D/Log[7] 12449.10 256560.00 

FPA [8] 123170.00 208460.00 

KSO [9] 125491.00 199591.00 

 

VI. CONCLUSION  

In order to solve CEED issues in power systems, PCPSO has 

been created in this study. The effectiveness of the PCPSO 

was evaluated for a number of test cases and contrasted with 

the recent research papers. It is confirmed that PCPSO is 

preferable an alternative algorithms for solving CEED issues, 

especially in large-scale power systems with valve point 

impact. Additionally, PCPSO shows avoiding to get struck in 

the premature convergence in local minima which results in 

better economic and emission impact, computational 

effectiveness, and its convergence feature. As a result, 

PCPSO optimization is a viable method for addressing 

challenging issues in power system networks. Future 

application of the suggested strategy to many-area power 

networks systems combined with solar power systems are 

part of the works for future application. The PCPSO excels at 

handling problems involving bi- and multi-objective power 

system optimization issues along outstanding outcomes in a 

shortest possible time and iterations. 
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Abstract— Solar energy has proven to be an assured front 
runner among renewable energy sources since it is clean, cost-
effective and environment friendly. The output power and 
lifespan of a photovoltaic module are governed by a variety of 
factors such as incident solar radiation intensity, cell 
temperature, cloud and other shading effects, dust 
accumulation, weather conditions, geographical location, 
module orientation, etc. This work examines the impact of dust 
accumulation on the performance of the 5 kW photovoltaic 
system installed on the rooftop of the laboratory at Delhi 
Technological University. Performance analysis of the 5 kW 
photovoltaic system is carried out over 62 days such that the 
panels were left naturally uncleaned for the first 31 days and 
then cleaned on a regular basis for the following 31 days. 
Performance parameters such as performance ratio, capacity 
factor, system energy yield and reference energy yield are 
derived. The performance analysis results of the practical 5 kW 
system were later compared with the PVsyst software results. 

Keywords— Grid Interactive Photovoltaic System, Dust 
Accumulation, Performance Parameters, PVsyst Software 

I. INTRODUCTION 

Despite the severe disruptions brought on by the global 
pandemic and the ensuing GDP collapse, solar and wind 
capacity expanded by a colossal 238 GW in 2020 – almost 
double its previous highest annual increase [1]. This growth 
trend is in line with the decarbonization goals promoted by 
Agenda 2030. There are a variety of factors that contribute to 
soiling, including sand and dust particles, bird droppings, 
snow etc; that reduce the efficiency of solar panels [2]. The 
energy production by photovoltaic systems is severely 
conditioned by the abnormal operating conditions caused by 
dust depositions on the surface of PV panels.  

In order for photovoltaics to be efficient, a considerable 
amount of unalterable and alterable factors must be taken into 
account; dust is one such unalterable factor that significantly 
reduces PV module efficiency [3]. It is imperative that PV 
panels needs to be cleaned frequently depending on their site 
location, as the Saharan region has strong solar energy 
potential, but is plagued with sand and dust accumulation, 
wind as well as high temperatures [4].  

In [5], the effect of dust on the solar panel was analyzed 
for different modular technologies; the impact of dust on 
voltage, power and current of the respective modules was 
studied and quantitative performance degradation was 
observed. Power performance can be significantly reduced up 
to 60-70% due to the deposition of dust on the surface of PV 
panel [6]. The size and shape of dust particles accumulated 
vary with location [7] and hence type of dust soiling can 
significantly have a varying effect on PV performance [8].  
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The deposit of coal dust on PV panels causes a 

significant performance drop compared to that caused by fly 
ash [9], gypsum, and fertilizer industry dust [6]. 

 IEC-61724-3 provides guidelines on evaluation methods 
and data collection for performance of long-term capacity and 
short-term system, it also outlines guidance for evaluation of 
performance over the full range of operating conditions [10]. 
IEC 61724-2 provides the evaluation of power output during 
reference conditions (a few relatively sunny days) [11]. 
Performance ratio (PR) measures the quality of PV system 
and hence is also popular as quality factor in the solar energy 
sector [10]. Performance analysis can solely be used for 
making the right decisions for current and future installations 
[12]. In [13] authors calculated the performance ratio of the 6 
kW PV system for four months.  Performance ratio (PR) is a 
worldwide recognised indicator used by countries like 
Australia, the US and European countries to judge the 
performance of photovoltaic plants. With the help of such an 
analysis, these countries were able to improve the efficacy of 
their PV plants by identifying the deficiency and thus planned 
for smarter investment choices. The Performance ratio has a 
better predictive value than the PV plant's final yield because 
it closely accounts for actual solar radiation [14]. EU 
performance report signifies that a well performing system 
should have a performance ratio of 0.8 and higher [15]. As 
per SM, performance ratio measures the percentage of the 
energy that can be exported to the grid, after subtracting 
arbitrary energy losses and consumption [16]. Weather 
variability is a strong determinant of PR regardless of the 
plant's location or system size. [17]-[19] presents the 
performance ratio overview for different countries. In [20], 
the authors reviewed the effect of dust on the performance of 
photovoltaic panels in the North Africa, Middle East, and the 
Far East region. Due to limited water resources and high dust 
accumulation rates throughout the year, most countries in 
these regions have always struggled with cleaning their PV 
panels [21]. Henceforth, location plays a crucial role in 
analysing the effect of dust on the performance of PV panels. 

 Capacity factor (CF) can also be used as a performance 
indicator for grid-connected photovoltaic systems, but due to 
its lack of consideration for threshold irradiation, it cannot 
offer a realistic representation of PV plant performance. 
Moreover, it does not take into account environmental 
factors, grid availability, and system faults and hence 
crippling its performance analyzing potential [14]. 
Sometimes, capacity factor is used by investors to estimate 
the return on investment of their solar PV systems. 

PVsyst software allows the study, sizing, modelling and 
analysis of photovoltaic systems. PVsyst features a database 
of solar system component data and diverse meteorological 
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data sources such as meteonorm, NREL etc. [22]-[24] 
presents PVsyst simulation of photovoltaic system for 
different locales. It is typically used to identify the optimal tilt 
angle, azimuth angle, and PV module and inverter for 
improving PV plant performance and minimizing losses [24].  
This study presents the performance analysis of the 5 kW 
photovoltaic system installed on the rooftop of the laboratory 
at Delhi Technological University for May and June, 2022. 
The panels were left naturally dirty in May whereas regularly 
cleaned in June. System energy (kWh), peak power (Wp) and 
hours of operation of the 5 kW photovoltaic system were 
collected daily from the inverter unit in May and June. A few 
days of April and July were also added to May and June data 
respectively due to the PV system being inoperable for 5 days 
in May. The reference energy yield (YR), system energy yield 
(YS), performance ratio (PR), capacity factor (CF) and peak 
power (W) are compared for both months. An identical 5 kW 
photovoltaic system was also simulated in PVsyst, and the 
performance analysis results were compared to the practical 
PV system. 

Further, this paper consists of different sections; section II 
describes the analytical approach used for performance 
analysis and PVsyst analysis, ratings of modules and inverters 
are defined in section III, followed by performance analysis 
results and PVsyst results in section IV, and finally conclusion 
is drawn in section V. 

II. METHODOLOGY 
A. Performance Analysis 
The performance ratio (PR) is independent of location 

and is often described as the quality factor since it efficiently 
measures the quality of the PV plant. The relationship 
between the desired and actual energy outputs from a PV 
system is described by the performance ratio (PR). PV plant 
energy is heavily dependent on insolation from the sun, and 
performance ratio accounts for this global incident irradiation 
hence it becomes a powerful performance assessing tool.  

 
 

                YR =                                 (1) 
 

                 YS =                                                 (2) 
 

                  PR =                                (3) 
 

 Capacity factor (CF) for the photovoltaic system is defined 
as the ratio of energy produced (kWhAC) from the PV plant 
divided by the theoretical peak energy production of the PV 
plant throughout a specific period. But this factor does not 
serve as an ideal performance judging factor since it does not 
include the insolation from the sun. 
 

           CF =                     (4) 
 

 The performance ratio and capacity factor can also be 
expressed as percentages. For solar PV systems, PR values 
typically range from 60-90% and capacity factor values 
between 10-25%. 

 

 

B. PVsyst Analysis 

PVsyst software is a comprehensive solar design tool used 
by thousands of researchers and engineers across the globe. 
PVsyst is becoming the standard for large as well as utility-
scale photovoltaic installations. It is sometimes also used to 
study the performance degradation of the already installed PV 
systems. The main components of the software are project 
design, simulation and utilities.  

͞Project design comprises of grid-connected, standalone 
and pumping system. The software includes main parameters 
such as system, orientation, and detailed losses; as well as 
optional parameters such as near shading and economic 
evaluation. The system provides users with the ability to 
configure PV system power and choose appropriate PV 
modules, inverters, and batteries. 

The simulation is performed over a full year in hourly 
steps and produces a comprehensive report that includes 
graphs, tables and diagrams. 

Utilities include databases and tools. Databases consist of 
monthly and hourly climatic data. Climate data that is 
compatible with PVsyst can also be imported from external 
sites. Datasheets of unlisted PV modules, inverters and 
batteries can also be added. With the help of tools͟, the 
behaviour of a PV installation can be quickly estimated and 
visualized and it also provides access to compare PV 
installations and simulation by importing measured data of 
existing PV installations. 

Solar radiation data can be imported into PVsyst, or there 
is built-in Meteonorm, NASA, Solcast, and NREL data. A 
library of PV modules, inverters, batteries, pumps, and 
generators from various manufacturers is built in. If unlisted, 
there is a provision to import or edit the existing datasheet of 
PV modules, inverters etc. 

III. SYSTEM DESCRIPTION 
The MPPT-based inverter can provide us with the daily 

system energy (kWh), daily peak power (W) and daily hours 
of operation of the 5 kW photovoltaic system.  

The 5 kW photovoltaic system consists of 20 modules, 
each with a rated output of 250 Wp connected in two parallel 
strings, with 10 modules in each string. Table II below show 
the ratings of the 250 Wp module at STC. 

TABLE I. 250 Wp MODULE RATINGS AT STC 

Cell type Polycrystalline 

Rated output (Pmpp) 250 Wp 

Rated voltage (Vmpp) 30.48 V 

Rated current (Impp) 8.21 A 

Open Circuit Voltage (Voc) 37.47 V 

Short circuit current (Isc) 8.81 A 

Module Efficiency 15.4 % 

Number of Cells 60 

Module size 1640*992*35 mm 

Number of diodes 03 
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TABLE II. 5.5 KWAC INVERTER RATINGS 

Max. AC output active power 5.5 kW 

MPP Voltage Range 200-900 V 

Maximum Input Voltage 1000 V 

Maximum Input Current 2*11 A 

ISC PV (absolute maximum) 2*16.5 A 

Maximum Continuous Output 
Current 3*8.5 A 

Rated Grid Voltage 380/400 V 
  

 The Table I shows the ratings of the 250 Wp module. 
Table II defines the ratings of the 5.5 kWp inverter. Datasheets 
of PV module and inverter as shown in Table I and Table II 
respectively along with tilt angle and azimuth angle as shown 
below in Fig. 1 were imported into the PVsyst for simulation. 
Delhi Technological University is located at 28.74950 N and 
77.11840 E. The latest NASA daily global irradiation data of 
the above location is used for performance ratio (PR) 
calculation.  

 

Fig. 1. Tilt angle and Azimuth angle in PVsyst 
 

TABLE III. PVSYST PARAMETERS 

Field Type Fixed-tilted plane 

Number of 250 Wp modules 20 

Module area  33 m2 

Nominal PV power  5 kWDC 

Nominal AC power 5.5 kWAC 

Modules in series  10 

Number of Strings 2 

Site Latitude  28.74950 N 

Site Longitude 77.11840 E 

Altitude  300 m 

 PVsyst parameters after importing the datasheets of PV 
module and inverter are shown in the above Table III. 

 

 

 

IV. RESULTS AND DISCUSSION 
The data is gathered from the inverter unit over 62 days 

and the 5 kW PV system is working daily for 10-14 hours. The 
panels were left naturally dirty in May, whereas the panels 
were regularly cleaned in June and since the PV system was 
inoperable for 5 days in May, hence the data includes some 
dates from April and July. The below Figs. 2-7 depicts the 
comparison of reference energy yield (YR), system energy 
yield (YS), performance ratio (PR), capacity factor (CF) and 
peak power (W). 

 
 Fig. 2. Comparison of Reference Energy Yield of both months 

Fig. 2 above illustrates the comparison of the reference 
energy yield of both months and it can be observed that due to 
frequent rainfall, there was a sudden decrement in reference 
energy yield for a few days in June and consequently panels 
were naturally getting cleaned and their temperature also 
dropped down. It can also be observed that May month has a 
higher potential for solar energy as compared to June. 

 

  
Fig. 3. Comparison of Reference Energy Yield (YR) and System Energy 

Yield (Ys) in May 2022 
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Fig. 4. Comparison of Reference Energy Yield (YR) and System Energy 

Yield (Ys) in June 2022 

 Fig. 3 and Fig. 4 present the comparison of reference 
Energy yield (YR) and system energy yield (YS) in May and 
June respectively and it is evident that in June, the system 
energy yield approaches the reference energy yield more than 
in May, implying that more power is extracted from the PV 
system.  

Fig. 5. Comparison of Capacity Factor per Day of both months 

 
Fig. 6. Comparison of Performance Ratio per Day of both months 

 

Fig. 5 compares the daily capacity factor of both months, 
but since the capacity factor does not account for 
environmental factors such as irradiance hence it fails to 
provide any conclusion whereas Fig. 6 depicts the 
performance ratio comparison of both months and it can be 
observed that except for 5 days, the PR of June is exceeding 
the PR of May. Due to regular cleaning of panels, maximum 
PR of 0.925 has been observed in June and due to frequent 
cloudy days, minimum PR of 0.42 also occurred in the same 
month. The marked points indicate the days on which the 
panels were either manually cleaned or were naturally washed 
due to rain. Fig. 6 also depicts that the 5 kW photovoltaic 
system performs better in June than in May. 

 

Fig. 7. Comparison of Peak Power (W) per day of both months 

It can be perceived from Fig. 7 that on most days, the 
daily peak power of June is exceeding that of May as a 
consequence of regular cleaning of panels. In June, highest 
peak power of 4490 W was recorded and due to frequent 
cloudy days lowest peak power of 452 W was also observed. 

TABLE IV. COMPARISON OF MONTHLY AVERAGE VALUES OF 
BOTH MONTHS 

 

 Above Table IV shows the monthly average values of 
various quantities for both months and it can be observed that 
the monthly reference energy yield of June is lesser than that 
of May whereas system energy yield, capacity factor, 
performance ratio and peak power of June exceed the 
corresponding May values. May has a higher potential for 
solar energy but June has better performance results. In June, 
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there has been a remarkable 10% improvement in the 
performance ratio as compared to May. In June, the peak 
power also significantly improved as can be seen in Fig. 7. 

TABLE V. TOTAL SYSTEM ENERGY COMPARISON OF BOTH 
MONTHS 

 

After simulating the 5 kW photovoltaic system in PVsyst, 
the daily system energy of the practical PV system and 
simulation is compared and plotted in Fig. 8 for 62 days. June's 
practical system energy was higher than May's, relative to 
PVsyst energy and on one significant day, the practical system 
energy exceeds the PVsyst energy. The above Table V shows 
that regular cleaning of the panel considerably improves the 
monthly total system energy. The higher practical system 
energy for June is primarily attributable to the regular cleaning 
of panels, despite the higher PVsyst daily system energy for 
May. In contrast to the overall PVsyst system energy of 
1513.37 kWh, the total practical system energy for the 62 days 
is 1182.2 kWh. Total system losses for 62 days relative to 
PVsyst energy are 331.7 kWh, with 217.96 kWh occurring in 
May and 113.21 kWh occurring in June. Due to regular PV 
panel cleaning, energy losses were reduced by 104.75 kWh in 
June.

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 8. Daily system energy comparison of Practical 5 kW PV system and PVsyst 5 kW PV system over 62 days

 

TABLE VI. COMPARISON OF PR FOR PRACTICAL SYSTEM AND 
PVSYST SYSTEM FOR BOTH MONTHS 

 

 

Table VI shows the performance ratio comparison of 
simulation and practical system for both months. Performance 
ratio is a globally acceptable indicator for judging the 
efficiency of the PV system and it can be observed that there 
has been a significant 10% improvement in performance ratio 
in June. 

 
 

 

 

 

V. CONCLUSION 

A 62-day performance analysis of the 5 kW photovoltaic 
system is conducted. For the former 31 days, the panels were 
left naturally dirty whereas regularly cleaned for the 
remaining 31 days. May has a higher potential for solar 
energy but the performance ratio is high for June as a result 
of regular cleaning of panels. PV panels perceive rainfall as a 
significant factor while analysing performance; although 
cloudy days block the sun's insolation, rainfall cleans the 
panels and reduces their temperature, leading to better output 
on sunny days after rainfall. As a result of routinely cleaning 
the panels, there was a considerable 10% improvement in 
performance ratio in June. According to PVsyst analysis, 
June's practical system energy was higher than May's, relative 
to PVsyst energy and on one significant day, practical system 
energy outperforms the PVsyst output. PVsyst software has 
great potential in analysing PV systems and should be 
explored further. The frequency of the cleaning of PV panels 
is also another important aspect for performance 
improvement and thus can be included in future research. 

 

Month 

Energy  

May 2022 June 
2022 

Total Practical System 
Energy (kWh) 579.8 602.4 

PVsyst Total System 
Energy (kWh) 

797.762 
 

715.608 
 

Performance   
Ratio 

Month 

Practical 5 kW 
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ABSTRACT
The design and control of the 2DoF Ball Balancer system is presented in
this work. The ball balancer is a feedback-based underactuated system that
is nonlinear, multivariate, and electromechanical. The proportional deriva-
tive (PD) controller is optimized by using Bat Algorithm, Particle Swarm
Optimization, and Flower Pollination Algorithm in this research. By regu-
lating the plate inclination angle, the suggested controller accomplishes
self-balancing control for a ball on the plate. The modelling of the ball
balancer system is accomplished using a 2DoF ball balancer system. In
addition, Bat Algorithms, Particle Swarm Optimization, and the Flower Pol-
lination Algorithm are used to analyze the state of a process autonomously.
The system’smodel is created usingMATLAB/Simulink approaches, and the
results present the system with a steady and controllable output for ball
balancing and plate angle control.
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The author control the position of the ball balancer by using the PD con-

troller and optimized the parameter of the controller through FPA, BA, and
PSO.
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1. Introduction

Nonlinear systems with underactuated actuators are approximated with intelligent-control and
autonomous decision development methods [1]. They arose in a variety of contexts [2] and were
attempted in a variety of ways. Researchers have investigated the behaviour of numerous controllers
aiming at achieving self-balancing control and steady-state operation because of the structural com-
plexity of these systems. The inverted pendulum [3], the twin-rotor-multi-input–multi-output system
(TRMS) [4], the ball & beam system [5], the hovercraft [6], the furuta pendulum [7], and the ball &
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plate system [8] are all used as benchmark examples in the majority of the studies. In general, lin-
ear controllers make closed-loop control for such systems simple to implement [9], but their complex
nonlinear dynamics limit the control rules for all generalized applications. This gained the atten-
tion of a number of nonlinear control techniques [10], but these controllers have difficulties when
it comes to dealing with external load and lagging caused by additional feedback. The literature has
developed feedback-linearization [11] and partial feedback-linearization [12] for mechanically under-
actuated systems in order to satisfy these needs. However, challenges arising from a lack of resilience
have limited their use in a variety of disciplines. In addition, [13] proposes a passivity-based con-
trol at the selected equilibrium point, proposed a strategy for passivating the system with a storage
function. With differential feedback, this has the drawback of being unable to magnify measurement
noises. These drawbacks also prevented the successful development of a control mechanism capable
of achieving steady-state operation. These objectives are met by exemplifying the position control
and path tracking for an underactuated ball and plate benchmark problem in this study. Different
proportional–integral–derivative (PID) controller-based approaches for system control on a point-
to-point basis have previously been investigated [1415]. Disturbance rejection controllers [16] and
different optimization algorithms [17] are also used to demonstrate the desired tracking performance
for the ball and plate systems. Sliding mode control has been extensively explored for achieving self-
balancing control [18], as well as the development of fractional-order sliding mode control [19] to
eliminate the chattering phenomenon of classic SMC with greater efficiency [20]. Because of their
advantageswith time-varying reference systems,model predictive controllers were often utilisedwith
ball balancer systems [21]. The fundamental problemof these classic approaches, however is that they
produce a long settling time and peak overshoot. In addition to self-balancing control, hybrid and
intelligent controllers such as fuzzy [22], fuzzy cerebellar model articulation controller [23], and par-
ticle swarm optimization-based fuzzy-neural controller [24] are utilized to control the position and
trajectory of the ball and plate system. The PID controller is widely utilised in practical engineering
applications, despite the fact that there are various control algorithms for establishing self-balancing
control with balancer systems in the literature. The PID controller provides a number of benefits,
including a simple design, high dependability, and exceptional stability. On the other hand, traditional
PID controllers have a severe problem with parameter tuning.

In many engineering and industrial design applications, we must try to discover the best solution
to a problem while dealing with exceedingly complex limitations. Such limited optimization prob-
lems are frequently highly nonlinear, and finding the best solution can be time-consuming. For issues
involving nonlinearity and multimodality, traditional optimization does not produce good solutions.
To solve such tough problems, the current tendency is to use nature-inspired metaheuristic algo-
rithms, which have been demonstrated to be unexpectedly efficient. As a result, the metaheuristics
literature has grown dramatically in the recent two decades [25–28]. Researchers have only used a
few natural properties so far, and there is still room for more algorithm improvement. There are a vari-
ety of strategies for tweaking PID parameters that may be found in the literature. Various intelligent
approaches, such as fuzzy [29] neural network [30] self-tuning algorithms [31] genetic [32] and evo-
lutionary algorithms [33] are used in these techniques. On the other hand, these strategies strive to
retain superior generations, resulting in a local rather than global optimum. Furthermore, issues with
intelligent controllerweight adjustment, lowmemory, premature convergence,weak local search, and
high computational effort for genetic and other evolutionary algorithms have led to the development
of an optimal multi-objective approach for solving combinatorial optimization problems [34,35], such
as Particle Swarm Optimization (PSO), BAT Algorithm (BA), and Flower Pollination Algorithm (FPA).
To construct a nonlinear algorithm that can try to address multimodal optimization difficulties, the
attraction mechanism was integrated with light intensity fluctuations. Swarm Intelligence (SI) refers
to a type of interpretive capability that appears in processing unit communication [36]. Where the
theory of intelligence indicates that the analytical ability is successful in someways [37,38], the theory
of swarm describes stochastic manner, multiplicity, messiness, and unpredictability. SI is inspired by
human behaviour as well as insects such as termites, ants, wasps, and bees, as well as other social
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animal groupings such as flocks of birds and schools of fish [39,40]. Individuals in the swarm can
be described as simple solutions, yet they have a strong ability to work together to solve complex
non-linear problems [41].

PSO was established in 1995 by Kenndy and Eberhart for the purpose of training neural networks
and solvingnon-linear optimization issues. Humancognitionof natural behaviour, such ashowhuman
learning is influenced by their surroundings, how they interact with others, and how they encode their
patterns into their learning methods, are simple findings in PSO. PSO uses this learning phenomenon
to find an optimal solution. PSO has become increasingly natural for dealing with non-linear complex
optimization problems, especially in a wide range of fields. A swarm in PSO is a population of vector
solutions that is probing new search areaswhile hunting for food, resembling the evolution of a school
of fish. To find the global optimum, all particles in the swarm translate information and follow each
other’s best experiences as well as their own past best experiences [42]. Each particle must adhere to
the basic rule of determining the location of its prior best or neighbour.

Researchers have developed a novel data clustering technique (named FPAB) that simulates flower
pollinationbybees [43]. Following that, a flowerpollination algorithm (FPA)wasdevised,which resem-
bles a broader notion of the flower reproduction process [44]. Due to its effective application to
real-world problems, FPA has recently gained a lot of attention. The FPA has been utilised tomanage a
range of optimization problems in a variety of real-world scenarios due to its efficiency and versatility.

Xin-She Yang created the bat algorithm (BA) in 2010, based on the echolocation features of micro-
bats [25]. During foraging, BA employs frequency tuning in conjunction with changes in loudness
and pulse emission rates. All of these algorithms can be categorized as swarm intelligence heuristic
algorithms since they optimise social interactions and biologically inspired rules [26,27].

In this paper, the authors present simulation findings of controllers on the control of a ball bal-
ancer. Due to its inherent complexity, the ball balancer system faces issues such as (1) balancing the
ball on a plate and (2) point stabilisation control, which allows the ball to be moved to a precise loca-
tion and held there while minimising tracking error and time. This study contributes to mathematical
modelling, optimal parameter selection, and exemplary controller design for the ball balancer system
to solve the existing issues. The concept of using metaheuristic algorithms to control a ball balancer
system is a new one. The goal of this study is to compare several metaheuristics control strategies
used on a ball balancer. The focus of the article is on utilising Simulink to develop and implement con-
trollers for ball balancer setup. Adapting ametaheuristics algorithm for optimising controllers proved
to be an innovative adaptation, as evidenced by the Ball Balancer findings. Finally, the comparison is
performed using various control algorithms. The remainder of the paper is divided into the following
sections: The ball balancer setupmodelling and its operating phenomenon are described in Section II.
The third section deals with the algorithms used for observing the ball’s position on the plate. The
results of comparative simulations are presented in Section 4 to verify the proposed methodology.
Finally, in Section 5, the conclusion is presented, followed by references.

2. 2 DOF ball balancer model

A ball balancer is a typical benchmark problem for achieving, balancing control, ball position tracking,
and visual servo control. The goal of creating a controller for a two-degree-of-freedom ball balancer
is to keep the ball in place on the balance plate. This requires controlling the position of the rotating
servos linked to the plate’s bottom using the X-Y position of the ball as measured by the overhead
camera. A ball and plate mechanism is depicted schematically in Figure 1.

The 2 DOF Ball Balancer module comprises a free-moving plate on which a ball can be placed. Two
DOF gimbals connect two actuation units to the sides of the plate. The plate can be rotated in both the
X- and Y-axis directions. The servo motors are wired together in actuating units, which are controlled
by a potentiometer. To balance the ball at a specific planar position, the tilt angle of the plate can be
adjusted by adjusting the position of the servo load gears. The Faulhaber series DCmicromotor [45] is
utilised to balance the system in both directions using the rotational motion of the plate.
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Figure 1. Schematic representation of ball and plate system.

Figure 2. 2 DOF ball balancer free body diagram.

2.1. Mathematical modeling of ball balancer

The dynamics of each axis are considered to be the same in the 2 DOF Ball Balancer, which uses two
symmetrical servo motor units. With the premise that the angle of the x-axis servo solely effects ball
motion in the x direction, the 2 DOF Ball Balancer is represented as two de-coupled ‘ball and beam’
systems. The equation of motion represents the ball’s motion along the x-axis in relation to the plate
angle. The free body diagram of the Ball and Beam system is shown in Figure 2.

A positive voltage servo motor rotates the gear in the positive direction, causing the beam to rise
and the ball to roll in the positive direction. The forces exerted on the ball as it goes down the beam
will be, according to Newton’s first law of motion:

mballẍ(t) = Fx,t − Fx,r (1)

where mball is the ball’s mass, x(t) is its displacement, Fx,r is its inertia force, and Fx,t is its gravita-
tional translational force. When the momentum force and gravitational force are both equal, the ball
is considered to be in equilibrium.

The ball inertia force Fx,r is given as:

Fx,r = mballg sinαbeam (2)
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And gravitational translational force Fx,t is equal to,

Fx,t = Jballẍ(t)
r2ball

(3)

The non linear equation of motion of ball beam is given as.

mballẍ(t) = mballg sinαbeam − Jballẍ(t)
r2ball

(4)

The acceleration is given as

ẍ(t) = mballg sinαbeamr2ball
mballr2ball + Jball

(5)

The beam angle α, is affected by the position of the ball on the plate, which is further influenced by
the servo gear angle. The following is the relationship between gear angle and beam angle:

sin θgear = sinαbeamlplate
2rarm

The nonlinear equation for ball motion in terms of gear angle is:

ẍ(t) = 2mballgrarmr2ball
lplate(mballr2ball + Jball)

sin θgear (6)

At zero angle the linearized equation of motion of the ball is given as –

ẍ(t) = 2mballgrarmr2ball
lplate(mballr2ball + Jball)

θgear (7)

In addition, the transfer function for controlling ball position for input θgear and output x is as follows:

Sb(s) = x(s)
θgear(s)

= Kb

s2
(8)

where, Kb = 2mballgrarmr2ball
lplate(mballr2ball+Jball)

Similarly, the servo motor’s control of plate angle is expressed as a transfer function.

Ss(s) = θgear

Vm(s)
= Kg

s(1 + sτ )
(9)

The overall transfer function of the servo motor and ball balancer module cascaded connection is as
follows:

S(s) = Ss(s)Sb(s) = x(s)
Vm(s)

= KbKg

s3(1 + sτ )
(10)

The state-space representation of the above equation is given as,

⎡
⎢⎢⎣

ẋ(t)
ẍ(t)

θ̇gear(t)
θ̈gear(t)

⎤
⎥⎥⎦ =

⎡
⎢⎢⎣
0 1 0 0
0 0 Kb 0
0 0 0 1
0 0 0 −1/τ

⎤
⎥⎥⎦

⎡
⎢⎢⎣

x(t)
ẋ(t)

θgear(t)
θ̇gear(t)

⎤
⎥⎥⎦ +

⎡
⎢⎢⎢⎢⎣

0
0
0

KbKg

τ

⎤
⎥⎥⎥⎥⎦u(t)
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Figure 3. Block diagram of closed loop ball balancer system.

Figure 4. PID compensator with derivative set point weight.

3. Designing structure of ball balancing controller

Figure 3 shows the SRV02’s x-axis control model, which is combined with the ball balancer mecha-
nism. The ball balancer block diagram depicts two loops of control. The SRV02motormodel is the first
loop, and the 1D ball balancer is the second loop. The inner loop’s goal is to control the servo motor’s
position and estimate the voltage in order to calculate the load’s desired angle.

The following optimization strategies were developed and tested for the PD controller to balance
and regulate the ball balancer system:

• BAT Algorithm (BA)
• Particle Swarm Optimization (PSO) Algorithm
• Flower Pollination Algorithm (FPO)

In order to calculate the initial operating gains, the 1DBB controller must be represented as a PID
controller in the time domain.

θgear,d(t) = Kp,dbb(xd(t) − x(t)) + Kd,dbb

(
hsd

(
d
dt

xd(t)
)

− d
dt

x(t)
)

+ Ki,dbb

∫
(xd(t) − x(t))d(t)

(11)
where, Kp,dbb, Kd,dbb and Ki,dbb is proportional gain, derivative gain and velocity gain respectively. hsd
is a velocity weight parameter that is included by a controller to compensate for the derivative error
as shown in Figure 4.

The closed-loop equation of outer loop system when servo dynamics are neglected of a ball
balancer.

θgear(s) =
(
Kp,dbb + Ki,dbb

s

)
(xd(s) − x(s)) + Kd,dbbs(hsdxd(s) − x(s)) (12)
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when the ball rotates along x-axis of the plate, the estimated and needed gear load are equal
(θgear,d = θgear), substituting the outer loop controllerwith the one-dimensional ball balancer system
yields the closed-loop equation as follows:

x(s)
xd(s)

= Kball(Kp,dbbs + Ki,dbb + Kd,dbbs2hsd)
s3 + KbbKp,dbbs + KbbKi,dbb + KbbKd,dbbs2

(13)

where, Kball is a ball balancer constant.
To calculate the PID constant, the third order prototype equation is given as:

(s2 + 2ζωns + ωn
2)(s + p0) (14)

where ωn is the system’s natural frequency, ζ is the damping ratio, and p0 is the pole location.
The above third-order characteristic equation becomes

s3 + (2ζωns + p0)s
2 + (ωn

2 + 2ζωnp0)s + ωn
2p0 (15)

The closed-loop equation’s third-order characteristic equation is:

s3 + KballKp,dbbs + KballKi,dbb + KballKd,dbbs2 (16)

Equating equation no. (15) and (16), the following observations are made:

KballKp,dbb = 2ζωn + p0

KballKi,dbb = ωn
2p0

KballKd,dbb = ωn
2 + 2ζωnp0

Further, the PID control gains can be calculated as follows:

Kp,dbb = 2ζωns + p0
Kball

Ki,dbb = ωn
2p0

Kball

Kd,dbb = ωn
2 + 2ζωnp0
Kball

To meet the specifications of proportional derivative gain, the pole location is adjusted at origin, i.e,
p0 = 0.

Hence the control gains of PD controller is given as:

Kp,dbb = 2ζωn

Kball

Kd,dbb = ωn
2

Kball
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Figure 5. Flow chart of PSO algorithm with initial parameters.

3.1. Particle SwarmOptimization

Particle SwarmOptimization (PSO), oftenknownas swarm intelligence, is a typeof intelligence inspired
by flocks of birds [36]. Birds foraging for food and interacting with one another as they fly are both
optimization strategies.

The PSO ismade up of a population of particles, each of which represents a possible solution to the
problem Kp and Kd in our situation. Each particle can be represented by an object having a position
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vector and a vector velocity, with the location relative to the search space and the velocity guiding the
particle position during the process execution (Figure 5).

The basic PSO algorithm consists of the equation of velocity and position, respectively:

vi(k + 1) = w.vi(k) + c1r1(pbesti − xi(k)) + c2r2(gbest − xi(k) (17)

xi(k + 1) = xi(k) + �k.vi(k + 1) (18)

The population size is given by i = 1 . . . .n. pbest (personal best) and gbest (global best) are the best
positions achieved by a particle in a given position and the entire population in a given neighbour-
hood, respectively; w is the inertia constant; c1 is a social factor; c2 is the factor cognitive; r1 and r2 are
randomnumbers generated using a uniform distribution in the interval [0,1]; and t = 1. A social factor
of 1.2 and a cognitive factor of 0.12 were employed in the simulation findings. The inertia constant, w,
is set to 0.9. Figure 5 shows the flowchart of PSO with its initial parameters.

3.2. BAT algorithm

The Bat Algorithm is a metaheuristic based on some bat species’ night-flight echolocation technique.
A set of bats stored in the form of a vector, each representing a candidate solution, is generated in this
computationalmodel. The goal is to go to the prey, which is the best approach forminimising the cost
function.

Initially, all n bats xi(i = 1, 2, . . . .n) are initializedwith the following parameters: pulse rate ri veloc-
ity −→vi = 0, amplitude Ai , frequency f i and position �xi . For each instant the velocity and position are
updated, respectively. The steps of bat algorithim is discussed in flow chart in Figure 6.

vji(t) = vji(t − 1) + [xicgbest − xji(t − 1)]f i (19)

xji(t) = xji(t − 1) + vji(t) (20)

Thevariableβ ∈ [0, 1] is a randomnumbergenerated fromauniformdistributionand is used toupdate
andweight f i ∈ [fmin, fmax]. The variable xicgbest denotes the current global best solution for a decision
variable d, which is determined by comparing all of the solutions offered by n bats. In order to explore
the domain of candidate solutions to the problem, the algorithm executes a local search in the form
of a random walk: xnewi = xoldi + εm, wherem is the mean of the amplitude of all bats at time t, and
ε is a random value derived from a uniform distribution. The algorithm comes to stop when ri hits
a predetermined minimum value or when the maximum number of iterations is reached, which are
known as stopping conditions. An amplitude of 0.5 and an initial pulse rate of 0.5 were used in this job.
At maximum andminimum frequencies, 2 and 0 are formed, respectively. The algorithm’s population
is similar to the PSO in that each bat represents a Kp and Kd .

3.3. Flower Pollination Algorithm

The Flower Pollination Algorithm (FPA) is a method for pollinating flowers that was proposed by [17].
Because pollinatorsmay fly great distances, they are classified as global pollinators, and the Lévy prob-
ability distribution can be used to describe their behaviors. Two key rules govern the implementation
of the method utilizing the Lévy distribution: 1 – The direction of travel must be random. A uniform
distribution can be used to generate a direction; however, the creation of steps must follow the Lévy
distribution.

The following rules [17] were devised by Yang: 1 – Biotic pollination and crossover are regarded as
a global pollination process, with pollen transporters flying from Levy; 2 – Abiotic pollination and self-
pollination are called local pollination; 3 – Loyalty to a flower can be thought of as having a probability
of reproduction proportionate to the similarity of the two plants involved; 4 – Local and global polli-
nation are governed by a probability p ∈ [0, 1].Local pollination can play a substantial role in overall
pollination activities due to physical proximity and other factors such as wind.
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Figure 6. Flow chart of Bat Algorithm with initial parameters.
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The best individual represented by g∗. The first rule, alongwith a flower’s loyalty, may be expressed
mathematically as xt+1

i = xti + L(xti − g∗)where xti is the pollen i in the vector of solutions xi at itera-
tion t, and L is the pollination strength, whose value is determined by the Lévy distribution. The insects
canmove a long distancewith just a few steps away, and this canmimicwith a Lévy flight. That is L > 0
from a Lévy distribution.

L ∼ λr(λ)sen(πλ/2)
π

1
s + λ

(s � s0 > 0) (21)

where
∐

(λ) is the Gamma function and s0 a minimum step.
Local pollination (rule 2) and flower loyalty are representedby the equation xt+1

i = xti + ε(xtj − xtk)
where xtj , x

t
k are pollens from separate plants of the same species in the same iteration. This is similar

to a flower’s allegiance in a small neighbourhood. If xtj , x
t
k were of the same species or from the same

population, a tour local randomwalk (local randomwalk) would be created by selecting
∐

from a uni-
form distribution. To switch between undertaking global pollination and enhancing local pollination,
an exchange probability, or probability of closeness p, is employed according to rule 4. The reason for
this characteristic is that the majority of pollination actions are carried out by bees. It might happen
on a local or global level. In terms of practicality, flowers that are close by or not too far away from
the neighbourhood are more vulnerable to pollination than those that are farther away. p = 8 in this
article, and each flower represents a Kp and Kd . Figure 7 shows the algotithim of flower pollination.

4. Simulation analysis

The numerical simulation of the 2DoF ball balancer model described in Section 2 was created using
MATLAB/ Simulink software. The action of one servo unit’s controller has an impact on the action of
the second servo unit’s controller because the plate on the two servo units is symmetrical. Regardless
of the fact that both controllers are developed in a decoupled context, they operates them in a con-
nected environment. The technology is set up tomanage the ball’s square trajectory on a plate. As the
reference trajectory, PD is used to control the ball balancer by providing it a square input signal with a
frequency of 0.08 Hz and an amplitude of 5 volt. The PD controller’s values are originally determined
using themethod explained in Sect. 3.1. In addition, the parameters of the PD controller are optimised
using three different optimizationmethodologies (PSO, BA, and FPA), and the difference between the
desired and measured ball position is measured as shown in figure 8. The results of PSO, BA, and FPA
on the PD controller are compared to the action of the typical PD controller on the same simulation
running for the same trajectory to assess their performance.

It is identified that bymeasuring the error between the reference trajectory and captured ball posi-
tion coordinates, the plate angle can be controlled. Hence the choice of the objective function is to
optimize the operation of a controller which should base on the error betweenmeasured and desired
trajectories of the ball position. Generally, an error can be termed as an objective function by formulat-
ing it as an integral of the square, time, and absolute. All these functions express error as an objective
function by evaluating its integral over a fixed interval of time. The optimal solution is connected with
an objective function ′J′ during the optimization process. Conventionally, the integral square error,
integral absolute error, and integral time absolute error were used for formulating the objective func-
tion. But due to its slow response and largeoscillation timehereweuse time-weighted indices, integral
of squared time-multiplied square of the error (ISTSE) to improve error performance in optimization
of controller (Figure 8). The objective function ′J′ is given as:

J =
∫ T

o
t2e2(t)dt (22)

Figure 9 contains a detailed description of the ball balancer system’s ball position, servo angle, and
voltage optimizations for PSO, BA, and FPA. Figure 9a presents the comparison of the PSO, BA, and
FPA algorithms for the ball’s position on the x-axis. The results demonstrate that the x-axis position of
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Figure 7. Flow chart of Flower Pollination Algorithm with initial parameters.
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Figure 8. Position Control using PSO, BA, FPA.

Table 1. Performance parameters for various control using PSO, BA and FPA on ball
balancer system using Simulink.

Controllers Peak time (tp) (s) Settling time (ts) (s) Peak overshoot (Mp) (%)

PSO 1.57 2.21 30.2
BA 1.45 2.178 25.1
FPA 1.43 2.16 20.8

the ball is within a defined range. As a result, the controller’s effectiveness is demonstrated by the least
difference between the initial and final positions. The FPA has a minimum final position and receives
the target value in a short amount of time in this case, then the BA algorithm delivers the minimum
position, and finally the PSO algorithm holds the minimum position. In addition, figure. 9b shows the
ball’s servo angle reaction on the x-axis, exhibiting the servo motor’s control angle fluctuation. The
minimum control angle determines a controller’s precision in achieving balancing control for a ball
balancer system. The FPA has a lower control angle than the BA and PSO controls in this circumstance,
but the BA provides a better result than the PSO. In the FPA algorithm, the plate moves slowly while
balancing the ball, which helps the system achieve a constant response. Figure 9c depicts the servo
input voltage fluctuation as a function of the controller action. The servo units for the FPAoptimization
control are noted for running at a lower voltage and settling down earlier than the other controller.
Because the increased FPA achieves the smallest position control and balancing angle, the speed of
the servo motors is reduced to the smallest value possible, ensuring that the ball remains positioned
on the platewhile following the appropriate path. As a result, the FPA performs better than the BA and
PSO when compared

In addition, timedomain specifications arederived to examine theperformanceof PSO, BA, andFPA
approaches, with the results displayed in Table 1. The peak overshoot of PSO is 30.2 percent, causing
massive oscillations andmaking it impossible to balance the ball on the plate, according to the results.
In contrast, as seen in the graph, FPA has a good response to peak overshoot of 20.8 percent and
exhibits perfect ball-on-plate balance with less oscillation.

The integral of squared time-multiplied square of the error (ISTSE) value of PSO, BA, and FPA opti-
mizations is also determined during the operation of the ball balancer for square trajectory in terms of
ball position. The results are tabulated as shown in Table 2.
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Figure 9. A position of the ball on the x-axis, b servo angle response of ball on the x-axis, c input voltage applied to the servomotor
for the x-axis.

Table 2. Integral of squared time-
multiplied square of the error (ISTSE)
for position during simulation results.

ISTSE

Controller Ball position

PSO 45.337023
BA 45.446932
FPA 44.375275

PSO, BA, and FPA all produced outcomes that were near to one other when compared using the
ISTSE performance measure. The FPA, on the other hand, achieved a better outcome and provides
great position control of the ball on the plate in the ball balancer system.
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5. Conclusion

This work uses three different optimal strategies to set the parameters of proportional derivative
control to achieve self-balancing and position control of a two-degree-of-freedom balancer system:
PSO, BA, and FPA are three different types of PSO. Simulation findings show that the developed strat-
egy improves performance significantly within the context of the standard control structure. On the
basis of time response analysis, the outcomes of the established control approaches are validated.
On the ball balancer system, the provided controller has adaptability and good control performance.
According to the findings, the FPAoptimised techniqueperformsBAandPSO in termsof ISTSE, settling
time, peak time, and peak overshoot.
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Abstract
Segmentation of brain MRI images becomes a challenging task due to spatially distributed
noise and uncertainty present between boundaries of soft tissues. In this work, we have pre-
sented intuitionistic fuzzy set theory based probabilistic intuitionistic fuzzy c-means with
spatial neighborhood information method for MRI image segmentation. We have investi-
gated two well known negation functions namely, Sugeno’s negation function and Yager’s
negation function for representing the image in terms of intuitionistic fuzzy sets. The pro-
posed approach takes leverage of intuitionistic fuzzy set theory to address vagueness and
uncertainty present in the data. The spatial neighborhood information term in the segmen-
tation process is included to dampen the effect of noise. The segmentation performance
of the proposed method is evaluated in terms of average segmentation accuracy and Dice
score. Further, the comparison of the proposed method with other similar state-of-art meth-
ods is carried out on two publicly available brain MRI dataset which shows the significant
improvements in segmentation performance in terms of average segmentation accuracy and
Dice score. The proposed approach achieves on average 91% average segmentation accu-
racy in the presence of noise and intensity inhomogeneity on BrainWeb simulated dataset,
which outperformed the state-of-art methods.
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1 Introduction

In the recent past, diagnostics have been revolutionized with the advancement of many med-
ical imaging modalities such as positron emission tomography (PET), magnetic resonance
imaging (MRI), computed tomography (CT), Mammogram, X-rays, Ultrasound etc. These
modalities help in delineating the human anatomy for disease diagnosis. Among all, MRI
[26] is the frequently used modality for capturing the soft tissues present in the human
brain such as gray matter(GM), white matter(WM) and cerebrospinal fluids (CSF). The
image sequences [14] are captured in MR images by applying an appropriate setting of
pulse parameters such as repetition time (TR), echo time (TE), spin-echo, gradient-echo,
inversion-recovery etc. TE and TR are the two key parameters for obtaining different image
contrast. Due to this, the MRI machines can delineate the multi-spectral image with high
contrast. Nowadays, these diagnostic machines are easily accessible which produce huge
amount of medical data for disease diagnosis. Manual analysis of these images for disease
diagnosis requires the expert radiologist. This being a time consuming process and may
involve human error. There is a requirement of analyzing these MRI images in less time for
faster diagnosis. The computer aided diagnosis [8] may help the expert radiologist in faster
analysis of medical images. In some situations, the quantification and localization of differ-
ent normal and abnormal tissues are required for brain related diseases using MRI modality.
For this, these MRI images need to be segmented in different similar regions. The man-
ual segmentation of MRI images is a challenging task as images are likely to have artifacts
during the delineation process. The main factors affecting the quality of MRI segmented
images includes (a) a non-uniform intensity variation is introduced in the MRI images.
This variation is due to radio frequency utilized in the MRI, termed as bias field effect or
intensity in-homogeneity (IIH) or intensity non-uniformity (INU) [1]; (b) noise; (c) partial
volume effect. The presence of such artifacts adversely affect segmentation as well as visual
evaluation based on absolute pixel intensities [13].

Machine learning (ML) based techniques are the most extensively used for segmenting
brain MR images. These techniques are further classified into supervised and unsupervised
techniques. The supervised segmentation techniques are fully automatic and effective seg-
mentation approaches [2, 10, 16, 29, 42, 47, 48]. Although the segmentation accuracy is
improved by the supervised ML techniques by incorporating prior knowledge, the major
drawbacks of supervised techniques are as follows [2]: (a) training classifier with the same
training set for a large number of MR images may often lead to biased results due to phys-
iological variability between different subjects; (b) several parameters are required by the
classifiers to be trained, thus necessitating the requirement of fast processing devices with
large amount of main memory.

Unsupervised segmentation techniques [46] can be described as partitioning the image
into different groups or regions, each having alike features such as texture, color, etc. Clus-
tering is one of the popular unsupervised techniques to explore and analyze the structural
information associated with the unlabeled data. The conventional way of obtaining clusters
is the Hard c-means (HCM) clustering method, which results in c-crisp partitions of the data
set [39]. Assigning a data point to exactly one cluster ignores the uncertainty about the data
point belonging to more than one cluster especially at the boundary and therefore tending
to lose it’s interpretability for many real world applications.

Fuzzy c-means (FCM) [5] overcomes this problem by assigning membership values to
each data point to c number of clusters where each cluster is represented by fuzzy sets. FCM
[6] is the most widely used clustering algorithm for segmenting brain MR images [8, 9, 23].
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The reason for wide acceptance of FCM for MRI image segmentation is its ability to handle
(a) uncertainty present in image boundaries/regions; (b) imprecise gray levels in images;
(c) vagueness in defining class. The performance of FCM degrades in presence of imaging
artifacts because it does not consider any spatial information [52]. In the past, many research
work has been done by incorporating the local spatial information to the FCM clustering
algorithm [1, 11, 13, 33, 36, 37, 41, 45, 48, 50, 56, 62, 63]. Several other research work
related to brain MRI segmentation also reported in [4, 31, 32, 49] etc.

The methods discussed so far are dependent on selection of optimal parameter values and
lose their fine image details. Krindis et al. [33] addressed this issue by proposing a fuzzy
local information clustering method (FLICM) to tackle the problem of noise in image seg-
mentation. This method is similar to FCM S [1] as it uses the neighboring pixels deviation
from centroid’s intensity, weighted by a fuzzy factor and spatial distance of neighbours. The
FLICM doesn’t take into account any parameter but calculates the local information term
for each iteration and hence makes it a time consuming segmentation method. The litera-
ture reports that the objective value is not minimized further by FLICM rather converging
the fuzzy partition matrix only. Guo et al. proposed an Adaptive fuzzy c-means (NDFCM)
[22] method, which is based on local noise detection. In this method, the spatial parameters
for each pixel were dependent on the noise level in a given immediate neighbourhood. In
spite of being the noise adaptive algorithm, NDFCM has a high computational complexity
because it depends on the three input parameters which are required to be fine tuned for
good performance. Recently a fast and robust fuzzy c-means algorithm (FRFCM) was pro-
posed by Lei et al., which gave magnificent results with significantly low time complexity
[35]. The pre-processing step in FRFCM employed morphological reconstruction opera-
tion, which made it robust to a variety of noises. The post processing step uses membership
filtering for avoiding the heavy computation in measuring the distance between the neigh-
bour pixels and centroids to handle noisy pixels. The FRFCM performs well for several
noise varieties, but shows its poor performance on high noise samples because the sharp
edges and shapes are not preserved. In another research work Deviation-sparse fuzzy c-
means with neighbor information constraint (DSFCMN) algorithm [60] is proposed, which
modeled the deviation between the original pixel values and measured noisy pixels value
as residual and incorporated this value in the optimization function. The residual term in
DSDCMN is sparse matrix and uses the L1 norm distance measure in objective function as
a constraint over residuals. However DSFCMN did not show good results when tested on
a dataset with high noise. Further, Wang et. al. proposed Weighted Residual fuzzy c-means
(WRFCM) [55], which uses weighted L2-norm measure for residual estimation and showed
satisfactory performance compared to the previous research methods.

In order to deal with non-linear structure present in any image, many research meth-
ods have been reported in literature that utilize the kernel distance measure. The research
work [61] proposed a kernel generalized fuzzy c-means (KGFCM) clustering with spatial
information for image segmentation. Most kernel based methods are dependent on optimal
selection of input parameters values for satisfactory segmentation performance. The grid
search method is mostly used to find the optimal values of these parameters which is a time
consuming process. Gong et al. [21] proposed a variant of FLICM method by replacing the
Euclidean distance with kernel metric and further introduced a trade off weighted fuzzy fac-
tor to better use the neighbor information in an adaptive manner termed as KWFLICM. The
performance of KWFLICM method is better in comparison to the FLICM method but still
it inherits the problem of FLICM method.
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The membership values in variants of FCM depend on the distance between cluster
centroids and image pixels. In some situations, the image acquisition process leads to uncer-
tainty due to imprecise pixel intensity value. Hence, calculation of membership values of
a given pixel to different clusters is imprecise [44]. Therefore to handle such problems,
an intuitionistic fuzzy set (IFS) introduced by Atanassov [3] that deals with imprecise
and vagueness in defining the membership value [12, 28]. For this, IFS set includes non-
membership and hesitancy components along with membership value. The introduction
of IFS theory into the clustering process increases the segmentation accuracy. Further, it
makes the segmentation method robust and faster in comparison to FCM algorithm [27].
The research work [57], suggested a fuzzy clustering of data represented in terms of IFS
which utilizes the Euclidean distance measure [51] defined for IFS. Chaira [12] introduced
the concept of IFS theory to incorporate hesitation in defining the membership value in
FCM algorithm. The research work [12] increases the significant data points in a given
cluster. The problem of variations in pixel intensities is studied in the research work [18]
which utilizes the IFS theory to represent the MRI images in terms of IFSs and further these
data are clustered for image segmentation. PIFCM [40] is a recently proposed clustering
algorithm which uses probabilistic Euclidean distance measure (PEDM) in the objective
function. The presence of PEDM in the PIFCM have shown following advantages over con-
ventional IFCM algorithms: (1) It is an adaptive algorithm, as it uses probabilistic weights;
(2) reduced number of iterations for convergence; (3) lower sensitivity towards the fuzzy
factor m, therefore, leads to higher stability. Further, the research work [53] suggested an
improved Probabilistic Intuitionistic Fuzzy c-Means Clustering Algorithm. The improved
PIFCM uses the min-max normalization as a membership function which minimizes the
matrix computation of the original PIFCM. The PIFCM and Improved PIFCM handle the
uncertainty in the dataset very well but are susceptible to the noisy dataset as in the case of
MRI images. The performance of IFS theory based clustering method for image segmen-
tation process deteriorates in presence of noise. To handle noise, the incorporation of local
spatial information is advocated in literature.

The research work [25] proposed neighborhood information based IFCM algorithm with
genetic algorithm (NIFCMGA) for automatic optimal parameter selection. It reduces the
effect of noise and outliers in medical images segmentation but consumes more time as
it utilizes genetic algorithm. The research work [54] suggested improved IFCM (IIFCM)
to handle noise which combines both local spatial and grey level information together for
MRI segmentation. Their algorithm is free from parameter tuning but have considerably
higher running time. The research work [34] proposed IFCM with spatial neighborhood
information (IFCM-SNI). The spatial neighborhood information (SNI) term is incorporated
in the objective function of IFCM algorithm and is capable of dealing with noise without
losing the fine image details. Their model gives better results on highly noisy MRI images.

From the above discussion, it is evident that noisy pixels can be correctly classified by
incorporating spatial neighborhood information in the image segmentation process. The per-
formance of the PIFCM [40] method is not giving promising results for image segmentation
in presence of noise. To address this issue, we have proposed a intuitionistic fuzzy cluster-
ing that uses probabilistic Euclidean distance measure with spatial constraints (PIFCM S).
The proposed PIFCM S method utilizes a spatial regularization term in the optimization
problem for obtaining the clusters. This spatial regularization term utilizes the mean filtered
image to dampen the effect of noise with a regularization parameter. The spatial regulariza-
tion parameter sets a trade off between the level of noise and the segmentation performance.
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Higher the noise in the image, the value of this regularization parameter should be high. Fur-
ther, we have investigated two well known intuitionistic fuzzy generators, namely, Sugeno’s
negation function and Yager’s negation function for representing the image in terms of IFS.
To validate the performance of the proposed method, we have utilized two publicly available
brain MRI image dataset. Further, the performance of the proposed method is compared
with several state-of-the-art methods in terms of average segmentation accuracy and Dice
score.

The rest of the paper is organized as follows: preliminaries and related works are
included in Section 2. The PIFCM S algorithm and its formulation is discussed in Section 3.
Section 4 discusses experimental setup and results. Finally, conclusion is included in
Section 5.

2 Preliminaries and related works

The description of notations and related work used throughout the paper are discussed in
the section.

The fuzzy set (FS) F, is defined by using membership function μF (x), x ∈ X and
μF (x) ∈ [0, 1]

Intuitionistic Fuzzy Set (IFS) [3], A is defined using membership function μA(x) and
non-membership function νA(x) and is represented as:

A = {〈x, μA(x), νA(x)〉|x ∈ X} (1)

Here μA : X → [0,1] and νA : X → [0,1] simultaneously assigns membership value and
non-membership value respectively to each element x ∈ X with respect to A, if

0 ≤ μA(x) + νA(x) ≤ 1. (2)

For every x ∈ X in A, If νA(x) = 1 − μA(x), then set A reduces to fuzzy set.
In an IFS, the hesitancy value, πA(x) defines the uncertainty in definition of membership

function and is calculated as:

πA(x) = 1 − μA(x) − νA(x), where 0 ≤ πA(x) ≤ 1. (3)

Hence, due to presence of hesitancy value in IFS, the membership value lies in the interval
[μA(x), μA(x) + πA(x)].

2.1 Construction and representation of intuitionistic fuzzy sets for gray images

The image acquisition process involves conversion of energy response received on sensing
devices to gray levels. This introduces the imprecise estimation of gray levels for many of
the pixels in the image which in turn includes uncertainty in representing the gray levels
in the image. This issue is resolved by converting the medical image into an intuitionistic
fuzzy domain. In this way, a given gray level corresponding to a pixel is represented using
membership value, non-membership value and hesitancy value. The membership value for
a given pixel in the gray image is obtained by normalizing in the range [0 1]. The non-
membership value and hesitancy value for the pixel is calculated using the membership
value through intuitionistic fuzzy generators (discussed below). We have used two intuition-
istic fuzzy generator functions namely, Yager negation function [58] and Sugeno negation
function [43] for our study.
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An intuitionistic fuzzy generator [12] is a function g : [0, 1] → [0, 1] satisfying the
following properties :

1. g(μ) ≤ 1 − μ for all μ ∈ [0, 1],
2. g(0) = 1 and g(1) = 0

If g is continuous, decreasing (increasing) then the intuitionistic fuzzy generator is called
continuous, decreasing (increasing). The non-membership function NM(μ) for a given
generating function g(.) is defined as:

NM(μ) = g−1(g(1) − g(μ)) (4)

where, g−1(.) is inverse of generating function g(.).

– Yager’s negation function (YNF) [58, 59]: The Yager’s generating function gY (μ) with
negation parameter β is given as follows:

gY (μ) = μβ (5)

Its inverse g−1
Y (μ) is given by:

g−1
Y (μ) = μ

1
β (6)

Yager’s negation function calculates the non-membership value using (4), (5) and (6)
which is given by:

νA(x) = NM(μA(x)) = (1 − μA(x)β)
1
β , β > 0 (7)

where μA(x) represents membership value of IFS A.

– Sugeno’s negation function (SNF) [43]: The Sugeno’s generating function gS(μ) with
negation parameter β is given as:

gS(μ) = 1

β
log(1 + βμ), β > 0 (8)

Its inverse g−1
S (μ) is given by:

g−1
S (μ) = 1

β
(exp(βμ) − 1), β > 0 (9)

Sugeno’s negation function calculates the non-membership value using (4), (8) and (9)
which is given by:

νA(x) = NM(μA(x)) = 1 − μA(x)

1 + βμA(x)
, β > 0 (10)

where μA(x) represents membership value of IFS A.

The intuitionistic fuzzy generator defined above is used to construct the intu-
itionistic fuzzy data for gray image. Let X be the set of p number of pixel and
xi represent the pixel intensity value corresponding to ith pixel in X, where
i ∈ {1, 2, . . . p}. Therefore, each pixel in an image can be represented by an IFS as
XIFS = {〈μX(xi), νX(xi), πX(xi)〉 | i = 1, 2, . . . , p}, where μX(xi) is membership value
obtained by normalization of image in range [0 1] and νX(xi) is non-membership value
calculated using negation function described in (7) and (10) corresponding to Yager’s
negation function and Sugeno’s negation function respectively.
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The probabilistic intuitionistic fuzzy distance measure between ith element XIFS
i =

〈μX(xi), νX(xi), πX(xi)〉 and j th element XIFS
j =

〈
μX(xj ), νX(xj ), πX(xj )

〉
of IFS XIFS

can be defined as [40]

d̃2(X
IFS
i , XIFS

j ) =
[1

2

(
pij (μX(xi) − μX(xj ))

2 + qij (νX(xi) − νX(xj ))
2

+ρij (πX(xi) − πX(xj ))
2
)]1/2

(11)

Here the probabilistic weights pij , qij and ρij corresponding to the membership value,
non-membership value and hesitancy value respectively are data driven. The weight ρij

corresponding to the hesitancy value is computed using the following formula of correlation
coefficient.

ρij = 1 − ω

3(1 + ω)
(12)

where ω = |μX(xi) − μX(xj )| + |νX(xi) − νX(xj )| + |πX(xi) − πX(xj )|.

2.2 Fuzzy clustering with spatial constraints

An approach was proposed in the research work [1] to increase the robustness of FCM to
noise by an addition of a penalty term in the FCM objective function. The penalty term
makes the smoothing of a pixel within its specified neighborhood. The modified objective
function of FCM S algorithm [1] is given as:

Jm(U, V : X) =
p∑

i=1

c∑

j=1

um
ij

∥∥xi − vj

∥∥2 + α

NR

p∑

i=1

c∑

j=1

um
ij

∑

r∈Ni

∥∥xr − vj

∥∥2 (13)

Here X = {x1, x2, . . . , xp} are p pixels, m (1 < m < ∞) is the fuzzification factor,
c (1 < c < p) represents the number of clusters which are fixed, uij (0 ≤ uij ≤ 1)

represents the membership degree for ith pixel in j th cluster, Ni denotes the number of
neighboring pixels around the center pixel xi and NR is cardinality of Ni . The parameter α

controls the trade-off effects of the neighboring pixel. The optimization problem (13) can be
solved by the Lagrange method of undetermined multipliers. Membership value and cluster
centroid are given as [1]:

uij =

(
∥∥xi − vj

∥∥2 + α
NR

∑

r∈Ni

∥∥xr − vj

∥∥2

)− 1
m−1

c∑

k=1

(

‖xi − vk‖2 + α
NR

∑

r∈Ni

‖xr − vk‖2

)− 1
m−1

(14)

vj =

p∑

i=1
um

ij

(

xi + α
NR

∑

r∈Ni

xr

)

(1 + α)
p∑

i=1
um

ij

(15)

The value 1
NR

∑

r∈Ni

xr in (15) represents the mean value of gray-level around the pixel xi

within a specified window. However, FCM S algorithm have high computation time. In
order to decrease computation time of FCM S algorithm, a variant of FCM S algorithm,
named the FCM S1 is proposed in [13]. The mean filtered image in FCM S1 consists of its
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neighbor average gray values around each pixel within a window. The objective function of
FCM S1 algorithm is given as:

Jm(U, V : X) =
p∑

i=1

c∑

j=1

um
ij

∥∥xi − vj

∥∥2 + α

p∑

i=1

c∑

j=1

um
ij

∥∥x̄r − vj

∥∥2 (16)

where x̃r represents the mean value of neighboring pixels around the pixel xr and is com-
puted in advance. The optimization problem (16) can be solved by the Lagrange method of
undetermined multipliers. Membership value and cluster centroid are given as [13]:

uij =
(∥∥xi − vj

∥∥2 + α
∥∥x̄r − vj

∥∥2
)− 1

m−1

c∑

k=1

(‖xi − vk‖2 + α ‖x̄r − vk‖2)− 1
m−1

(17)

vj =

p∑

i=1
um

ij (xi + αx̄r )

(1 + α)
p∑

i=1
um

ij

(18)

The neighborhood term of the FCM S algorithm is simplified in FCM S1 algorithm. FCM S
is suitable for images which are contaminated by Gaussian noise. The parameter α controls
the trade-off effect between the mean filtered image and original image. If the parameter α

is set to zero, then both FCM S and FCM S1 reduce to the FCM algorithm. The outline of
FCM S1 algorithms [13] is given in Algorithm 1.

Algorithm 1 FCM S1 algorithm.

2.3 Probabilistic intuitionistic fuzzy C-Means algorithm

Probabilistic Intuitionistic Fuzzy C-Means (PIFCM) [40] is an adaptive IFS based cluster-
ing algorithm. It incorporates the advantage of IFS for handling uncertainty which arises
due to imprecise and incomplete information. The peculiarity of PIFCM is that it assigns
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weights pij , qij and ρij corresponding to membership, non-membership and hesitancy value
respectively in the objective function (19) directly from the dataset. Therefore, this algo-
rithm gives weightage to each data point in every cluster. PIFCM algorithm divides p data
points into c clusters by optimizing the objective function through continuous updation of
the centroid (vIFS

j ) and membership degree (uij ) until the termination condition is achieved.
The objective function of PIFCM was formulated as follows:

Jm(U, V IFS : XIFS) =
p∑

i=1

c∑

j=1

um
ij d̃2(X

IFS
i , vIFS

j )

subject to,
c∑

j=1

uij = 1, 1 ≤ i ≤ c (19)

Here m is a fuzzy parameter, X = {xIFS
i }p×1 represents the image in terms of IFS, and the

ith element XIFS
i = 〈μX(xi), νX(xi), πX(xi)〉, U = [uij ]p×c is the fuzzy partition matrix in

which each entry uij represents the membership value of ith data point into the j th cluster,
V = {vIFS

j }c×1 denotes cluster centroid and PEDM d̃2(X
IFS
i , vIFS

j ) computes the distance

between image pixel XIFS
i and centroid pixel vIFS

j . The weights pij , qij and ρij is obtained
using Algorithms 2, 3 and 4 respectively. The solution of the optimization problem given in
(19) can be obtained using Lagrange method of undetermined multiplier which is given as:

uij =
⎧
⎨

⎩

c∑

k=1

(
d̃2(X

IFS
i , vIFS

j )

d̃2(X
IFS
i , vIFS

k )

) 2
m−1

⎫
⎬

⎭

−1

(20)

μV (vj ) =

p∑

i=1
pijuijμX(xi)

p∑

i=1
pijuij

, ∀ 1 ≤ j ≤ c (21a)

νV (vj ) =

p∑

i=1
qij uij νX(xi)

p∑

i=1
qij uij

, ∀ 1 ≤ j ≤ c (21b)

πV (vj ) =

p∑

i=1
ρijuijπX(xi)

p∑

i=1
ρijuij

, ∀ 1 ≤ j ≤ c (21c)

The outline of PIFCM method is depicted in Algorithm 5 [40].

3 Probabilistic intuitionistic fuzzy c-means with spatial constraint
(PIFCM S)

The acquisition process in an image gives rise to noise, which may bring variation in the
pixel intensity value. Hence, the noisy pixels show an anomalous behaviour in its adjacency
which leads to incorrect segmentation of image. The PIFCM algorithm does not incorporate
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Algorithm 2 Weight matrix P for membership values.

Algorithm 3 Weight matrix Q for non-membership values.

Algorithm 4 Weight matrix R for hesitancy values.

any spatial information in its objective function (19) to handle such noises and results in
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Algorithm 5 PIFCM algorithm.

poor segmentation performance. Secondly, the presence of noise in an image makes bound-
aries around the pixels sensitive and hence affecting the membership degree (20) of a given
pixel to cluster. Therefore in this section, we formulate an optimization problem robust to
noise, named probabilistic intuitionistic fuzzy c-means with spatial information (PIFCM S).
The inclusion of spatial regularization term in the optimization problem of PIFCM S makes
it robust to handle the problem of noise and uncertainty present between the boundaries in
images in the segmentation process. The optimization problem of the PIFCM S algorithm
is defined as:

min Jm(U, V IFS : XIFS) =
p∑

i=1

c∑

j=1

um
ij d̃

2
2 (XIFS

i , vIFS
j )

+α

p∑

i=1

c∑

j=1

um
ij d̃

2
2 (X̄r

IFS
, vIFS

j ) (22)

where, U = [uij ]p×c(0 ≤ uij ≤ 1) represents the fuzzy partition matrix, X = {xIFS
i }p×1

represents the image in terms of IFS, and the ith element XIFS
i = 〈μX(xi), νX(xi), πX(xi)〉,

m is a fuzzy parameter, V = {vIFS
j }c×1 denotes cluster centroid, α is spatial regularization

parameter value and should be tuned proportionally to the noise level present in the image,

X̄r
IFS

= 〈μ̄X(xr ), ν̄X(xr ), π̄X(xr )〉 represents mean value of neighboring pixels around
the pixel and d̃2(X

IFS
i , vIFS

j ) computes PEDM between image pixel XIFS
i and centroid

pixel vIFS
j . The Lagrange method of undetermined multiplier method is used to solve the

optimization problem (22). The Lagrangian of optimization problem of PIFCM S with ζi
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as Lagrange multiplier is defined as:

L(U, V IFS, XIFS : ζi) =
p∑

i=1

c∑

j=1

um
ij d̃

2
2 (XIFS

i , vIFS
j )

+α

p∑

i=1

c∑

j=1

um
ij d̃

2
2 (X̄r

IFS
, vIFS

j ) −
p∑

i=1

ζi

⎛

⎝
c∑

j=1

uij − 1

⎞

⎠ (23)

Calculating partial derivative of L with respect to μV (vj ), νV (vj ) and πV (vj ) and equate
them to zero, we have

∀
1≤i≤p
1≤j≤c

∂L

∂μV (vj )
= ∂L

∂νV (vj )
= ∂L

∂πV (vj )
= 0 (24)

Simplifying (24), 1 ≤ j ≤ c we obtain

μV (vj ) =

p∑

i=1
piju

m
ij (μX(xi) + αμ̄X(xr))

(1 + α)
p∑

i=1
piju

m
ij

(25a)

νV (vj ) =

p∑

i=1
qij u

m
ij (νX(xi) + αν̄X(xr))

(1 + α)
p∑

i=1
qij u

m
ij

(25b)

πV (vj ) =

p∑

i=1
ρiju

m
ij (πX(xi) + απ̄X(xr))

(1 + α)
p∑

i=1
ρiju

m
ij

(25c)

Similarly, calculate the partial derivative of L with respect to uij and ζi and equating
them to zero, we have

∀
1≤i≤p
1≤j≤c

∂L

∂uij

= 0 and ∀
1≤i≤p

∂L

∂ζi

= 0 (26)

After simplifying (26), we get

uij =
⎧
⎨

⎩

c∑

k=1

(
d̃2

2 (XIFS
i , vIFS

j ) + αd̃2
2 (X̄IFS

r , vIFS
j )

d̃2
2 (XIFS

i , vIFS
k ) + αd̃2

2 (X̄IFS
r , vIFS

k )

) 1
m−1

⎫
⎬

⎭

−1

(27)

The final solution is obtained using (25) and (27) with the help of an alternating optimization
algorithm which is given in Algorithm 6. The value of spatial regularization parameter α =
0 in (22) reduces to solution of the optimization problem (19)

4 Experimentation setup and results

To check the efficacy of the proposed PIFCM S algorithm in comparison to other exist-
ing counterparts such as FCM [7], IFCM [57], FCM S [1], FLICM [33], KFCM S [13],
ARKFCM [19], IIFCM [54], KIFCM [38], PIFCM [40], KWFLICM [21], NDFCM [22],
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Algorithm 6 PIFCM S algorithm.

WRFCM [55], FRFCM [35] and DSFCMN [60], experiments have been conducted on two
publicly available brain MRI dataset. The PIFCM S method performs clustering of the pix-
els of the image represented in terms of IFS for image segmentation. For this purpose,
we have investigated two well-known intuitionistic fuzzy generation functions, namely
Sugeno’s and Yager’s negation functions to convert the MRI images in IFS. Both the vari-
ants of proposed method are denoted as PIFCM S(S) and PIFCM S(Y) corresponding to
Sugeno’s negation function and Yager’s negation function respectively for representing the
image. The segmentation performance of both the variants of proposed PIFCM S method is
compared with the state-of-art methods in terms of average segmentation accuracy (ASA)
and Dice score (DS). The mathematical definition of the performance measures indexes are
summarized in Table 1. In this table, c is the number of clusters; Xi represents the pixels
belonging to the manually segmented MRI image (ground truth) and Yi represent the pixels
belonging to the experimental segmented MRI image corresponding to ith region; mod Xi

represents the cardinality of Xi . The datasets used for experimentation are described in
Section 4.1.

Table 1 List of performance measures

Performance measure Formula

Average Segmentation Accuracy (ASA)
∑c

i=1
|Xi∩Yi |∑c
j=1|Xj |

Dice Score (DS) 2|Xi∩Yi ||Xi |+|Yi |



Multimedia Tools and Applications

4.1 Datasets:

4.1.1 Brain MRI datasets :

Two publicly available real world dataset are also used for experimentation. The description
about the brain MRI datasets is given as :

– Simulated MRI brain volumes: It is a publicly available dataset from the McConnell
Brain Imaging Center of the Montreal Neurological Institute, McGill University [15].
The dataset contains simulated T1-weighted MRI images with different levels of noise
(1%, 3%, 5%, 7% and 9%) and intensity inhomogeneity or intensity non-uniformity
(INU) (0%, 20% and 40%) of resolution 1×1×1mm3 with 181×217×181 dimension
with ground truth.

– Internet Brain Segmentation Repository (IBSR): It is a real MRI brain images that
has been acquired from the Internet Brain Segmentation Repository (IBSR)1 which has
the ground truth data along with it. For all the MRI images, the brain extraction tool2 is
utilized for skull striping.

4.1.2 Tool used for experimental results

All the Experimental results are obtained using MATLAB version 9.6 running on a PC
having 3.40 GHz frequency and 16 GB of RAM.

4.1.3 Parameter selection:

In this work, we have applied grid search for obtaining the optimal parameter values for
all the methods along with the proposed PIFCM S method based on the optimal value of
objective function and the performance measures corresponding to the optimal parameter
value is quoted. The proposed PIFCM S algorithm involves mainly three parameters; fuzzi-
fier factor m, spatial regularization factor α and intuitionistic fuzzy generator parameter β,
which have significant impact on the solution of its optimization problem, i.e., cluster cen-
troids and fuzzy partition matrix according to (25) and (27) thereby affecting the cluster
performance measures. The optimal values of the parameters in the proposed PIFCM S and
other related methods have been obtained using the grid search method [24]. The parame-
ter value is set based on the maximum average segmentation accuracy obtained. The range
of Yager’s negation parameter and Sugeno’s negation parameter is searched in the interval
[0, 2] and [0, 5], respectively, with 0.05 step-size. The optimal value of spatial regulariza-
tion factor α is chosen in the interval [0, 5] with 0.1 step-size depending on the noise level
present in the MRI image. The fuzzifier factor m and tolerance criterion ε are set to 2 and
10−5, respectively.

4.2 Results and discussion on BrainWeb datasets

In this section, a detailed discussion and comparison of the performance of the proposed
methods, namely, PIFCM S(S) and PIFCM S(Y) is presented with other state of art meth-
ods in terms of aforementioned performance measure indexes (see Table 1) on BrainWeb

1 IBSR [online], available: https://www.nitrc.org/projects/ibsr
2 Brain Extraction Tool (BET) [online], available: http://www.fmrib.ox.ac.uk/fsl/.

https://www.nitrc.org/projects/ibsr
http://www.fmrib.ox.ac.uk/fsl/
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simulated MRI datasets. Figure 1 represents the Original image (INU = 40% and noise
level = 9% ) and ground truth corresponding to WM, GM and CSF. Figure 2 represents
the qualitative segmentation results obtained for WM, GM and CSF using the proposed
method and the state-of-the-art methods on this image. From Fig. 2, It can be noted that the
qualitative segmentation results obtained using the proposed methods, namely, PIFCM S(S)
and PIFCM S(Y) better in comparison to the state of art methods. Figure 3(a)-(f) depicts
the bar chart of variation of average segmentation accuracy with different levels of INU for
a given level of noise. Figure 4(a)-(c) shows the line graph of the variation of average seg-
mentation accuracy with different levels of noise for a given level of INU. Table 2 shows
the performance in terms of average segmentation accuracy on brainweb simulated MRI
datasets for high levels of noise (7 % and 9%) with different levels of INU (0 %, 20 %
and 40 %). From Figs. 3(a)-(f), 4 (a)-(c) and Table 2, the observation drawn is discussed as
follows:

1. The performance of the proposed method is better than other state of the art methods
for a given noise level.

2. For a given level of noise, the performance of the proposed method is steady for dif-
ferent levels of INU over state of the art methods where the performance is debased
substantially. Although FCM, FCM S, IFCM and IIFCM methods perform well on INU
(40 %) images with low noise (0 %, 1 %, 3 % and 5 %) compared to the proposed
method but lag behind on high level of noises (5 % and 7 %).

3. As the level of the noise increases (see Fig. 3(a)-(f)), the performance of all the methods
debased as expected, but it is less in case of our proposed method in comparison to
other related methods.

4. Figure 3(f) clearly depicts that the proposed method gives better segmentation accuracy
compared to other methods such as ARKFCM, KFCM S and KIFCM to handle both
noise and INU.

5. For a given level of INU, the average segmentation accuracy is always going to be
debased as the level of the noise increases. But this debasement of the segmentation
performance in the proposed method is less in comparison to other methods. This
shows that the proposed method is robust towards noise due to successful exploitation
of spatial constraint.

6. For a given level of INU, the performance of all the methods debased as the level of
noise increases from 0 % to 9 % (See Fig. 4(b)-(c)). However, the debasement in the
performance of the proposed methods is less in comparison to other methods that shows
its robustness towards the INU.

Further, to show the effectiveness of the proposed method over the state-of-art methods for
tissue segmentation evaluation, the Dice score for GM and WM is summarized in Tables 3
and 4, respectively. The high values of the DS for both GM and WM tissue evidence the
correct identification of the regions in an image using the proposed PIFCM S method in
presence of both noise and INU. From Tables 3 and 4, it is clear that the state-of-art methods
are unable to provide comparable results in terms of DS for GM and WM corresponding
to the proposed PIFCM S method except for the FLICM and KFCM S methods. It is also
observed from Figs. 3 and 4 that for low levels of noises (0 %, 1 % and 3 %), the proposed
PIFCM S method gives better performance in terms of ASA when the image is represented
in IFS using Yager’s negation function. Whereas, for higher levels of noises (5 %, 7 % and 9
%), the performance of the proposed method is better when the image is represented in IFS
using Sugeno’s negation function. This shows the effectiveness of both Yager’s negation
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Fig. 1 Original image (INU = 40% and noise level = 9% ) and ground truth corresponding to WM, GM and
CSF

function and Sugeno’s negation function over different levels of noise on Brainweb MRI
dataset.

4.3 Results discussion on real brain MRI dataset

The effectiveness of the proposed PIFCM S method with other state-of-art methods is fur-
ther checked on real normal brain MR images from IBSR database for which ground truth
is available. For this, the 134th axial slice of T1-weighted image is extracted from IBSR
dataset for 8 cases 110 3, 111 2, 11 3, 12 3, 15 3, 16 3, 1 24 and 205 3 and corrupted
with 10 % Rician noise to test the performance of the segmentation methods in noisy envi-
ronment. Table 5 shows the performance of the proposed PIFCM S method along with
state-of-art methods in terms of ASA. From Table 5, it can be clearly seen that the proposed
method on real brain MRI images corrupted with 10 % Rician noise outperforms the other
related methods. Whereas, the performance of the existing methods for high noise images
could not provide satisfactory performance. The utilization of the spatial constraints in the
proposed PIFCM S method provides resistance to noise for real brain MRI images in the
IFS framework. Table 6 shows the tissue segmentation performance measure in terms of
Dice Score (DS) corresponding to GM on these images. It can be noted from these tables
that the proposed PIFCM S method performs well except on the images 11 3 and 15 3 in
comparison to other methods in terms of DS. However, the average value of the proposed
PIFCM S method is higher than other state-of-arts methods (see Fig. 5). Figure 5 shows the
average value of ASA and DS for GM over 8 cases of real brain MRI images with 10 %
Rician noise. It is evident from Fig. 5 that the proposed PIFCM S method with Sugeno’s
negation function performs well on average over all 8 cases of real brain MRI image in
terms of ASA and DS (GM). It reveals the performance of the proposed PIFCM S method
on these images has significant improvement in terms of the performance measures used
while comparing with other state-of-art methods.
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Fig. 2 Qualitative results for WM, GM and CSF for different methods (Cont..)
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Fig. 2 (continued)
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Fig. 2 (continued)
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Fig. 3 Variation in performance in terms of average segmentation accuracy with INU level of for given level
of noise on Brain Web dataset a) 0 % b)1 % c) 3 % d) 5% e) 7% and f) 9%

4.4 Statistical test

Friedman test, a two way non-parametric statistical test is conducted to find out the signif-
icant difference among the proposed and other segmentation methods for both the publicly
available datasets. The null hypothesis (H0) of this test is that there is no significant dif-
ference in the performance of the proposed and other segmentation methods whereas the
alternative hypothesis (H1) defines as the performance of the proposed and other methods
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Fig. 4 Variation in performance in terms of average segmentation accuracy with noise level of for given level
of INU on Brain Web dataset a) 0 % b) 20 % c) 40 %
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Table 2 Comparison of PIFCM S with other methods in terms of ASA for Brain Web dataset

Image/Methods 7% Noise 9% Noise

0% INU 20% INU 40% INU 0% INU 20% INU 40% INU

FCM 0.8976 0.8994 0.8762 0.8421 0.8414 0.8330

IFCM(S) 0.9031 0.9030 0.8861 0.8608 0.8602 0.8505

IFCM(Y) 0.9035 0.9030 0.8864 0.8609 0.8590 0.8513

FCM S 0.9288 0.9225 0.9002 0.9175 0.9094 0.8869

FLICM 0.9283 0.9188 0.9007 0.9242 0.9137 0.8959

KFCM S 0.9294 0.9231 0.9013 0.9214 0.9139 0.8926

ARKFCM 0.9306 0.9244 0.9032 0.9198 0.9101 0.8934

IIFCM 0.9100 0.9135 0.8961 0.8788 0.8777 0.8699

KIFCM 0.9301 0.9245 0.9026 0.9196 0.9090 0.8922

PIFCM(S) 0.8978 0.8977 0.8760 0.8469 0.8444 0.8376

PIFCM(Y) 0.8963 0.8969 0.8732 0.8426 0.8390 0.8331

KWFLICM 0.9283 0.9217 0.8979 0.9220 0.9123 0.8973

NDFCM 0.9165 0.9099 0.8887 0.9070 0.9053 0.8824

WRFCM 0.9335 0.9264 0.9032 0.9232 0.9175 0.8959

FRFCM 0.9134 0.9024 0.8841 0.9027 0.8960 0.8730

DSFCMN 0.9318 0.9240 0.9079 0.9202 0.9148 0.8926

PIFCM S(S) 0.9314 0.9238 0.9025 0.9238 0.9166 0.8951

PIFCM S(Y) 0.9311 0.9228 0.9020 0.9238 0.9160 0.8946

Fig. 5 Average value of ASA and DS (GM) over 8 cases of the IBSR dataset with 10% Rician noise



Multimedia Tools and Applications

Table 3 Comparison of PIFCM S with other methods in terms of DS for GM for Brain Web dataset

Image/Methods 7% Noise 9% Noise

0% INU 20% INU 40% INU 0% INU 20% INU 40% INU

FCM 0.8619 0.8669 0.8405 0.7950 0.7958 0.7864

IFCM(S) 0.8696 0.8722 0.8542 0.8193 0.8197 0.8093

IFCM(Y) 0.8696 0.8718 0.8537 0.8183 0.8168 0.8090

FCM S 0.9017 0.8959 0.8695 0.8881 0.8787 0.8506

FLICM 0.9033 0.8928 0.8728 0.8994 0.8872 0.8658

KFCM S 0.9034 0.8968 0.8712 0.8941 0.8853 0.8588

ARKFCM 0.9055 0.8992 0.8749 0.8926 0.8814 0.8615

IIFCM 0.8778 0.8850 0.8660 0.8397 0.8397 0.8311

KIFCM 0.9046 0.8990 0.8739 0.8921 0.8797 0.8595

PIFCM(S) 0.8653 0.8679 0.8444 0.8069 0.8053 0.7979

PIFCM(Y) 0.8624 0.8659 0.8396 0.7993 0.7964 0.7903

KWFLICM 0.8791 0.8774 0.8715 0.8725 0.8645 0.8704

NDFCM 0.8502 0.8447 0.8304 0.8364 0.8362 0.8254

WRFCM 0.9127 0.9043 0.8744 0.8989 0.8934 0.8650

FRFCM 0.8857 0.8718 0.8496 0.8702 0.8643 0.8367

DSFCMN 0.9128 0.8999 0.8795 0.8961 0.8908 0.857

PIFCM S(S) 0.9077 0.8995 0.8750 0.8994 0.8909 0.8653

PIFCM S(Y) 0.9068 0.8974 0.8734 0.8987 0.8895 0.8637

are different. For a given performance measure M, the H0 and H1 can be defined as:

H0 : μFCM = μIFCM(S) = μIFCM(Y) = μFCM S

= μFLICM = μKFCM S = μARKFCM = μIIFCM

= μKIFCM = μPIFCM(S) = μPIFCM(Y)

= μKWFLICM = μNDFCM = μWRFCM

= μFRFCM = μDSFCMN = μPIFCM S(S) = μPIFCM S(Y ) (28)

H1 : μFCM �= μIFCM(S) �= μIFCM(Y) �= μFCM S

�= μFLICM �= μKFCM S �= μARKFCM �= μIIFCM

�= μKIFCM �= μPIFCM(S) �= μPIFCM(Y)

�= μKWFLICM �= μNDFCM �= μWRFCM

�= μFRFCM �= μDSFCMN �= μPIFCM S(S) �= μPIFCM S(Y ) (29)

The rank of different segmentation methods, according to the different performance mea-
sures is obtained for comparing the methods separately. In Friedman test, the average rank
Rj of j th methods for a given N number of images is obtained with respect to a given
performance measure as:

Rj = 1

N

N∑

i=1

r
j
i (30)
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Table 4 Comparison of PIFCM S with other methods in terms of DS for WM for Brain Web dataset

Image/Methods 7% Noise 9% Noise

0% INU 20% INU 40% INU 0% INU 20% INU 40% INU

FCM 0.9300 0.9308 0.9105 0.8860 0.8860 0.8766

IFCM(S) 0.9321 0.9318 0.9132 0.8942 0.8941 0.8832

IFCM(Y) 0.9326 0.9323 0.9144 0.8954 0.8943 0.8850

FCM S 0.9604 0.9543 0.9343 0.9552 0.9482 0.9292

FLICM 0.9596 0.9504 0.9329 0.9569 0.9470 0.9293

KFCM S 0.9615 0.9550 0.9353 0.9556 0.9499 0.9302

ARKFCM 0.9605 0.9544 0.9342 0.9512 0.9431 0.9257

IIFCM 0.9390 0.9407 0.9221 0.9111 0.9090 0.9002

KIFCM 0.9606 0.9544 0.9344 0.9513 0.9430 0.9259

PIFCM(S) 0.9258 0.9252 0.9034 0.8799 0.8780 0.8700

PIFCM(Y) 0.9261 0.9264 0.9042 0.8805 0.8780 0.8706

KWFLICM 0.9595 0.9531 0.9288 0.9534 0.9474 0.9297

NDFCM 0.9475 0.9419 0.9234 0.9413 0.9395 0.9189

WRFCM 0.9575 0.9522 0.9311 0.9511 0.9472 0.9273

FRFCM 0.9518 0.9424 0.9242 0.9435 0.9366 0.916

DSFCMN 0.9557 0.9496 0.9318 0.9489 0.9463 0.9218

PIFCM S(S) 0.9618 0.9540 0.9326 0.9565 0.9494 0.9280

PIFCM S(Y) 0.9628 0.9541 0.9347 0.9569 0.9500 0.9292

Table 5 Comparison of PIFCM S with other methods in terms of ASA for IBSR dataset with Rician noise
(σ =10)

Methods\Images 110 3 111 2 11 3 12 3 15 3 16 3 1 24 205 3

FCM 0.7293 0.6946 0.7214 0.7352 0.5090 0.5474 0.6864 0.7150

IFCM(S) 0.7403 0.7424 0.7270 0.7522 0.6685 0.6859 0.7460 0.7183

IFCM(Y) 0.7309 0.6955 0.7226 0.7371 0.5090 0.5506 0.6899 0.7145

FCM S 0.7321 0.7007 0.7306 0.7407 0.5160 0.5737 0.6929 0.7209

FLICM 0.7406 0.7245 0.7695 0.7721 0.5875 0.6826 0.7506 0.7558

KFCM S 0.7344 0.7219 0.7307 0.7492 0.5820 0.6826 0.6929 0.7269

ARKFCM 0.6139 0.6012 0.7162 0.7413 0.5818 0.6806 0.7652 0.6200

IIFCM 0.7400 0.7470 0.7479 0.7601 0.5915 0.6957 0.7528 0.7302

KIFCM 0.7472 0.7273 0.7406 0.7594 0.5049 0.6949 0.7587 0.7274

PIFCM(S) 0.7642 0.7422 0.7574 0.7605 0.6702 0.7263 0.7508 0.7515

PIFCM(Y) 0.7675 0.7454 0.7594 0.7596 0.6459 0.7407 0.7540 0.7588

KWFLICM 0.5148 0.6790 0.7125 0.7239 0.5698 0.5910 0.6893 0.5448

NDFCM 0.7521 0.7196 0.7389 0.7290 0.6670 0.6998 0.6945 0.7129

WRFCM 0.6919 0.6723 0.6935 0.7106 0.6817 0.6735 0.6714 0.6902

FRFCM 0.6695 0.6762 0.7156 0.7089 0.6742 0.6858 0.6813 0.6924

DSFCMN 0.7397 0.7062 0.6195 0.7119 0.6361 0.6633 0.6799 0.7479

PIFCM S(S) 0.7709 0.7556 0.7721 0.7759 0.6750 0.7441 0.7670 0.7688

PIFCM S(Y) 0.7705 0.7499 0.7682 0.7665 0.6446 0.7473 0.7636 0.7622
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Table 6 Comparison of PIFCM S with other methods in terms of DS for GM for IBSR dataset with Rician
noise (σ =10)

Methods\Images 110 3 111 2 11 3 12 3 15 3 16 3 1 24 205 3

FCM 0.7667 0.7193 0.7635 0.7535 0.5499 0.6073 0.6880 0.7646

IFCM(S) 0.7623 0.7593 0.7509 0.7665 0.6655 0.6946 0.7432 0.7575

IFCM(Y) 0.7674 0.7200 0.7641 0.7552 0.5491 0.6100 0.6919 0.7637

FCM S 0.7675 0.7245 0.7720 0.7589 0.5531 0.6244 0.6938 0.7699

FLICM 0.7672 0.7437 0.8028 0.7896 0.6172 0.7168 0.7552 0.7993

KFCM S 0.7667 0.7387 0.7698 0.7647 0.5936 0.6951 0.6946 0.7741

ARKFCM 0.6638 0.6107 0.7619 0.7567 0.5926 0.6936 0.7556 0.6764

IIFCM 0.7586 0.7589 0.7697 0.7734 0.6293 0.7215 0.7458 0.7696

KIFCM 0.7783 0.7468 0.7857 0.7789 0.5502 0.7126 0.7595 0.7758

PIFCM(S) 0.7929 0.7696 0.7720 0.7821 0.6764 0.7007 0.7567 0.7910

PIFCM(Y) 0.7950 0.7727 0.7704 0.7817 0.6157 0.7234 0.7610 0.7951

KWFLICM 0.5385 0.7062 0.7399 0.7338 0.6017 0.5965 0.7182 0.5514

NDFCM 0.7694 0.7442 0.7705 0.7050 0.6642 0.7050 0.7199 0.7000

WRFCM 0.7006 0.6883 0.7194 0.7114 0.6603 0.6589 0.6911 0.6656

FRFCM 0.6909 0.7079 0.7511 0.7302 0.6867 0.6953 0.7134 0.6852

DSFCMN 0.7479 0.6935 0.6135 0.6844 0.5485 0.6367 0.6791 0.7288

PIFCM S(S) 0.7946 0.7787 0.7822 0.7964 0.6644 0.7273 0.7742 0.8061

PIFCM S(Y) 0.7972 0.7759 0.7813 0.7878 0.6048 0.7127 0.7708 0.7997

where r
j
i ∈ {1, 2, . . . , k}(1 ≤ i ≤ N, 1 ≤ j ≤ k) is rank value for ith image and j th

method. Table 7 shows the average Friedman ranking of different segmentation methods
corresponding to ASA for 9 BrainWeb brain images and 8 synthetic images used for exper-
iment [17, 20]. Lowest numerical value of rank for a segmentation method shows its better
performance compared to other methods for a given performance measure. On the basis of
Friedman ranking, the proposed method PIFCM S(S) performs better in terms of ASA. The
statistical hypothesis test proposed by Iman and Davenportis is used. The statistic FID is
defined by Iman and Davenport [30] is given as:

FID = (N − 1)χ2
F

N(k − 1) − χ2
F

(31)

which is distributed according to F-distribution with k − 1 and (k − 1)(N − 1) degrees of

freedom, where χ2
F is the Friedman’s statistic defined as 12N

k(k+1)

[∑
j R2

j − k(k+1)2

4

]
. In our

experiments k = 18 and N = 17. The p-value obtained by Iman and Davenport statistic is
0.0 corresponding to the performance measures ASA, which advocate the rejection of null
hypothesis H0 as there is significant difference among different segmentation methods at
the significance level of 0.05.

However, these p-values obtained are not suitable for comparison with the control
method, i.e. the one that emerges with the lowest rank. So adjusted p-values [17] are com-
puted which take into account the error accumulated and provide the correct correlation.
This is done with respect to a control method which is the proposed method PIFCM S(S)
(lowest rank for ASA). For this, a set of post-hoc procedures are defined and adjusted
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Table 7 Average Friedman Rankings of the algorithms

Algorithm Ranking Algorithm Ranking

PIFCM S(S) 2.50 DSFCMN 10.09

PIFCM S(Y) 3.94 PIFCM(S) 10.21

KIFCM 7.35 IFCM(S) 10.44

KFCM S 7.50 PIFCM(Y) 10.47

FLICM 8.03 NDFCM 11.29

IIFCM 8.18 KWFLICM 11.97

WRFCM 8.74 IFCM(Y) 12.74

FCM S 9.50 FRFCM 14.06

ARKFCM 9.59 FCM 14.41

p-values are computed. The most widely used post-hoc method [17] to obtain adjusted p-
values is Holm procedure. Table 8 shows the various values of adjusted p-values obtained.
Table 8 indicate that the performance of proposed PIFCM S method with Sugeno’s nega-
tion function and Yager’s negation function in terms of ASA performance measures have
no significant difference.

5 Conclusion

In this research work, we have presented a intuitionistic fuzzy set theoretic clustering for
image segmentation problem that uses probabilistic Euclidean distance measure with a spa-
tial regularization term (PIFCM S). For this, we have utilized the mean filter image in the
spatial regularization term in the segmentation process to dampen the effect of noise. The
optimization problem of the proposed approach has the advantage of probabilistic Euclidean
distance measure and regularization term to handle the noise in IFS framework. The image
representation in terms of IFS increases the representational capability and hence improves
segmentation performance. For this, two well-known intuitionistic fuzzy negation func-
tions, namely Yager’s negation function and Sugeno’s negation function have been utilized
to convert the gray image in terms of IFS. The experiments are carried out on two publicly
available brain MRI dataset for checking the efficacy of the proposed method. Moreover,

Table 8 Adjusted p-values (Friedman) corresponding to performance measure ASA

Algorithm Unadjusted p value pHolm value Algorithm Unadjusted p value pHolm value

FCM 7.76E-11 1.32E-09 ARKFCM 1.08E-04 8.67E-04

FRFCM 2.75E-10 4.39E-09 FCM S 1.32E-04 9.23E-04

IFCM(Y) 2.27E-08 3.41E-07 WRFCM 6.61E-04 0.004

KWFLICM 2.32E-07 3.24E-06 IIFCM 0.002 0.010

NDFCM 1.57E-06 2.04E-05 FLICM 0.003 0.010

PIFCM(Y) 1.34E-05 1.61E-04 KFCM S 0.006 0.019

IFCM(S) 1.45E-05 1.61E-04 KIFCM 0.008 0.019

PIFCM(S) 2.57E-05 2.57E-04 PIFCM S(Y) 0.431 0.431

DSFCMN 3.41E-05 3.07E-04
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the comparison of the performance of the proposed PIFCM S method with other state-of-art
methods is carried out on the datasets. The results obtained on these two publicly available
datasets show significant improvement in the segmentation performance of the proposed
PIFCM S method in comparison to other related methods in terms of average segmenta-
tion accuracy and Dice score. It is clearly depicted from the results that Sugeno’s negation
function gives better performance for higher level of noise whereas Yager’s negation func-
tion gives better performance for lower level of noise. Further, a statistical test has been
performed to check the significant difference in the performance of the proposed PIFCM S
method with the state-of-art methods. The statistical test shows that the performance of the
proposed PIFCM S method is superior over other related methods. The limitation of the
proposed PIFCM S method is the manual tuning of the intuitionistic negation parameter
and spatial regularization parameter, which is important to obtain the accurate segmenta-
tion. In the future direction, we may investigate an adaptive way to choose the optimal value
of these parameters based on the image itself.
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Abstract

Background: In the last few decades, advancements in cancer research, both in the

field of cancer diagnostics as well as treatment of the disease have been extensive

and multidimensional. Increased availability of health care resources and growing

awareness has resulted in the reduction of consumption of carcinogens such as

tobacco; adopting various prophylactic measures; cancer testing on regular basis and

improved targeted therapies have greatly reduced cancer mortality among popula-

tions, globally. However, this notable reduction in cancer mortality is discriminate

and reflective of disparities between various ethnic populations and economic clas-

ses. Several factors contribute to this systemic inequity, at the level of diagnosis, can-

cer prognosis, therapeutics, and even point-of-care facilities.

Recent Findings: In this review, we have highlighted cancer health disparities among

different populations around the globe. It encompasses social determinants such as

status in society, poverty, education, diagnostic approaches including biomarkers and

molecular testing, treatment as well as palliative care. Cancer treatment is an active

area of constant progress and newer targeted treatments like immunotherapy, person-

alized treatment, and combinatorial therapies are emerging but these also show biases

in their implementation in various sections of society. The involvement of populations

in clinical trials and trial management is also a hotbed for racial discrimination. The

immense progress in cancer management and its worldwide application needs a careful

evaluation by identifying the biases in racial discrimination in healthcare facilities.

Conclusion: Our review gives a comprehensive evaluation of this global racial

discrimination in cancer care and would be helpful in designing better strategies for

cancer management and decreasing mortality.

K E YWORD S

cancer care, cancer health disparities, cancer management, cancer therapy, racial disparities

1 | INTRODUCTION

Despite coherent efforts that have led to a significant reduction in

cancer mortality, it remains to be the second major cause of death,

following cardiovascular diseases. With 215 deaths from cancer per

100000 individuals, the mortality rate peaked in 1991.1 At the begin-

ning of the present year, the American Cancer Society estimated a

total of 1918030 collective cancer cases with 609360 deaths in
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20222 and in 2020 there were about 10 million cancer deaths and an

anticipated 19.3 million additional cancer incidences worldwide.3 Can-

cer prevalence and cancer mortality are fortunately dropping in the

world due to efficient healthcare facilities, better monitoring, early

detection, and better cancer management. However, some popula-

tions continue to exhibit a greater risk of predominance and mortality

concerning specific types of malignancies. Human populations all over

the world are impacted by cancer but certain types of cancer are pre-

dominant in certain geographical locations.4 Various factors have been

attributed to the impact of this skewness, that include genetic,5

socioeconomic,6,7 and environmental factors.8 The National Cancer

Institute (NCI) specifies cancer health disparities as discrepancies in

disease metrics, namely the occurrence rates, death rates, complica-

tions, survival rates, budgetary stress, and living standards [Courtesy:

Cancer Disparities—NCI]. There appears to be a huge disparity in

screening and early detection of cancer and the choice of treatment

that is predominant among population subgroups. Disparities are

apparent in the fact that although overall results show increasing

awareness, better screening facilities, and significantly improved can-

cer mitigation, certain subgroups are not seeing the same gains as

other groups. Such observations require a better understanding of the

factors responsible for such differential mortality rates and improved

cancer management and call for designing strategies for better imple-

mentation of the same.

These disparities are the outcome of complex and interconnected

factors, making it challenging to separate them and analyze each fac-

tor's independent relative impact. Major cancer health disparities and

associated mortality that have been noticed in different sections of

the population are related to geographical locations, socioeconomic

status, and genetics.5,9 There is a large regional variation in both can-

cer cases, kind, and disease prognosis.

Breast cancer accounts for 25% of all women screened and leads

to 16.6% of deaths due to cancer.3 Incidence of breast cancer is sig-

nificantly higher in developed countries like North America and

Oceania (Figure 1). The proportion of risk factors for breast cancer

has been known to be impacted by significant alterations in diet, life-

style, sociocultural, and architectural environments brought on by

developing countries and an increase in the number of women in the

industries. Lung cancer represents 11.4% of total cancer cases.3 The

incidence of lung cancer as seen in Figure 1 (the primary data to syn-

thesize the following secondary data was obtained from GLOBOCAN,

2020) is reflective of greater exposure to pollutants and is an unfortu-

nate outcome of industrialization, hence Africa and Latin America

exhibit relatively lower incidences. The prevalence of colorectal can-

cer is about 10% of the total incidences of cancers.3 Incidence rates

of colorectal cancer in North America and Oceania are higher than in

others due to the predominance of junk food in the diet and a seden-

tary lifestyle. Heavy alcohol use, tobacco consumption, and intake of

red or processed meat are other contributing risk factors. Prostate

cancer, being one of the most diagnosed cancers in men accounts for

variable frequencies in incidence worldwide. Latin America, North

America, Europe, and Oceania show greater incidence predominantly

due to regular monitoring and marker-based screening. The greatest

incidence rates for prostate cancer among black males are found in

the Caribbean and the United States.11

A higher mortality rate due to breast cancer in the African popula-

tion, despite low incidence (Figure 2) exemplifies the fact that due to

a lack of regular screening early detection of breast cancer does not

take place, resulting in higher mortality rates. Lung cancer is a very

aggressive cancer and hence leads to higher mortality in all popula-

tions with a higher incidence of the disease. The incidence and conse-

quently, mortality rates are highly impacted by the state of

industrialization and exposure to associated pollutants. Mortality rates

due to colorectal cancers are more or less similar in all regions; the

underlying reason for this could be urbanization, dependence on pro-

cessed foods, a sedentary lifestyle, and lack of physical activities.

Prostate cancer is curable if detected early, and hence, the lack of

early detection of cancer in the African population due to a lack of
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effective screening facilities results in higher mortality rates as com-

pared to North America, where the mortality rate is low despite a

higher incidence, as seen in the graph.

Factors like insufficient knowledge, poverty, and health insurance

appear to be equally important when compared to biological factors in

accessing early diagnosis and appropriate treatment.12 Additionally,

societal injustices like the lingering effects of racial discrimination still

have an impact on how patients and doctors connect.13 Furthermore,

cultural traits may influence how people behave in terms of their

health management including regular health monitoring, prophylactic

treatment, and whether they trust conventional medicine over alter-

native types of treatment.14

Reducing cancer deaths and increasing survival among the under-

privileged constitute the eradication of inequities.12 Our understand-

ing of the mechanism and parameters contributing to the reduction in

this disparity are inadequate due to the dearth of data, with regards

to cancer mitigation and medical & palliative support. To overcome

this shortcoming, large cohort studies are needed to be conducted

and meta-analysis of the disparities in a fatality in various ethnic

populations needs to be investigated more comprehensively. How-

ever, such widespread analyses are very limited due to prohibitive

costs and lack of sensitivity. Our review aims to portray a comprehen-

sive analysis of multiple parameters that are crucial in influencing dis-

parities in cancer mortalities in different racial populations with an

intent to suggest better mitigation strategies for cancer management

across different sections of society.

2 | DISPARITIES DUE TO SOCIAL
DETERMINANTS

Incidence, mortality, and risk factors for cancer vary not just by race

and ethnicity but also by socioeconomic levels.15,16 Indigence, culture,

and societal injustice are socioeconomic factors that influence the

discrepancy in deaths due to cancer.17 A significant societal factor

causing health disparities is poverty.18 Tobacco use, inadequate diet,

idleness, and being overweight are additional cancer hazard factors

connected to socioeconomic disparities. Tobacco corporations fre-

quently use poor and minority groups as sales targets. These groups

frequently lack access to appropriate nutrition and fresh foods, as well

as few possibilities for appropriate recreational body exercises.19

Research indicates that racial differences in the incidence of

breast cancer seems less pronounced while there is a significant dif-

ference in the mortality rates in different ethnic groups. Social and

economical aspects impact the choice of treatment and cancer man-

agement so significantly that the cancer outcome shows the immense

disparity in ethnic populations.20 Irrespective of ethnicity, poverty is

linked to worse breast carcinoma results for all; nevertheless, because

more black Americans compared to white populations are poor and

are, therefore, very prone to exhibiting higher death rates.21 Low

income and unavailability of insurance coverage deter women from

regular breast cancer screenings, resulting in higher chances of detec-

tion at a later stage resulting in a greater risk of mortality. Similarly,

African and Asian women hardly visit a healthcare practitioner

regularly, mammography frequencies are lower and the likelihood of

early-stage detection is low.22 Additionally, prohibitive costs often get

subpar and unsuitable treatment increases the risk of death in these

patients.15 Recent advances in monoclonal antibody-based therapies

specifically administered to breast cancer patients based on their

marker profile have resulted in an immense increment in cancer

regression in patients unresponsive to conventional treatments.23

However, such treatments are expensive and often require advanced

medical facilities which are unavailable to a great majority of women,

the world over. A majority of the world population lack or have insuf-

ficient health insurance and relies on governmental interventions.

Globally, women in various countries are living in locations with poor

infrastructure, which makes it difficult for them to reach basic service

facilities and doctors for diagnosis, treatment, or even follow-ups.24
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Genetic profiling for the determination of propensity to certain forms

of cancer and prophylactic vaccination for cancer is followed in less

than 1% of the global population and is also disparate in different eth-

nic groups. This is often due to a lack of awareness and also due to

social deterrents.

Cardiovascular disease, diabetes, hypertension, obesity, and respi-

ratory illness are more common comorbidities among low-income

women, which restricts their treatment choices.25 Black females are

more inclined than white females to consume a diet rich in fat, defi-

cient, in vegetables and fruits, and are less likely to engage in routine

exercise, therefore, more prone to be overweight.26 The discrepancy

in breast carcinoma rates among females is, therefore, affected by

nutritional and lifestyle factors that are indirectly linked to socioeco-

nomic constraints. Further ignorance of disease, lower levels of edu-

cation, and religious and cultural taboos are additional factors that

often lead to late-stage diagnosis and inappropriate treatments, lead-

ing to deaths.27 Contrary to white women, black women are more

likely to depend on supernatural and spiritual intervention, instead of

getting the proper medical care, which can be harmful to their sur-

vival.28 In general, societal injustice, poverty, and other variables play

a direct and indirect role in the gap in breast carcinoma rates among

females. Similar socioeconomic discrepancies are also observed in var-

ious developing nations including India.29 Interestingly in India, there

is a steep rise in incidences of breast cancer in urban women, mainly

due to stress, lifestyle choices, late pregnancies, and late menopause.

Among rural women, breast cancer incidences are however, lesser as

compared to their urban counterparts, although there is a higher inci-

dence of cervical cancer among them.30,31 In rural India, the con-

straints leading to cancer mortality are often a lack of early

diagnostics, advanced facilities and health care options. Hence, it is

obvious that prudent cancer management is not only achievable by

addressing economical and infrastructural constraints but also

requires a holistic understanding of the factors in specific ethnic

populations in addition to the uplifting of care facilities.

The unavailability of exposure to high-quality healthcare and ther-

apeutic trials is considered to be the main cause of racial discrepancies

in lung carcinoma survival.32 It is significant to note that social deter-

minants of wellness may contribute to differences in lung carcinoma

therapy. These include, (1) both social and economic considerations,

such as having health insurance or having the capacity to spend

money for treatment, which affects the uninsured and disadvantaged

populations, which comprises of many impoverished populations, in

terms of access to effective adjuvant therapies.33,34 (2) Lack of health-

care awareness, and literacy levels have an impact on the patient's

choice of treatment and decisions of adherence and follow-ups for

the treatment which are often prolonged. Poor healthcare awareness

will probably have an impact on how well lung carcinoma sufferers

comprehend their condition and can handle their respective treatment

plans. (3) Improper patient treatment decisions are often the conse-

quence of mistrust of the medical profession, which is a result of their

past interactions with the medical system. Negative surgical views,

fatalism, and skepticism have been put out as possible explanations

for why certain patients are less able to adhere to and get prescribed

therapy.35 Mistrust is often fuelled by a dearth of knowledge about

advancements in ethical principles controlling healthcare and the sub-

standard treatment delivered in unregulated healthcare facilities.

(4) Therapeutic inequities may be related to localities or neighbor-

hoods having insufficient practical availability or usage of therapeutic

facilities. People living in remote versus metropolitan locations,

or living in a community with a high or low socioeconomic status are

all connected to the lack of sufficient diagnostic and therapeutic

facilities.

Colorectal cancer (CRC) is the third most typical cancer in the

United States, irrespective of gender.36 The chances of men getting

CRC are more than women (4.3% vs. 4%). Age and hereditary risk fac-

tors are just two of the several variables that have been found to

influence CRC development risk.37–39 Being an aging-related condi-

tion, the probability of CRC increases with a person's age; according

to recommendations, those with medium probability should begin

screening tests at 50 years of age.37 However, there are complicated

correlations between race/ethnicity, socioeconomic status (SES), and

CRC.39,40 Poor diet and a sedentary lifestyle are two modifiable fac-

tors linked to CRC risk that is also linked to SES. Lifestyle choices may

have an impact on the microbiota and biological behavior of colonic

stem cells as well as the regional colonic environment.41 A balanced

diet, hormone replacement therapy, and aspirin prescription or

NSAIDs may all lower the risk of CRC; exposure to these elements

may also be correlated with SES and accessibility to healthcare.

SES-related elements like income, education level, and medical insur-

ance have an impact on who has access to resources and services for

healthcare.39

It is well-accepted that social and economic variables influence

prostate cancer occurrence. Prostate cancer risk frequently has an

opposing relationship with social and economic position. Poor SES is

linked to a reduced likelihood of surviving or quality of life. Based on

socioeconomic background, race, level of education, and unemploy-

ment, prostate cancer survival vary dramatically. The adverse relation-

ship between social assistance and the advanced stage of prostate

cancer detection may be explained by several causes.42–45 Men may

be persuaded to get screened for prostate malignancy by their part-

ner, other family members, or friends in their network. Married men

are better at prostate cancer management due to early screening and

better therapy than unmarried men.46

3 | DISPARITIES IN DIAGNOSIS

While Asian women often get breast cancer between the ages of

40 and 50, Non-Hispanic White women typically develop it between

the ages of 60 and 70.47 It is estimated that genetic factors account

for 5%–10% of breast carcinoma cases.48 The majority of autosomal

dominant hereditary breast malignancies are resulting from alterations

in BRCA genes (1 and 2), which are present at the 17th and 13th chro-

mosomes, respectively. Human genes called BRCA1 and BRCA2

translate into tumor suppressors, which contribute to DNA repair as

well as aid in preserving the integrity of the genomic information.
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Whenever they are modified, it results in DNA damage and mutation

and cells are more prone to further genetic changes that might result

in the establishment of cancer. Depending on one's race and ethnicity,

these alterations might occur more, or less frequently. For instance,

Ashkenazi Jewish females (8.3%) had the greatest incidence of BRCA1

mutations. Hispanic females (3.5%), non-Hispanic white females

(2.2%), Black females (1.3%), and Asian females (0.5%) are next.49

Asian women are unlikely to undergo regular breast cancer screening

as advised by WHO49 and this may be the cause of the historically

lower incidence of Breast cancer among Asian women, compared to

their western counterparts. 55%–65% of BRCA1 mutation-containing

females and 45% of BRCA2 mutation-containing females have a prob-

ability of developing breast cancer after the age of 70 years. Addition-

ally, before 70 years of age, ovarian cancer may manifest in 39% of

females with detrimental BRCA1 alteration and 11%–17% of females

with BRCA2 alteration.50 Despite the fact that deleterious BRCA

1 and BRCA 2 mutations are known to result in breast carcinoma in

greater than 50% of the households with recurrent cases, mutations

in other genes have also been associated with increased risks of the

disease.51,52 ATM, BRIP1, CHEK2, CDH1, MLH1, MLH2, MRE11A,

NBN, PTEN, PALB2, RAD50, RAD51C, SEC23B, STK11, and TP53

genes all have rare mutations. By the time they are 70 years old, 33%

of females who have a dangerous PALB2 gene alteration will have

breast cancer. Those who have a hereditary background of breast

malignancy and the dangerous PALB2 alteration are at even greater

risk, 58%.53 Several Asian racial groups are more likely to develop

HER2-positive breast carcinoma.54 Compared to more prevalent

hormone-receptor-positive kinds of breast cancer, this biological sub-

type is more aggressive and has a worse prognosis.55 Thus, genetic

screening may give sufficient insight into the propensity of certain

cancers and may serve as a basis for regular monitoring or even pro-

phylactic surgical or vaccine-mediated interventions. However, such

interventions are very rarely followed due to a lack of knowledge as

well as social deterrents and taboos. Substantial variations were

observed in 5-year survival rates of different ethnic populations in

breast cancer research that included 777 Hispanic patients, 1016

Black patients, and 4885 White patients. Patients of Hispanic descent

had survival rates of 70% ± 2%, Black patients of 65% ± 2%, and

White patients of 75% ± 1%.56 These variations are reflective of the

stage of diagnosis as the principal factor. The percentage mortality

rate for US patients for different stages of breast cancer is shown in

Figure 3A and indicates that early detection irrespective of racial bias

can lead to complete recovery in most cases.

According to estimates, there were 654620 individuals in the

United States who have a background of pulmonary carcinoma, and

another 236740 incidents have been discovered in 2022. The
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F IGURE 3 Percentage mortality rate for US patients with respect to different stages of cancers. (A) Breast cancers, (B) Lung cancers,
(C) Colorectal cancers, and (D) Prostate cancers. Cancer is classified as localized, regional, or distant depending on the site of the disease.
Localized refers to a disease that is limited to the site of origin, regional refers to cancer that has spread to an adjacent area, and distant refers to
the post-malignancy stage of cancer. Mortality rates are shown in blue for all races, orange for white patients, and gray for black patients. Source:
Graphs adapted from a study by Siegel et al.2
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percentage mortality rate for US patients with respect to different

stages of lung cancer is shown in Figure 3B. For therapeutic reasons,

small cell lung cancer (SCLC; 14% of incidents) and non-small cell lung

cancer (NSCLC; 82% of incidents) are two different types of lung can-

cer, with around 3% of cases having undetermined histology. The

emergence of targeted cancer medicines has irrevocably altered the

therapeutic scenario for NSCLC, making personalized treatment for

lung carcinoma (i.e., NGS) the treatment of choice. In subpopulations

of NSCLC sufferers who are eligible for this therapy, the clinical imple-

mentation of specific kinase medicines has increased the survival rate

significantly.32 ALK rearrangement, EGFR mutation, and PDL-1 testing

are all recommended as part of molecular testing for metastatic

NSCLC by NCCN in light of the significance of directed treatment for

the overall control of lung cancer. As part of a comprehensive molecu-

lar profile, screening for mutations in BRAF, KRAS, RET, NTRK1/2/3,

METex14 skipping, and ROS1 should also be done. It is crucial to take

into account how race may affect biomarker screening and molecular

analysis in lung cancer because these techniques are increasingly vital

for improving cancer outcomes for individuals with NSCLC. Although

targeted treatments were previously acknowledged as improvements

in the management of NSCLC, it was highlighted that the distribution

of their use across racial and socioeconomic strata was uneven.57 One

early research revealed that individuals with low incomes and those

who lived in highly impoverished places were less probable to have

EGFR screening. African Americans underwent lower rates of erlotinib

and EGFR screening in univariate analysis than Whites, even after

excluding the effects of socioeconomic, clinical, and demographic vari-

ables.57 Other research has looked at the correlation between the prob-

ability of ordering an EGFR test and institutional and geographical

features of the treating hospital as well as differences in socioeconomic

determinants. It was shown that if the region had a wealthier or more

educated population, hospitals were extra inclined to seek EGFR

screening for individuals having advanced NSCLC.58 Lynch et al.

emphasized that there have been long-standing issues with getting

anti-EGFR treatments and EGFR screening in regional hospitals, raising

concerns that this might exacerbate the imbalance in cancer inequal-

ities.58 Although there were no racial differences in the frequencies of

EGFR alterations and ALK rearrangements, individuals from most impo-

verished nations remained with a lower probability of ever having had

any type of biomarker examined. The frequency of thorough genetic

testing with NGS was even lower in all populations around the world.

Compared to white patients, black patients had a lower likelihood of

having had NGS analysis (39.8% vs. 50.1%, p 0.0001).59

More than 1.4 million males and females were anticipated to have

received a colorectal carcinoma diagnosis as of January 1, 2022 and

151030 more patients are anticipated to get the diagnosis this year.

KRAS mutations are present in around 45% of colorectal malignancy

(CRC) patients.60 About 12% of CRCs have a BRAF alteration (V600E),

which is connected to a worse prognosis.61 The percentage mortality

rate for US patients with respect to different stages of breast cancer is

shown in Figure 3C and is indicative of the fact that late detection

results in a very high probability of fatal consequences, thus necessitat-

ing the emphasis on biomarker screening and early detection.

One of the most inherited cancers is prostate cancer which can

be easily diagnosed at early stages by marker-based screening.62 Inci-

dents of prostate cancer strike one in nine American men throughout

the course of their lifetimes. However, this ratio is one in seven for

Black males, whose mortality rate is 1.7 times higher than their white

counterparts.9 The mortality rate for prostate cancer concerning dif-

ferent stages of cancers in different racial cross sections of patients is

shown in Figure 3D. Notably, in prostate cancer, there is a signifi-

cantly low mortality rate at the regional and localized stages as com-

pared to other types of cancer. Prostate cancer is generally curable if

detected early when the cancer is at a localized or regional stage.

Black patients, however, often come for treatment only in the

advanced stages of the disease and have high PSA values.63 Black

men had lower PSA screening rates than White men.64,65 A similar

scenario is seen in African men where lower incidence (Figure 1) is

only reflective of poor screening and unfortunately results in a high

mortality rate (Figure 2) as a result of late diagnosis. Due to advances

in screening technologies, more than 50% reduction in prostate can-

cer occurrence has been seen since 1992 with an increase of more

than 2% in overall survival rates.66

4 | DISPARITIES IN TREATMENT

Due to population expansion as well as improvements in early identifi-

cation and treatment, there are more cancer survivors than ever

before. As of Jan 1, 2022, over 4000000 females in the United States

were projected to have a background of metastatic breast carcinoma,

and an additional 287850 females will receive a new diagnosis.

According to a study, three-fourths of the 150000 approx. breast car-

cinoma survivors who have the metastatic illness, are survivors who

were detected early and initially confirmed at cancer stage I, II, or III.67

More than 2.7 million females that are two-thirds of breast carcinoma

survivors are 65 years of age or older, while just 6% are under 50.

While one-third (34%) of females with stage I and stage II carcinoma

receive mastectomy, frequently without chemotherapy or radiation,

the remaining half of these women choose breast-conserving surgery

(BCS) plus adjuvant radiotherapy. In contrast, 65% of females with

stage III carcinoma, elect a mastectomy as their therapy of choice and

in addition typically get chemotherapy. For stage I and stage II illness,

Black females are less probable than White females to undergo BCS

(60% vs. 64%, respectively). Black females are more probable to have

just chemotherapy and/or irradiation for stage III illness (9% vs. 6%)

and are less certain to undergo excision (57% vs. 66%). Sixty percent

of female individuals with metastatic illness (stage IV) get just irradia-

tion or chemotherapy. Adjuvant hormonal treatment is administered

to at least 50% of females with invasive breast carcinoma who have

tumors that express hormone receptors and who do not undergo

carcinoma-targeted surgery, chemotherapy, or irradiation. Some BCS-

eligible females choose to have surgery because they are reluctant to

receive irradiation therapy, dread a recurrence, or have a medical con-

dition that makes it impossible for them to receive irradiation.68–70

Trends in the treatment of breast cancer are shown in Figure 4A,B.
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The accessibility of conveyance and/or the proximity to the treatment

site might be structural barriers to undergoing irradiation therapy.71

Black females are less inclined toward diagnosis at stage I carcinoma

than White females that is 53% versus 68% of cases which leads to

lower survival rates of black females for all stages, with the highest

discrepancy for advanced malignancy that is 65% versus 77% for

stage III and 19% versus 30% for stage IV.

Among NSCLC patients having stage I or II NSCLC, over 55%

have surgery that involves wedge resection, sleeve resection, lobec-

tomy, or pneumonectomy. Wedge resection involves the elimination

of some part from a lung lobe; sleeve resection involves the elimina-

tion of the tumor plus a section of the damaged air track. In compari-

son, approximately one-fifth of patients with NSCLC stage III are able

to receive surgical intervention; the majority (61%) receives chemo-

therapy and/or radiation therapy. Blacks are substantially lesser

inclined than Whites to undergo surgery—16% versus 22% for stage

III and 49% versus 55% for stages I and II. In comparison to whites,

the (10%), frequency of receiving therapy in blacks (15%) is low in

stages I and II illness. There is mixed evidence regarding whether,

Black patients who receive platinum-based chemotherapy have a

worse treatment outcome or more severe toxicity, which may influ-

ence survival, coupled with lower post-operative death rates. Trends

in the treatment of lung cancer are shown in Figure 4C,D which com-

pares the choice of treatment in different ethnic groups. Although it

has been seen that surgery remains to be the choice of treatment, it is

not preferred by most African Americans.

The majority of patients surviving colorectal carcinoma, involving

both genders belong to the age group of 65 and above. About 67% of

individuals with colorectal carcinoma (stage III) get chemotherapy

involving adjuvant to discourage the chances of recurrence, compared

to the bulk of patients at stage I & II colorectal carcinoma (84%), who

undergo partial surgical removal of colon, avoiding chemotherapy.

Proctectomy and related procedures are the most prevalent therapy

for individuals suffering from rectal cancer stage I (61%) and almost

half additionally get neoadjuvant irradiation or chemotherapy. Surgical

plus neoadjuvant chemotherapy and irradiation treatment are often

used to treat rectal tumors in stages II and III. Individuals having stage

IV colon carcinoma (49%) and rectal carcinoma (29%), respectively,

typically have surgery along with radiation and/or chemotherapy. Rec-

tal cancer treatment differences between races are far higher than for

colon carcinoma, which is probably due, at least in part, to the more

complicated nature of care management. For both initial-stage colon

and rectal malignancies, Black individuals are lesser inclined than

White individuals to have surgery with the gap being substantially big-

ger for rectal carcinoma than it was previously noted for colon can-

cer.73,74 Proctectomy or proctocolectomy is significantly less common

for Black individuals with stage I rectal carcinoma than for White indi-

viduals (41% against 66%). While 7% of Blacks are unable to get any

6%

24.30%

9.60%

27.30%

22.30%

10.60%
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F IGURE 4 Trends in the choice of treatment for various cancers is a reflection of racial biases. (A) Trends in choice of treatment of breast
cancer, (B) Different racial population show differences in their choice of treatment for breast cancer among US patients, (C) Trends in choice of
treatment of non-small cell lung cancers, and (D) Different racial population show differences in their choice of treatment for non-small cell lung
cancers among US patients. Orange shows the population percentage of Black patients for a particular type of treatment and blue shows the
population percentage of White patients. Source: Data were obtained from a study by Miller et al.72
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treatment, this figure is 3% for whites. Fifty-seven percent of Stage

II/III black patients receive neoadjuvant chemo-radiotherapy before

proctectomy or proctocolectomy as contrasted with 60% of White

patients. The unavailability of skilled practitioners also contributes to

treatment disparities. For example, there is fewer than one pathologist

for every 500000 people in sub-Saharan Africa.75 There are not

enough trained cancer surgeons, less than two surgeons are available

for every 100000 people. These ratios are significantly lower than the

American average of 35 surgeons per 100000 people and one pathol-

ogist for every 15000 people.76

In the United States, there were more than 3.5 million males who

have had prostate cancer previously, and in 2022, there might be

268490 new cases identified. Eighty-five percent of male prostate

cancer survivors are above 65 years of age, while only 1% (12630) are

under the age of 50. Active monitoring of low-risk illness climbed

from 15% in 2010 to 42% in 201577 according to the National Com-

prehensive Cancer Network 2010 publication. This recommends ton-

ing down the excessive treatment,78 whereas radical prostatectomy

decreased from 47% to 31%. Numerous studies indicate a rise in pro-

active monitoring among elderly males aged 75 years and above, mak-

ing them prone to early detection and 100% cancer regression.79

However, although there is not much racial discrepancy as per genetic

predisposition, regular screening remains to be the only determinant

between 100% cancer recovery versus fatal outcome upon late

diagnosis.80–82 Hence the greatest solution to the racial discrepancy

in its mortality lies in greater awareness and screening outreach mea-

sures that need to be implemented on a global scale.83

5 | DISPARITIES IN TARGETED
TREATMENTS AND IMMUNOTHERAPY

Cancer health disparities have continued to increase despite

advancements in treatment strategies. Cost and availability are the

major factors that widen this gap.84 Immunotherapy is currently

regarded as a regular part of the first and foremost therapy for meta-

static tumors which lack targetable mutations.85 Mortality due to

cancer has been reduced significantly due to the elevated use of

immune checkpoint blockers. Disparities in targeted treatments like

immunotherapy are seen even at the stage of recruitment for their

clinical trials. Despite the fact that black populations have more

cases of lung carcinoma, only 4.5% of blacks participated in screen-

ing trials86 and 2% in the durvalumab trial for stage III NSCLC.87 A

retrospective cohort study using NCDB 2004–2012, also found a

huge difference in their study sample among blacks who have opted

for immunotherapy for melanoma, 97.7% less than whites.88 A

recent study shows the disparity in pembrolizumab trials for breast

cancer patients, where approximately 12 white females have partici-

pated as opposed to only 1 black female patient for the immunother-

apy trial.89 In metastatic HCC, immunotherapy is preferred over

chemotherapy for survival in general. Early accessibility to immuno-

therapy is characterized by major differences among Hispanics and

Blacks as compared to Whites.90

PDL1 expression and tumor genomic profiles in breast, lung, and

colorectal cancers have not been shown to differ in different ethnic

groups, although there are notable variations in the immune cell popu-

lation in the tumor microenvironment.91 For example, compared to

non-Hispanic white patients, breast tumors from black patients had a

compelling immune cell prevalence and enhanced expression of inhibi-

tory receptors like PD1, CTLA4, and LAG3.92 Similar trends were also

seen in prostate tumors for increased expression of proinflammatory

genes among this population.93 All these findings suggest better

immunotherapeutic options for black patients but the reality is con-

trasting, due to patient-level factors (SES, behavior toward treatment

and ethnicity, etc.), provider-level factors (cost of immunotherapy,

knowledge, beliefs, and attitude toward patient, etc.) and system level

factors (reimbursement and infrastructure quality, etc.).

Regulatory bodies play a role in specialized therapies like immu-

notherapy. It has been found that the percentage of patients having

immunotherapy before and after approval by the FDA is increased

to 12.4% in NSCLC.94 Immune checkpoint inhibitor use has increased

exponentially over the past 10 years, significantly decreasing

carcinogenicity-based deaths. However, overall cancer registration

among populations indicates the advantage of targeted treatments in

non-Hispanic Whites, as compared to other minority subgroups. Con-

trary to popular belief, Asian lung cancer patients seemed to survive

better as compared to other ethnic populations.95

6 | DISPARITIES IN CLINICAL TRIAL
INVOLVEMENT

Clinical trials with sound design have improved the diagnosis and

treatment of cancer. Cancer treatment is showing new innovations

every day due to extensive improvements in our scientific knowledge.

However, the implementation of novel treatment strategies requires

the informed consent of patients, participating in clinical trials. Statis-

tics reveal that less than 5% of cancer patients are confident enough

to do so.96–99 A meta-analysis revealed a somewhat better level of

participation of 8% of patients in the case of industry-sponsored

projects,100 possibly due to perks given by industries but at the same

time the recruitment of patients for trials by the industry is largely

from academic centers whereas the proportion of patients in

investigator-initiated trials is from community centers.84 Geographical

accessibility to a clinical study may affect its enrollment. There is evi-

dence that unequal geographical accessibility to health care is corre-

lated to adverse consequences and inferior quality of life as well as

inadequate treatment compliance.101 Syed et al.102 have further dem-

onstrated that minorities and individuals with lower incomes are dis-

proportionately impacted by these differences. This hinders equitable

representation in therapeutic studies as well. Only 37% of people with

cancer in Pennsylvania who participated in a nationwide poll said they

would commute to take part in a clinical trial.103 Similar results were

shown by Lara et al. in a prospective analysis of cancer patients being

conducted at the University of California Davis Cancer Center, where

the second most frequent explanation given for not participating in a
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trial was the patient's remoteness from the study center.104 Recent

research showed that even in the United States, clinical trials are not

equally accessible.105 According to a study by Galsky et al., 38.4%,

45.6%, 50.2%, and 52.2%, respectively, of patients with NSCLC,

breast, prostate, and colorectal cancers need to travel more than an

hour to reach a trial location.106

Phase 3 prostate cancer studies in the United States had a signifi-

cant underrepresentation of Black males between 1987 and 2016; of

the 72 clinical trials examined, 83.4% of the males who enrolled were

White, compared to 6.7% who were Black.107 In lower and middle-

income nations throughout the world, the difference in access to trials

for cancers is more pronounced. Only 1951 trials were available in

lower and middle-income nations, compared to approximately 4700

trials in high-income nations for lung, breast, and cervical malignan-

cies.108 For instance, there are not many cancer clinical studies avail-

able in India, despite the significant patient burden. Only

350 interventional studies were filed between 2007 and 2017 accord-

ing to a recent CTRI-listed audit of trials.109 According to Carneiro

et al., there are between 0.14 and 10.7 interventional trials per

100000 people in Europe.110 African Americans make up about 5% of

cancer clinical study enrollment. The execution of and accessibility to

preventative clinical trials are likely to be impacted by the socioeco-

nomic disparity and multiculturalism of the country.111 Major issues

responsible for this disparity included inadequate patient rights protec-

tion and compensation for the harm resulting from clinical trials, poor

compliance with informed consent protocol, inadequate scientific and

ethical review processes, subpar regulatory procedures for new drugs,

and, most importantly, lack of post-trial cohort population's access to

prohibitively expensive cancer treatments that had been demonstrated

to be effective in low- and middle-income country settings. According

to Agarwal et al.112 and Joseph et al.,113 there are a number of obsta-

cles in conducting these researches, including the workforce's mobility,

socioeconomic difficulties (such as gender inequality, casteism, and

sickness stigma), and an absence of availability of primary healthcare

facilities in low- and middle-income countries.

For NSCLC-focused treatment studies, genomic analysis is fre-

quently a requirement for inclusion; as a result, disparities in compre-

hensive molecular profiling/NGS analysis may be significant in

discrepancies in trial enrollment among racial groups. Recent research

has focused on whether racial inequities exist in the use of biomarker

screening and if inclusion in clinical trials is correlated with thorough

genetic testing. Importantly, individuals were considerably more likely

to take part in a clinical study if their tumors had undergone NGS

analysis,59 since such marker profiling gave greater promise of favor-

able outcomes, as evidenced due to targeted therapies.

7 | DISPARITIES IN PALLIATIVE CARE

Palliative care simply means “active overall care for patients whose

conditions don't improve with treatment.”114 The effectiveness of

pain treatment and the use of hospice care are major tenets of dis-

crepancies based on socioeconomic factors and the availability of

medical facilities. Nearly 58% of the world has palliative care

facilities,115 but they are not similar in all regions. USA, Australia,

Europe, and Canada have modern facilities whereas South American

and African regions are devoid of similar services.115 While there are

some similarities in palliative cancer care worldwide, significant differ-

ences exist in the prevalence, knowledge, and accessibility of palliative

care facilities. There is often a lack of integrated cancer-specific treat-

ments into care and cultural considerations that necessitate a custom-

ized approach to treatment.116 A study found that obtaining any

palliative care was considerably less likely at hospitals that served

impoverished communities.117 Non-Hispanic Blacks continue to be

under-represented among hospice patients despite improvements in

the accessibility of hospice care.118 Despite a 14% increase in a hos-

pice facility, an analysis of 204175 hospitalizations with late-stage

cancer found that non-Hispanic Blacks were significantly less probable

than their White counterparts to avail hospice care in terminally ill

patients.119 When palliative and hospice care among 133 non-

Hispanic Black and White patients at a cancer treatment center were

compared, non-Hispanic Blacks were found to have considerably

lower levels of state-of-the-art facilities than Whites. A comprehen-

sive study evaluating the effectiveness of cancer pain therapy studies

conducted in North America, Europe, and Africa was published by

Odonkor and colleagues.120 Only 3 of the 18 studies were conducted

in Africa (Egypt), and the investigators highlighted the uneven distri-

bution of trials worldwide.120 Only 41.4% of the respondents in a sur-

vey of 15 Middle Eastern nations said their organization had a palliative

care facility.121 The first step toward reducing inequities in the usage of

appropriate treatment for cancer patients is increased knowledge and

uniform accessibility of hospice & palliative care.122 Reluctance to uti-

lize hospice care more frequently is mostly due to: (1) Prohibitive costs;

(2) Cultural or personal values at variance with modern hospice con-

cept; (3) Ignorance of hospice care; (4) Absence of trust in the medical

care; and (5) Reluctance of engaging financial burden of palliative care,

especially in terminal conditions.123 Both, gaps in critical disease treat-

ment and inequities related to palliative care must be understood to

eliminate the disparity. Analysis of 187 individuals who underwent hos-

pitalized palliative care at a hospital revealed that location of birth and

racial group were strongly linked with disposition.124

Studies have also revealed that minority groups, such as African

Americans, Asian Americans, and Hispanics/Latinos seek hospice care

less frequently.125 Cultural variations in the impact of the disease or

its mitigation and palliative care among different sections of patients

and their families are also often variable in the western world as com-

pared to close-knit societal frameworks as seen in South Asia, South-

east Asia, and the far East. Buddhism's predominant faith in “natural
fate” urges sufferers to face pain as they await death. Since Buddhism

predominates in China and Southeast Asia, there are reluctances to

palliative hospice care.126 In many countries, talking about cancer or

palliative care is fraught with cultural taboos and fears of the dis-

ease.127 Some ethnic groups continue to believe that cancer is infec-

tious, especially in some regions of Africa128 which has made it

difficult to manage palliative treatment and has led to the isolation of

patients due to social stigma.129 This societal outlook toward palliative
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care also must be acknowledged and weighed against scientific ratio-

nale with compassionate patient management and the spread of aware-

ness. State-of-the-art palliative treatment techniques need to be more

uniformly distributed to ease pain and suffering, notwithstanding racial

discrimination globally.130 To evaluate and eradicate racial/ethnic ineq-

uities in hospice and palliative care, investigational strategies are

required and the financial burden needs to be effectively managed.

8 | CONCLUSION

Growing industrialization is often associated with drastic changes in

diet, lifestyle, and socio-economic conditions of people resulting in

skewed incidences of certain types of cancers in a disparate manner

around the world. Cancer care and novel treatment strategies have

indeed resulted in a significant reduction in mortality rates of certain

cancers and have also made preventive interventions possible. Despite

significant advancements in our knowledge of certain biomarkers and

their regular screening having an immense impact on cancer outcomes

and mortality rates, inequalities exist in global populations sheerly due

to late diagnosis. The prohibitive cost of treatment and unequal distri-

bution of state-of-the-art hospice facilities and trained medical staff are

significant causes of disparities in cancer treatment and global mortality

rates. More studies are recommended to further streamline meticulous

data collection of the medical system, genetic, and sociocultural envi-

ronment in order to better identify and comprehend the pertinent

levels of arbitration needed to reduce and finally eradicate cancer-

related health discrepancies. However, just an increased understanding

of its reasons, may not suffice alone to eradicate cancer health inequal-

ities. To better understand the etiology of cancer and develop effective

therapies oriented toward specific ethnicities, effort needs to be under-

taken for acquiring genome analysis data sets and combinatorial thera-

peutics available in a broader scope of ethnic populations. Biomarker

evaluation and prophylactic measures for high-risk groups compounded

with regular screening are crucial for the ability to detect cancer at an

early stage. As has been clearly shown by our study, despite the avail-

ability of state-of-the-art therapeutic options, late detection of cancer

can in most cases adversely impact the cancer outcome. Thus early

detection of most cancers can significantly lower mortality rates, irre-

spective of ethnicity necessitating more aggressive regular screening

initiatives all over the world. In the case of certain cancers like prostate

cancer, it may even result in 100% regression across all ethnic popula-

tions, provided the early diagnosis is effectuated. Prophylactic vaccina-

tion in certain cancers is not widely accepted due to social taboos

which can be mitigated only by better education and awareness. It is

crucial to broaden ongoing cultural and linguistic programs directed

toward cancer awareness and broaden our outreach for better cancer

management. The institutional elements and regulations that enable

behavioral changes, such as tobacco control, should also be supported.

Most crucially, government-driven schemes for improvements that sup-

port health equity, ubiquitous insurance policies, and availability of

standard treatment for all must be ensured if the aforementioned dis-

parities are to be erased.
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Abstract—As technology is advancing day by day, new trends 

are booming up, like automation, where traditional libraries 

are being automated to digital libraries. Therefore, instead of 
manually screening the resumes of all candidates, algorithms 

and models are being employed to screen resumes in job and 

career portals. This complete process of mapping resumes to 

their corresponding job profiles could be efficiently 

accomplished by making use of various machine learning and 
Natural Language Processing (NLP) tools. This article utilizes 

a recently introduced text vectorization technique called Elite 

bag-of-words for the vectorization of resumes. To implement 

this method, words in each class are ranked based on their 

occurring frequency, and then applied maximum entropy 
partitioning (MEP) to derive the top-ranked significant 

keywords in each class. These keywords, defined as the Elite 

keywords, were extracted from each class, and concatenated 

without redundancy, for predicting the resume type.  This 

research study presents an experimental comparison of the 
proposed method with existing bag-of-words approaches. This 

paper implements four vectorization techniques and it is 

proved that the Elite bag-of-words approach outperforms the 

other methods for resume classification.   

 
Keywords – Bag-of-words, Elite keywords, Term 

frequency, Resume classification.  

 

I. INTRODUCTION 

In an increasingly competit ive world, the strife to get 

selected and secure a job is day by day becoming even more 

difficult and complicated. With the onset of the surge in the 

number of job profiles versus the number of candidates in 

the current market scenarios, the sole motive or intention of 

every other organisation or corporate house is to find the 

best and most appropriate candidate with the required  skill 

set as per the job profile description. The companies or 

organizations receive a humongous number of res umes on 

career portals. Categorizing them on the basis of their job 

title/posting as per their skills set is quite a tedious task if 

performed manually; hence automated resume screening is 

the need of the hour [1]. Since the problem of classification 

of resumes is a subset of the document classification 

problem, just like text  or sentiment analysis , the 

tokenizat ion methods of document analysis followed by 

machine learning can be used for resume classificat ion as 

well [2]. 

The efficiency of document categorizat ion depends on how 

well the machine learning algorithms are able to learn from 

the given data. Since these algorithms can be applied only 

on numerical representations, therefore, as a prerequisite, 

first the resume data having text, paragraphs, sentences 

should be transformed into feature vectors that can be 

further applied as input to various machine learning and 

deep learning models [3]. 

Now this problem can  be solved by making use of popular 

text vectorization techniques  [4] that transform text into 

numerical data representation called  the bag-of-words 

(BoW) feature representation where the feature columns are 

the keywords that comprise the input vocabulary. Examples 

of BoW are  the Term Frequency (TF) and Term Frequency - 

Inverse Document Frequency (TF-IDF) that have been 

amply used in literature for representing text in various 

domains and applications  [5, 6, 7]. Another alternative to 

BoW is the use of word embeddings like Word2Vec [8]. 

Bag-of-words models like TF, TF-IDF in conjunction with 

machine learn ing classifiers have been used before for 

resume classification [9, 10]. Word embeddings have also 

been used along with convolutional neural networks  [11, 12] 

and recurrent neural networks [13] for resume classification. 

This paper aims  to determine whether the Elite keywords 

which is a recently introduced bag-of words model fo r 

document representation [14] can serve out to be helpful in 

the categorization of curriculum vitae as per varied job 

roles. Elite keywords are defined by the authors in [14] to be 

the most significant keywords in each class, distinctive in 

terms of their frequencies of occurrences. The iterative 

Maximum Entropy Part itioning (MEP) algorithm is used to 

determine the threshold of the number of significant 

keywords in a class. The Elite keywords are then 

concatenated across classes after eliminating redundancy. 

The organizat ion of the rest of th is paper is as follows. 

Section II discusses some preliminaries on text pre -

processing and vectorization, section III presents the 

methodology followed, section IV discusses the results , and 

section V concludes the paper. 

 

II. PRELIMINARIES ON T EXT PRE-PROCESSING AND TEXT 

VECTORIZATION 

Before applying the suitable machine learning models on 

the proposed dataset comprising of multiple resumes, a series 
of text pre-processing steps needs to be carried out [15]. The 

first step is to pre-process the resume data in order to remove 
insignificant words or noises so that the machine learning 

techniques could work more efficiently. Below are the steps 
used to perform text pre-processing. 

1) Elimination of irrelevant punctuation marks  - The 
presence of these delimiters can contribute a lot towards 

adding noise to our dataset which further might affect the 

accuracy. 

2) Delet ion of stop-words - Since stop-words do not carry 

much significance or add meaning to the classification task at 
hand, so they can be ignored and direct all the focus on the 
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words that are actually important in our predictions , and 

vectorize them and proceed further. The stop-words are 
language specific, that means there exists different sets of 

stop-words for – English, German, Spanish etc. In case of 
English, some of the stop-words include- “the”, “a”, “upon”, 

“above”, “is”, “of”, “below”.  

3) The resume cleaning also included removal of URL’s, 

hashtags, mentions, extra whitespaces, numbers and non-

English characters.  This is followed by conversion of all 
uppercase letters into lowercase so that there is no ambiguity 

in case of two  or more occurrences of the same word in both 
uppercase and lowercase. 

4) Stemming and Lemmatization- Stemming refers to the 
phenomenon of reducing a given word to its stem or root 

word. The root of the word in this case generally is not a 
meaningful word. It is implemented by the class Porter 

Stemmer in the module: n ltk.stem.porter present in the 

NLTK library [15]. Whereas, lemmat izat ion refers to the 
phenomenon which is quite similar to the process of 

stemming. There exists only a slight difference; that in case 
of lemmat ization, it  reduces the given word to its 

corresponding root word which comes out to be a 
meaningful word. For the implementation purpose, an object 

is created of the class WordNet Lemmat izer inside the 

nltk.stem module  present in the NLTK library. It  comes with 
an added advantage over the previous method of stemming, 

that the final word representation after reductions is 
understandable and meaningful. For the resume text, first 

lemmatization has been performed and then stemming 
process has been carried out on the lemmatized words. 

5) Feature extraction by text vectorization – This is the 

constitutional model which forms the basis of Natural 
Language Processing, that underlines the importance of 

transforming the tokens or words in a document into a 
numeric representation called the feature vector. In this 

work, we exp lore the bag-of-words model for text 
representation in which the words form feature columns and 

the rows represent resume samples. Bag-of-words (BoW) 
model has been successfully used before for the 

representation of large document classes like 20-Newsgroups 

[16], named entity recognition [17], sentiment analysis [18], 
and topic modelling from social media posts [19]. We 

therefore found the bag-of-words model an apt choice for the 
vectorization and representation of resume documents in our 

current study. Some popular bag-of-words models that we 
used in our experiments are described next. 

a)  One-hot encoding 

The one-hot encoding is the most simplistic and 

conventionally used BoW model. The crux of this model 
lies in  the fact that after we are done with all the pre-

processing, we create a dictionary of all the keywords 

present in the corpus and based on their occurrences 
within a text document they are mapped with binary 

output i.e.- either 0 or 1, where 1 denotes that particular 
keyword is present in the document, and on the other 

hand 0 denotes the absence of the keyword. Most of the 
times while applying one-hot encoding, we are left  with a 

sparse matrix having elements- 0 and 1. 

b)  Term frequency (TF) 

TF stands for Term Frequency which is the count or 
frequency of keywords in a document. The underlying 

principle on which the TF works, is based on the fact that 

it takes into consideration the number of times a 
particular keyword k  is present in the text document- in 

our case the document is the resume r.  

TF can be represented mathematically as  

                               ,   TF k r count k r                      (1) 

where, k  stands for keyword and r represents the 

document.  

c)  Term frequency – inverse document frequency (TF-IDF) 

The acronym TF-IDF stands for Term Frequency - 
Inverse Document Frequency, wherein we create a word 

frequency map or dictionary where each word is mapped 

to its corresponding frequency, and multiply this 
frequency by a weight that represents how rare this 

keyword is across all documents . TF-IDF is a modified 
version of the original Term Frequency (TF) wherein, in 

addition to the basic functionalities of the TF an added 
benefit is there - it aims to focus more on those frequently 

occurring keywords that do not occur commonly in all 

documents. 

The ability of the TF-IDF to distinguish and emphasize 

on unique keywords is an added advantage over TF. The 
usual process for calculating it is divided into two parts. 

We individually create the Term Frequency (TF) matrix 
and the Inverse Document Frequency (IDF) matrix. And 

we then multip ly the two matrices. Mathematically, TF-

IDF can be represented as 

                      , ,  TF IDF k r TF k r IDF k                     

(2) 

Here IDF(k) is the logarithm of the inverse fraction of 

documents that contain the keyword k . TF-IDF is one of 
the most popular and reliable BoW models used in NLP, 

noted for its advantages over TF and one-hot encoding. 

III. RESUME CLASSIFICATION USING ELITE BAG-OF-WORDS  

One disadvantage of TF and other BoW approaches is 
that there is no scheme of separating out redundant keywords 

that may affect the performance of the resume classification. 

Removing redundant and non-informative keywords or 
feature columns is the need of the hour. Usually feature 

selection schemes are additionally used for selecting 
important keywords [20]. However, feature selection by 

itself is an unstable method and the set of selected features 
depends heavily on the training samples [21].  

In this paper we exp lore the use of Elite keywords [14], a  

recently proposed bag-of-words approach, for extracting 
significant keywords separately from each resume class. 

After shortlisting the significant keywords, they are 
concatenated across classes after removing the redundant 

keywords. This ensures that class -specific keywords are 
included in the feature columns. Since resume text is 

expected to contain keywords specific to a class that may not 
be as important for the other classes, therefore, the procedure 

of Elite keyword extraction from each class , and 

concatenation, will ensure that only significant keywords are 
selected. The method also returns stable results since the 

maximum entropy partitioning (MEP) method is used to 
separate the significant keywords from the non-significant 

keywords in each resume class.  
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The methodology followed in this paper is divided-

majorly into five steps as shown in the process flow in Fig. 1: 
a) Data preparation- which involves collecting data from 

online resources b) Applying data pre-processing techniques 
c) Converting the text inside the documents into feature 

vectors d) Training the machine learning models e) Feeding 
resumes for testing purposes and predicting the resume 

category using the trained model. 

 

                  

       Fig. 1. Process flow 

In order to adopt an optimal approach for the purpose of 
categorization of resumes, we first need to find a minimized 

subset of most relevant keywords for every category in the 
dataset.  

The Elite keywords extraction was introduced in a recent 

work [14] as an automated technique for finding subsets of 
significant keywords from each class using maximum 

entropy partitioning (MEP). These significant keywords 
provide ample knowledge about each class and are based on 

relative term frequencies within each class. The detailed 
procedure for finding the Elite keywords for resume 

classification is described next. 

1) Creating vectorizers  
The first step is similar to that of BoW, in which we need 

to create a TF matrix for all the words occurring in the 

resumes of a specific class. This step would give us C 
matrices, each corresponding to the term frequencies of 

keywords in each category, where C is the number of resume 
classes. 

2) Calculating cumulative Frequencies  
From the TF matrices obtain the cumulative count of 

each word for an entire category; this can be achieved by 

simply adding all the frequencies corresponding to that word 

for a specific class. 

3)  Calculating Relative Frequency  
For each class, first sum up all the cumulative 

frequencies and then divide each cumulative frequency with 
that sum in order to obtain a relative frequency value for 

each keyword. 

4)  Applying Maximum Entropy Partitioning 

After obtaining the relative term frequencies in each 

class, we need to sort the frequencies in descending order 
and then apply the iterative MEP algorithm to partition the 

sorted relative frequency values into two parts - the upper part 
is defined as the Elite keywords and the lower part is to be 

discarded. MEP algorithm involves the computation of the 
Shannon entropy for the upper and lower parts, and summing 

up the two entropies. The sum of the probabilities in each of 

the upper and lower parts should sum up to one prior to the 
computation of entropy. The partition which gives the 

maximum sum of entropies is the optimal partit ion, since at 
this point, the probability distributions in the two sections 

approximate uniform distributions. 

Mathematically, Shannon entropy is calculated by the 

equation shown below: 

                        log
s

E s s                                          (3) 

where, E  denotes the entropy and s stands for the 

probability values. MEP will be returning the optimal index 
at which we need to partition the sorted relative probabilit ies 

in order to get the subset of the most significant keywords. 
Therefore, to achieve the MEP index we need to run a loop 

from 2 to the length of the relative probabilities array, that 
would partition the array into two groups , and then we 

calculate the sum of the entropies of both the groups using 

the formula in (3). For the optimal partition we need to 
compare entropies at all the indices and hence return the 

index i at which the sum of the two entropies  is maximum.  

5) Concatenation of obtained Elite keywords 
The Elite keywords obtained by maximum entropy 

partitioning of each class are concatenated across classes 
after removing the redundant keywords. This  final array that 

we obtained after concatenation is the set of Elite keywords 

that will be used as tokens to calculate the TF matrix for the 
training set of the resume dataset.  

6) Creating a TF matrix 

The TF matrix is obtained by calculating the frequency of 

the concatenated Elite keywords in each resume document. 
Then we feed the matrix as input to the classifier and use the 

trained model for prediction. 

IV. RESULTS AND DISCUSSIONS 

All experiments are performed on the Kaggle resume 
dataset available online

1
 that has 24 categories such as 

Accountant, Teacher etc. as shown in Table I.  There are 

1738 training samples and 744 testing samples in this 
dataset. The dataset consists of mult iple attributes like ID, 

Resume_html, Resume_str. Resume_html which contains 
html tags corresponding to each resume, and ID which 

associates a unique numeric value to each resume, were 
dropped off during the pre-processing state because both of 

these hardly carried any significance to our experiments. 

We compare the performance of the Elite bag-of-words 
for resume classification with different bag-of-words 

approaches found in literature, using one of the most 
effective classifiers used for text classification – random 

forest (with Grid search for hyperparameter optimization). 
Python 3.7 version software is used. All the BoW codes just 

took a few seconds to execute on a 2.6 GHz Intel PC. We 

                                                                 
1
 https://www.kaggle.com/datasets/snehaanbhawal/resume-dataset  
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have made our Python code for extracting Elite keywords 

available online
2
 for facilitating future research. We have 

shown the number of Elite keywords extracted from the 24 

resume classes in Table I, along with the total number of 
keywords extracted from each class . It is observed that the 

application of MEP drastically reduces the number of 
features as verified from the Elite keywords’ column in 

Table I.  

TABLE I.  RESUME CATEGORIES AND NUMBER OF KEYWORDS 

Resume Categories Elite keywords Total 

Keywords 

Accountant 2272 5084 

Advocate 2573 5530 

Agriculture 1994 4662 

Arts 2198 5227 

Apparel 2141 5384 

Automobile 1750 3227 

Aviation 2735 6222 

Banking 2481 5396 

BPO 1359 2481 

Business-Development 2312 5424 

Chef 2566 5674 

Construction 2395 5514 

Consultant 2687 6202 

Designer 2305 5770 

Digital-Media 1986 5150 

Engineering 2692 6310 

Finance 2189 5051 

Fitness 2344 5575 

Healthcare 2676 5948 

HR 2027 4538 

Information-Technology 2844 6275 

Public-Relation 2505 6239 

Sales 2226 5090 

Teacher 2011 4636 

 

For the v isual representation of keywords, we have used the 

Word cloud in Python which primarily helps us in 

visualizing the text where the size of a specific word denotes 

the frequency or significance of the word in the resume. Fig. 

2 shows the word cloud obtained using the vanilla BoW 

model for the “Accountant” class. The Elite keywords 

derived for the class “Accountant” are shown in the word 

cloud in Fig. 3. It is observed from the comparison of Fig. 2 

and Fig. 3 that that class-specific significant words like 

financial and company are given more p rominence in the list 

of Elite keywords for the class “Accountant”. On the other 

hand, common words like work , instruction, provide etc. 

found in Fig. 2 have been removed in the Elite keyword 

subset as observed from Fig. 3.  

 

 

                                                                 
2
 https://github.com/Muskankalonia/Resume-Classification-Using-Elite-

Bag-of-Words-Approach 

 

Fig. 2. Keywords detected in the class “Accountant” 

 

Fig. 3. Elite keywords detected in the class “Accountant” 

We train all features on the random forest classifier. Further 

detailed performances of the BoW models can be analyzed 

from Table II which shows the results of the random forest 

classifier on the different bag-of-words representations like 

One-hot encoding, TF, TF-IDF and Elite keywords . 

Therefore, upon comparison the best performing model is 

observed to be the Elite keywords which gave the highest 

test accuracy of 62.60%.  

TABLE II.  PERFORMANCE COMPARISON OF DIFFERENT BAG-OF-
WORDS APPROACHES FOR RESUME CLASSIFICATION 

Method Test accuracy 

One-hot encoding 54.55% 

TF-IDF 55.36% 

TF 58.98% 

Elite keywords 62.60% 

 

The second-best performing model was TF with an accuracy 

of 58.98%, followed by TF-IDF with an accuracy score of 

55.36%. One-hot encoding performed worst giving an 

accuracy score of 54.55%. 

V. CONCLUSION 

There is an increasing demand for automated resume 

screening from job and career portals. Natural language 

processing is regarded as the most popular means for 

understanding the content of resume, in o rder to  classify the 

resume to different job profiles. We explore the most 

popular NLP tool in our work called  the bag-of-words 

representation in which the text  is transformed  into a feature 

vector where the keywords constitute the feature columns. 

Removing redundant and non-informative keywords or 

feature columns is the need of the hour. Usually  feature 

selection schemes are used for selecting important 
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keywords. However, feature selection is an unstable method 

and varies depending on the training samples. In this paper, 

we exp lore Elite keywords , a recently proposed bag-of-

words approach, for shortlisting the significant keywords 

separately for each class. After shortlisting the keywords, 

they are concatenated across classes after removing the 

redundant keywords. This ensures that class -specific 

keywords are included in  the feature co lumns. Since resume 

document contains keywords specific to a class that may  not 

be as important for the other classes, therefore, the 

procedure of Elite keyword ext raction from each class 

individually fo llowed by concatenation will ensure that 

class-specific significant keywords are selected. The method 

is also stable since the maximum entropy partitioning 

method is used to automatically separate the significant 

keywords from the non-significant keywords in each class. 

We train the features on the random forest classifier using 

Grid search for hyperparameter optimizat ion. After carefully 

observing the outcomes of each model, we noted that the 

Elite keyword subset was by far the most reliab le and 

accurate bag-of-words model fo r classifying different 

categories of resumes in the benchmark dataset. Graphical 

methods for representing the significant keywords in 

resumes will be exp lored in our future work. Semantic 

representations such as the fuzzy bag-of-words approach 

will also be explored in future. Resume matching and 

retrieval based on input job profiles is also less explored 

research that will be the subject of our future study. 
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Abstract
Pixel-value ordering (PVO) and prediction-error expansion (PEE) are the two most
popular strategies of reversible data hiding (RDH) as PVO provides high-fidelity stego-
images with decent embedding capacity (EC) and PEE provides high EC with limited
distortion. Further, pairwise embedding scheme introduced by Ou et al. again boosts the
EC and reduces distortion of both the strategies. However, there has been a dearth of
RDH schemes which can optimally utilize both the pairwise PVO and pairwise PEE
strategies to provide a least trade-off between EC and visual quality. In this paper, we
propound an adaptive RDH (ARDH) scheme which optimally selects the embedding
strategy based on image block category. The proposed scheme reads the image in the
block-wise manner using a sliding window of 4 × 4 size to get the image block of same
size, then divides the block into inner and outer sub-block. The outer sub-block is
considered as a reference block for the inner sub-block to determine statistical properties
of the inner sub-block using standard deviation. An enhanced pairwise PEE is adopted for
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embedding when the standard deviation of outer sub-block’s pixels is smaller than a first
user-defined threshold. In case the standard deviation is greater than the first threshold but
lower than a second user-defined threshold, then pairwise PVO is adopted. Otherwise, the
sub-block is skipped without embedding the secret data. As a result, the ARDH scheme
utilizes both the PEE and PVO strategies in optimum manner, which in turn provides
higher EC and image quality than the most of the existing RDH schemes as validated by
experimental results.

Keywords Adaptive RDH . Reversible data hiding . Pairwise PVO . Prediction error expansion .

Pixel distribution . Standard deviation

1 Introduction

Internet of Things (IoT) is one of the trending technologies in current technological era. It
connects millions of physical devices through the Internet network with high speed and
reliable data transfer to implement automatization. Various types of sensors attached [6, 33]
to the IoT devices facilitate in the automatization as they collect and share environmental
information in digital form such as text, image, audio, video and so on. IoT network deployed
in the medical and a defence field is sensitive to the data integrity and protection, and hence
digital content is pre-processed before sharing onto the network for the security reasons. Pre-
processing is performed using one of the two well-known techniques i.e., encoding and
information hiding [20]. Encoding technique converts digital content into mysterious form
using the popular public/private key based encoding methods. Mysterious content would be
unrecognizable for the intruders and also cannot be decoded without having the corresponding
public/private key. However, it may raise a doubt of suspicious activity to outsiders as the
contents (though encoded) are visible to everyone in some circumstances, whereas
information/data hiding technique reduces such risk by embedding confidential messages
covertly in some trivial media known as cover/host media such as text, image, audio, video
etc. At some times, reversible data hiding (RDH) technique is adopted when both the cover
media and embedding contents are needed in their original form at receiving end. The RDH
technique guarantees the reversibility of both the cover media and embedding content at the
receiving end.

In early phase, RDH techniques have been proposed based on the lossless compression [5,
16, 17, 27] (which usually creates room inside the cover media by compressing its trivial
elements for embedding the secret message), but these techniques provide very limited EC.
Thereafter, RDH techniques are advanced into three major directions, which are difference
expansion (DE) [1, 38], histogram modification via shifting and expansion (HS) [11, 25, 28,
41], and prediction-error expansion (PEE) [10, 24, 37, 42]. The difference expansion based
RDH scheme exploits inter-pixel differences to embed the data. In histogram modification-
based approach, histogram of the cover image is expanded into positive and negative direc-
tions to the embed data into high frequency bins of the histogram. Histogram modification
based RDH schemes usually provide decent image quality with the limited EC. In 2007, Thodi
et al. [37] presented a novel high EC with least distortion RDH technique using prediction
error expansion (PEE). The PEE strategy makes use of a predictor to predict a reference pixel
based on surrounding pixels and then modifies the reference pixel to embed the bits of secret
message based on the identified error between the reference pixel and the predicted value. To
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modify the pixel value, a prediction error histogram (PEH) is plotted and its peak bins are
utilized to embed secret bits by expanding them and shifting the others to ensure the
reversibility. The PEE seeks data embedding in all pixels and makes only small change in
magnitude (+1/−1) per pixel. Thus, it improves both EC and marked-image quality. Thereafter,
a number of researches have been carried out over the PEE [2–4, 10, 24, 29, 30, 34, 37, 39, 42]
to further improve its performance. When the PEE was matured enough in one-dimensional
(1D) scenario, Ou et al. [29] unfolded the two-dimensional (2D) scenario of PEE which is
known as pairwise PEE. The pairwise PEE made a slight but impactful change in the 2D
mapping of PEH. The 2D PEH mapping is generated with the assumption that a pair of
prediction errors have the same correlation as that of adjacent pixels. Different from the
conventional PEE, the pairwise PEE expands prediction error pairs such as (0, 0) to three
possible pairs (0, 0), (0, 1) and (1, 0) only to embed log23 bits, while discarding expansion
from (0, 0) to (1, 1) to minimize distortion but at the cost of EC. However, it additionally
exploits prediction error pair (1,1) to embed one-bit data by expanding (1,1) to either (1,1) or
(2,2). Thus, the pairwise PEE boosts overall EC and also enhances marked-image quality. The
pairwise embedding in PEE scheme is further researched in [2–4, 30] and its review is
presented in section 2B of this paper.

In addition to the pairwise PEE, a noteworthy development of PEE was introduced by Li
et al. [26]. Li et al. proposed pixel value ordering (PVO) technique which provides high-
fidelity stego-images with decent EC. The PVO technique divides the image into uniform
sized blocks and then sorts the pixels of each block. Next, the PVO generates prediction errors
by taking pixel’s intensity difference between the first and second pixels located at extreme
ends of the block. Thus, the prediction errors histogram (PEH) generated from the difference
of sorted pixels is usually sharper than the one produced by convention PEE which allows
embedding in one of the peak bins while shifting the other bins to ensure reversibility. Thus, it
provides high-fidelity stego-image, however, it has limited EC as only one of the peak bins is
utilized for embedding the secret data. To overcome this limitation, Peng et al. introduced a
value-added extension to PVO which is popularly known as Improved PVO (I-PVO) [31]. I-
PVO computes the prediction errors in a different way which considers relative locations of
pixels inside the original block, so that two peak bins i.e., ‘0’ and ‘1’ can be expanded to
increase the EC and at the same time, number of shifted pixels can be reduced to increase the
quality of stego-image. After this, a lot of research in the domain of PVO based RDH schemes
have been conducted [7–9, 11, 15, 18, 19, 21–23, 32, 40, 41, 43–45] to further enhance the
performance. Among them, the work of Kumar et al. [18] has been very fascinating as Kumar
et al.’s scheme significantly increased the EC with marginally declining in the marked image
quality. Kumar et al.’s scheme makes use of both pairwise PEE and pairwise PVO strategies to
embed the secret data in a block, however, the scheme has not been truly effective in
generating smooth blocks by exploiting spatial location efficiently. Additionally, the scheme
sometimes (though in the worst case) makes modification of ±2 in a pixel which drastically
impacts the stego-image quality. The work of [18] is further researched by Kaur et al. [15] to
further enhance its embedding performance in 2021. The detailed discussion regarding the
working of I-PVO [31] and Kumar et al. [18] is provided in section 2C and 2D, respectively.
To overcome these limitations of existing schemes, the proposed work introduces an adaptive
RDH scheme using pairwise PVO and PEE. The proposed scheme promotes a different block
generation and categorisation method. It makes the use of a sliding window during image
scanning for block generation and statistical properties of the block for their categorization.
Additionally, the proposed RDH scheme suggests adaptive selection of embedding strategies
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i.e., pairwise PVO and PEE based on block type/category. The main motivation and contri-
butions of the proposed RDH scheme can be summarized as follows:

& From the literature review, it has been noted that there is a dearth of RDH schemes which
can optimally utilize both the pairwise PVO and pairwise PEE strategies built on their
merits. The proposed RDH scheme addresses this gap by introducing a new adaptive RDH
scheme.

& The existing RDH methods have not been truly effective in generating smooth blocks by
efficiently exploiting spatial correlation. To address this concern, the proposed RDH
scheme movably partitions the host image into blocks by scanning the image using the
sliding window in a raster scan fashion. This partition allows exploiting of spatial
correlation and also allows the extraction of independent rhombus context for embeddable
pixels to optimally embed the secret data.

& Before embedding the secret data, the block of the image further partitioned into outer sub-
block and inner sub-block, where the pixels of outer sub-block are the peripheral pixels of
inner sub-block which are utilized to determine the category of inner-sub-block which can
be smooth, moderately complex or highly complex.

& The proposed scheme then makes adaptive selection of embedding strategies i.e., pairwise
PEE and pairwise PVO, based on the category of inner sub-block i.e., smooth, moderately
complex and highly complex.

& Consequently, the proposed scheme has higher PSNR than all the existing related RDH
schemes. More specifically, the average PSNR of the adaptive RDH scheme is 60.39 dB
and 56.99 dB on 10 K and 20 K bits in EC.

2 Related works

In this section, some of the existing and related RDH schemes such as PEE based Sachnev
et al.’s scheme [34] & Ou et al.’s pairwise scheme [29] along with PVO based Peng et al.’s
scheme [31] and Kumar et al.’s scheme [18] are briefly reviewed. Both the PEE and PVO
schemes are reviewed as PVO provides high-fidelity images with decent EC and PEE provides
high EC with limited distortion. The understanding of both the strategies is important to
comprehend the proposed adaptive RDH scheme which makes use of both PVO and PEE
strategies. So, Sachnev et al.’s PEE scheme [34] is briefly reviewed followed by Ou et al.’s
pairwise scheme [29] in the next sub-section.

2.1 Sachnev et al.’s PEE scheme [34]

In 2009, Sachnev et al. [34] discussed a PEE based RDH scheme using sorting and rhombus
predictor. The scheme introduces rhombus predictor which takes all of the closest
neighbouring pixels into account to predict the value of reference pixel. For embedding the
secret data, the host image is transformed into a chessboard pattern as shown in Fig. 1a and the
secret data is embedded in two passes. In the first pass, the “dot” sign pixels (shown in green
background of Fig. 1a) are processed followed by the second pass in which “cross” signed
pixels (shown in red background of Fig. 1a) are processed. Next, the pixels are sorted based on
their local variance before embedding the secret data so that the least complex pixel is used
firstly for embedding the secret data. For this, first of all value of reference pixel say (pi, j) is
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predicted using rhombus context which includes pixels pi, j − 1, pi − 1, j, pi, j + 1, and pi + 1, j as
shown in Fig. 1b. To predict the pixel value, Eq. (1) is given as follows:

bpi; j ¼ 1

4
pi; j−1 þ pi−1; j þ pi; jþ1 þ piþ1; j

� �� �
ð1Þ

where bpi; j represents the predicted value of the pixel pi, j. Next, prediction error (Ei, j) is

calculated using Eq. (2) given as follows:

Ei; j ¼ pi; j−bpi; j ð2Þ

Thus, the prediction-error sequence is derived by processing each “dot” pixel. The
sequence is then used to generate the prediction error histogram (PEH) by counting the
frequencies of prediction-errors. Generally, the PEH follows a Laplacian-like distribution
which peaks at 0 or close to 0. The more the PEH distributes sharply, the less distortion is
for embedding the same amount of secret data bits. To embed the secret data, the prediction
error is modified by either expanding or shifting the bins as per Eq. (3) which is given below.

E0
i; j ¼

2Ei; j þ b; if Ei; j∈ −Thr; Thrð Þ;
Ei; j þ Thr; if Ei; j∈ Thr;∞½ Þ;
Ei; j−Thr; if Ei; j∈ −∞;−Thr½ Þ:

8<
: ð3Þ

where Thr is a user-defined threshold to adjust the EC and b ∈ {0, 1} is a secret data bit. The
complete representation of prediction error modification is shown in Fig. 2a, where the
embeddable errors, ‘0’ and ‘-1’ are expanded by the secret data bit value (b ∈ {0, 1}) and
the remaining errors (beyond 0 and − 1) are shifted to ensure reversibility. Finally, the pixel
(pi, j) is modified to embed the secret data using following Eq. (4).

pi; j ¼ bpi; j þ E0
i; j ð4Þ

This modification is applied on every dot signed pixel to complete the first pass embedding.
In the next pass, the same rocess is repeated on the plus signed pixels using the updated image.

 (a) Chessboard transformation of the host image  (b) Rhombus context of pixel 

Fig. 1 Image scanning and rhombus representation (a) Chessboard transformation of the host image (b)
Rhombus context of pixel pi, j
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Thus, the secret data can be embedded into the host image and marked image can be obtained.
In the next sub-section, the review of pairwise PEE scheme [18] is provided.

2.2 Ou et al.’s pairwise PEE scheme [29]

In 2013, Ou et al. [29] introduced a novel RDH scheme using pairwise PEE. The pairwise PEE
scheme claims and validates that adjacent prediction errors have correlation on the similar lines
as that of nearby pixels. By exploiting the correlation, the pair of pixels are used simulta-
neously to embed the secret data using two-dimensional prediction error histogram modifica-
tion. Similar to [34], pairwise PEE transforms first the host image into a chessboard pattern as
shown in Fig. 1a and does the embedding in two passes. For pairwise embedding, rhombus
mean of each pixel is determined to predict its value firstly. The predicted value (bpi; j) of pixel
say (pi, j) and the predicted value (bpiþ1; jþ1) of pixel say (pi + 1, j + 1) are determined using their

surrounding pixels such as pi, j − 1, pi − 1, j, pi, j + 1, and pi + 1, j and pi + 1, j, pi, j + 1, pi + 1, j + 2,
and pi + 2, j + 1 using Eqs. (1) and (5), respectively.

bpiþ1; jþ1 ¼
1

4
piþ1; j þ pi; jþ1 þ piþ1; jþ2 þ piþ2; jþ1

� �� �
ð5Þ

The calculated rhombus means bpi; j and bpiþ1; jþ1for the pair of pixels i.e., pi, j and pi + 1, j + 1 are

used to determine prediction errors (Ei, j) and (Ei + 1, j + 1), respectively, as follows using Eqs.
(2) and (6):

Eiþ1; jþ1 ¼ piþ1; jþ1−bpiþ1; jþ1 ð6Þ
Then, the pixels pi, j and pi + 1, j + 1 are simultaneously modified to embed the secret data as per
the 2D mapping of prediction errors shown in Fig. 2b. Similar to the conventional one-
dimensional (1D) mapping, the value of pi, j and pi + 1, j + 1 is also updated maximum by ±1
in 2D PEH mapping. However, it is clear from the Fig. 2 that the pairwise embedding expands

(a) Prediction error modification [16]
(b) 2D mapping of prediction errors of pairwise PEE 

technique [18]

Fig. 2 Prediction error modification/mapping for conventional PEE and pairwise PEE (a) Prediction error
modification [34] (b) 2D mapping of prediction errors of pairwise PEE technique [29]
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prediction error pairs such as (0, 0) to only three possible pairs (0, 0), (0, 1) and (1, 0) to
embed log2 3 bits, while discarding expansion from (0, 0) to (1, 1) to limit the changes to 1
only which minimizes distortion while shrinking EC a bit. However, to compensate the
shrinking EC, it additionally exploits prediction error (1,1) to embed one-bit data by
expanding (1,1) to either (1,1) or (2,2) based on the bit of secret data which in turn
increases the EC.

2.3 I-PVO method [31]

In 2014, Peng et al. [31] introduced the improved pixel value ordering (I-PVO) method which
provides high-fidelity marked images with good EC. The I-PVO method is basically an
extension of PVO method [26] that is briefly discussed in introduction section. The I-PVO
method first partitions the original image into several equal sized blocks (of size (y × z) pixels)
where each block contains m=(y × z) pixels i.e., (p1, … pm), and then sorts the pixels of each
block Bi in the ascending order to get (pπ(1),… pπ(m)) where {1, 2, …, y} → {1, 2, …, z} is
the unique one-to-one mapping satisfying π(i) < π(j) if π(i) = π(j) and i < j. Here, the index
‘i’ is dropped to avoid any confusion. The method then calculates two prediction differences
(Dmin and Dmax) using following equations:

Dmin ¼ X s−X t ð7Þ

Dmax ¼ X u−X v ð8Þ
where s = min (π(1), π(2)) & t = max (π(1), π(2)), and u = min (π(m − 1), π(m)) & v
= max (π(m − 1), π(m)). Thus, the values of Dmin and Dmax lie in the range of −255 to 0 if Xs

≤ Xt and Xu ≤ Xv, respectively, otherwise in the range of 1 to 255.
For embedding the secret data, the I-PVO method modifies pixels pπ(1) & pπ(m) by

subtracting and adding the bit value respectively, when difference value is either ‘0’ or ‘1’,
otherwise the pixel values is decreased and increased by 1 respectively, as follows.

p0π 1ð Þ ¼
pπ 1ð Þ−b1; if Dmin ¼ 1;
pπ 1ð Þ−1; if Dmin > 1;
pπ 1ð Þ−b1; if Dmin ¼ 0;
pπ 1ð Þ−1; if Dmin < 0:

8>><
>>: ð9Þ

p0π mð Þ ¼
pπ mð Þ þ b2; if Dmax ¼ 1;
pπ mð Þ þ 1; if Dmax > 1;
pπ mð Þ þ b2; if Dmax ¼ 0;
pπ mð Þ þ 1; if Dmax < 0:

8>><
>>: ð10Þ

where p′π(1) & p′π(m) refer to the modified lowest & highest valued pixels of the block and b1 &
b2 refer to bits of the secret data, which can be either ‘0’ or ‘1’. Thus, pixel pπ(1) is either
decreased or remains unchanged and the pixel pπ(m) is either increased or remains unchanged.
In this way, the order of pixels inside the block remains intact and ensures the lossless recovery
of cover image after extraction of secret data. The method embeds secret data bits using two
most frequent difference values, ‘0’ or ‘1’ which helps in achieving good EC while providing
high-fidelity marked image.
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2.4 Kumar et al.’s scheme [18]

Kumar et al. [18] recently discussed a high-capacity RDH using enhanced pairwise I-PVO
(EPI-PVO). Similar to [29, 34], Kumar et al.’s scheme also transforms the host image into a
chessboard pattern as shown in Fig. 1a and does the embedding in two passes. For this, the
host image is first partitioned into 1 × 3 blocks (containing only dot pixels in the first pass and
plus pixels in the second pass) by traversing in zig-zag order (spanning two rows). Next, the
image blocks are categorized into smooth and complex category based on the correlation of
rhombus mean of each pixel.

If the image block is a smooth one, the secret data is embedded in two layers. In the first
layer, the embedding is done in pairwise manner using I-PVO method based on [43] where the
value of minimum valued pixel is either decreased or remains unchanged and the value of
maximum valued pixels is either increased or remains unchanged based on the bit value of the
secret data. The modification of the prediction errors is done using enhanced 2D mapping
mechanism inspired by Ou et al. [28]. The enhanced 2D mapping mechanism basically
expands the error pair (0, 0) to only three pairs (0, 0), (0, −1) and (−1, 0), and thus only
log2 3 bits are embedded into this pair. Moreover, the pair (−1, −1) is expanded to itself and
(−2, −2) to embed 1-bit data in EPI-PVO, while this pair can be just shifted to (−2, −2) in the
conventional pairwise I-PVO. The other pairs like (1,1), (0,1) and (1,0) are also similarly
expanded as the pair (0,0). The complete illustrative expansion and shifting mechanism based
on 2D mapping is shown in Fig. 3a. Thus, a significant performance improvement in the EC
and image quality is seen. In the second layer, the embedding is done in such a way that most
of the pixels modified in the first layer can be recovered while also enabling some additional
embedding at the same time. For this, a new recovery based pairwise embedding strategy was
discussed in which the pixels are arranged in ascending order using their rhombus mean. Next,
the secret data is embedded using some defined 2D mapping as shown in Fig. 3b. Further, it
additionally embeds the secret data in the medium pixel (ordered based on the mean sequence)

(a) 2D mapping mechanism for EPI-PVO [32] (b) Pairwise recovery-based embedding strategy [32]

Fig. 3 Prediction Error Modification Mechanism on Kumar et al. [18] (a) 2D mapping mechanism for EPI-PVO
[18] (b) Pairwise recovery-based embedding strategy [18]
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using [34]. In the case that the block is a complex one, the secret data is embedded in pixel-
wise manner using [29] so that the pixels which may individually belong to smooth region can
be used to embed the secret data. Thus, the payload capacity is significantly increased in
comparison to existing PVO based methods, however, the image quality is inferior at low
embedding capacities.

2.5 Summary

Four RDH schemes are introduced above. Each of them represents pioneer work in the field of
reversible data hiding as far as performance is concerned. In addition to aforementioned
reviewed works, there has been introduced other noteworthy techniques in the domain of
high-fidelity reversible data hiding which are briefly discussed as follows.

Kumar et al. [19] introduced a novel PVO-RDH scheme using a block extension strategy.
This scheme basically extends the work of Peng et al. [31] to increase the EC. For this, it
basically makes use of PEE strategy when the block is an extremely smooth block by
extending the block size. The PEE strategy (with novel predictor) is used to embed the secret
data into pixels which belong to extended block. The embedding in the extended block is done
in two passes using two different predictors by keeping in mind the original pixel values and
updated pixel values. Thus, the number of unused pixels such as the middle pixels in [31] are
reduced which increases the EC in turn. In 2021, some new RDH schemes were introduced to
further improve the embedding performance [15, 21, 22]. The work discussed in [15] is
basically an extension of [18] to limit the modification of a pixel to ±1 while providing the
good embedding capacity. LM-PVO method proposed by N. Kumar et al. [22] tries to exploit
the image correlation by dividing the image into fixed size blocks and makes use of PVO and
PEE schemes for embedding the information. In [21], R. Kumar et al. discussed an enhanced I-
PVO method which tries to reserve a bin so that expansion can be done on the both sides for
increasing the embedding capacity. However, the quality of the stego-image is deteriorated.
Most of the PVO based research works have been surveyed in [8, 12–14, 18, 19, 23, 32, 35,
40, 43–45]. Qu et al. suggested a different way of increasing the EC by proposing a pixel-
based PVO (PPVO) technique [32]. The PPVO introduces a sliding window-based image
block creation method which populates a greater number of embeddable blocks. The embed-
ding of secret data is done in pixel-by-pixel manner instead of block-by-block manner as in
conventional method. In another work proposed by Weng et al. [40], the host image is
partitioned into blocks which are categorized into smooth and complex categories based on
neighbourhood pixels. Weng et al.’s scheme further sub-categorizes the smooth block into
either low or moderately or high correlation blocks based on local complexity. Next, the secret
data is adaptively embedded into the smooth blocks based on their sub-category - low,
moderately, and high correlation. However, no embedding is done in the case of complex
blocks to avoid large distortion due to lack of correlation. Thus, the scheme keeps a good
balance between the EC and image quality.

The concept of pairwise embedding in PVO based RDH scheme for improving further the
stego-image quality was introduced in [43] which is then extended by He et al. in [8]. The
extended work disclosed by He et al. suggests a multi-pass PVO and pairwise embedding
scheme [8] that shifting of one error in the pair can be used re-calculate other one based on
block type - smooth block or normal block. Thus, the scheme provides additional EC and
reduces distortion. To further, enhance the performance of pairwise PVO based RDH schemes,
Zhang et al.’s introduced a location-based predictor [44] which takes location of pixels into
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consideration in addition to the pixel value orders. Zhang et al.’s scheme generates 2D PEH
which is regular in shape and suitable for reversible embedding so that adaptive 2D mapping
can be automatically applied. Therefore, the scheme successfully increases the marked image
quality. However, it has been observed that there is still a dearth of RDH schemes which can
exploit high EC property of PEE strategy and high-fidelity property of PVO based strategy.
So, a novel adaptive RDH scheme using pairwise PVO and PEE scheme is proposed in this
paper. The proposed RDH scheme adaptively selects between the pairwise PVO and PEE for
embedding the secret data so that optimal performance can be achieved. The detailed discus-
sion regarding the proposed scheme is presented in the next section.

3 Proposed scheme

In this section, the proposed adaptive RDH scheme using pairwise PVO and PEE is presented.
Initially, the working of the proposed scheme is discussed. The adaptive RDH scheme is first
introduced in Section 3.1. Next, host image scanning, block generation and block categoriza-
tion methods are discussed in Section 3.2. Subsequently, implementation details of the
proposed scheme are discussed in Section 3.3, which includes embedding algorithm of the
proposed scheme. Finally, the exemplary illustration of the proposed scheme is described in
Section 3.4.

3.1 Adaptive RDH scheme

The discussion of related works concludes that the PVO based RDH schemes generally
provide high-fidelity images with limited EC, while the PEE based RDH schemes provide
high EC with decent image quality. However, there has been no or little discussion related to
RDH schemes which can utilize merits of both the PVO and PEE strategies. Though Kumar
et al.’s RDH scheme makes use of both pairwise PVO and pairwise PEE schemes, yet the
adaptive selection of PVO and PEE strategies based on block type is not truly explored. The
proposed scheme tries to exploit benefits of both the strategies by their adaptive selection. For
this, the proposed adaptive RDH scheme first divides the image block into inner and outer sub-
blocks as shown in Fig. 4 and then categorizes inner sub-block into three categories namely
smooth, moderately complex and highly complex, based on calculating standard deviation of
outer sub-block. If the inner sub-block is a smooth block, then enhanced pairwise PEE is
applied for embedding the secret data due to its high embedding efficiency in smooth regions
than PVO based strategy. In the case of moderately complex inner sub-block, the enhanced
pairwise PVO is applied for embedding the secret data due to its high embedding efficiency in

Fig. 4 Image Scanning and block generation strategy of the proposed adaptive RDH scheme
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complex regions than PEE based strategy. However, the highly complex inner sub-blocks are
left untouched because of high sensitivity towards change in pixel values. Thus, the pros of
both the pairwise PVO and PEE are exploited while the cons which affect image quality due to
embedding in highly complex blocks are avoided. In the next subsection, the host image
scanning, block generation and block categorization strategy are disclosed.

3.2 Host image scanning, block generation and categorization of blocks

Inspired from [40], the proposed adaptive RDH scheme movably partitions the host image into
number of 4 × 4 sized image blocks using a sliding window and embeds the secret message
into image blocks as shown in Fig. 5.

Each image block is further partitioned into inner sub-block and outer sub-block as shown
in Fig. 5. Border pixels N (shown in light gray in Fig. 5) of the block/window (op1, op2, op3,
op4, op5, op6, op7, op8, op9, op10, op11 and op12) are considered to form an outer sub-block and
the remaining four pixels M (shown in dark gray in Fig. 5) of the block/window (ip1, ip2, ip3,
and ip4) are considered to form an inner sub-block. Since the outer sub-block includes all
surrounding pixels, the local context of inner sub-block pixels can be the best represented by
outer sub-block pixels. So, it is assumed that the pixel distribution of outer sub-block can
describe well the pixel distribution of inner sub-block. To verify the assumption, an experi-
mental analysis is performed using histogram plots on Lena test image. For the analysis, two
histograms are plotted, one of the histogram is plotted based on differences of mean of all the
outer sub-block’s pixels with respect to their corresponding mean of all inner sub-block’s
pixels, and the second histogram is plotted based on differences of standard deviation of all
outer sub-block’s pixels with respect to their corresponding standard deviation of all inner sub-
block’s pixels as shown in Fig. 5. The mean (μop) and standard deviation (σop) of outer sub-
block are calculated using equations Eqs. (11) and (12), respectively.

μop ¼
∑opi
N

ð11Þ

σop ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
∑ opi−μop

� �2

N

vuut
ð12Þ

where opi refers to ith pixel of outer sub-block. Similarly, the mean (μip) & standard deviation
(σip) of inner sub-block are calculated using Eqs. (13) and (14), respectively.

1 2 3 4

5 2 6

7 i 3 4 8

Fig. 5 Image block for illustrative
purpose
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μip ¼
∑ipi
M

ð13Þ

σip ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
∑ ipi−μip

� �2

M

vuut
ð14Þ

where, ipi refers to ith pixel of inner sub-block. The peaks in both the plotted histograms are
close to zero. This peak trend clearly suggest that the inner sub-blocks generally follow the
characterstics of outer sub-blocks and thus the pixels of the outer-sub blocks can be used to
determine the local context of inner sub-blocks Fig. 6.

Based on the determined pixel distribution of the outer sub-block, the inner sub-block is
classified into either of the smooth, moderately complex or highly complex category. If the
inner sub-block is a smooth one then pairwise PEE scheme [29] is applied. Since the inner sub-
block has four pixels (as shown dark grey of Fig. 7a), two pairs can be formed (by considering
diagonal pixels) from the inner sub-block. Then, pairwise PEE is applied in pairwise manner
means embedding in the first pair (Fig. 7b) followed by embedding in the second pair (Fig. 7c)
using 2D enhanced PEH shown in (Fig. 2b). In this way, both pairs are utilized for data
embedding purpose. The implementation details of pairwise embedding are presented in sub-
section 2B. Different from the conventional one-dimensional (1D), the pairwise embedding
expands prediction error pairs such as (0, 0) to only three possible pairs (0, 0), (0, 1) and (1, 0)
to embedded log23 bits, while discarding expansion from (0, 0) to (1, 1) to limit the changes to
1 only which minimizes distortion while shrinking EC a bit. However, it additionally exploits
prediction error (1,1) to embed one-bit data by expanding (1,1) to either (1,1) or (2,2) based on
the bit of secret data which in turn increases the EC.

In the case that the inner sub-block is a moderately complex one then pairwise PVO
strategy is applied because PVO rearranges the pixels of the block in a sorted order that
essentially turns the moderately complex sub-block into a smooth one and then embeds the

 (a) Histogram of differences calculated using µ

 corresponding to all generated image blocks

 (b) Histogram of differences calculated using 

 corresponding to all generated image 

blocks

Fig. 6 Histogram plots for Lena Image to showcase the sharpness of peak (a) Histogram of differences
calculated using μop − μip corresponding to all generated image blocks (b) Histogram of differences calculated
using σop − σip corresponding to all generated image blocks
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secret data. Before embedding, the pixels are sorted in ascending order to get sorted sequence
(Pπ(1), Pπ(2), Pπ(3) Pπ(4)), where {1, 2} → {1, 2} is the unique one-to-one mapping satisfying
π(i) < π(j) for π(i) = π(j) and i < j. Next, two prediction differences Dmin and Dmax are
computed using Eqs. (7) and (8) respectively. Now, the pixels of the inner sub-block are
modified based on 2D mapping defined in Figs. 3a to embed the secret data bits. Thus, the
high-fidelity image sub-blocks with decent amount of hidden secret data can be obtained even
in the case of moderately complex sub-blocks. However, no change is carried out in the sub-
block when the inner sub-block is highly complex sub-block so that high damages to the stego-
image quality can be avoided.

3.3 Detailed implementation

To recover the host image blindly and extract the hidden message, some auxiliary information
is also embedded into the host image along with the secret data. This auxiliary information is
embedded in the 16 + log2L(CLM) + L(CLM) + log2L(C) + L(S). LSBs of the border pixels are
not incorporated in the actual data embedding process. The original LSBs are recorded in a
binary sequence S(LSB). The details regarding this additional information are given below:

& Thresholds (thr1 & thr2): The user-defined thresholds thr1 and thr2 are required for
determining category of inner sub-block based on calculation of standard deviation of
outer sub-block. Therefore, a total of 16 bits are required for two threshold values.

& Location Map: To avoid the problem caused by underflow/overflow, a location map (LM)
is constructed and embedded into the cover image. The LM is a binary sequence where
each entry is dedicated to an individual block. For each inner sub-block say Ii, the
corresponding entry in the LM is set as follows:

LM ið Þ ¼ 1
0

�
ifmax I ið Þ ¼ 255 ‖min I ið Þ ¼ 0
otherwise

ð15Þ

Then, the LM is compressed using arithmetic encoding so that the compressed location map
(CLM) can be embedded without affecting the true EC much. If L(CLM) represent the length of
the CLM, then its upper limit for a P × Q size image is calculated as L(CLM)=

log2
P−1ð Þ� Q−1ð Þ

4

l m
. For example, if the image of size 512 × 512 pixels, the L(CLM) will

be 16 bits.

(a) Image block (b) First pair ( , ) (c) Second pair ( , )

Fig. 7 Illustration of selection of pixel pairs and determination of rhombus context (a) Image block (b) First pair
(p6, p11) (c) Second pair (p7, p10)
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& Index of last embedded block: The coordinates of last block used for embedding are also
used as auxiliary information. If the image of size 512 × 512 pixels, then 18 bits will be
required to define the coordinates.

& Finally, the original LSBs of the border pixels denoted by S(LSB) are embedded after the
secret payload in the next available block.

Next, the complete data embedding algorithm of the proposed adaptive RDH scheme is
detailed as follows.

Algorithm: Data embedding

The extraction process is just the inverse of data embedding. The auxiliary information is
extracted first, and then the embedded secret data is extracted and the cover pixels are
recovered. The details are omitted for simplicity.

3.4 Exemplary illustration

To make the working of the proposed adaptive RDH scheme clearer, an exemplary illustration
is presented. In the example, an input image of size 4 × 6 pixels as shown in Fig. 8 and a
random sequence of secret data bits are taken as S = 1001. Additionally, two user defined
thresholds are taken as i.e., thr1 = 5 and thr2 = 10. Firstly, the input image is scanned using
the sliding window of size 4 × 4 (shown in green box of Fig. 8) to get the first image block,
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which is further partitioned into inner sub-block and outer sub-block, where pixels of outer
sub-block are {67, 69, 69, 70, 72, 69, 68, 68, 67, 71,71,70} and pixels of inner sub-block are
{70, 69, 69, 68}. Next, the standard deviation (σ) of pixels of outer block is calculated using
Eq. (14). The calculated σ is 1.60, which is less than the first threshold thr1 = 5, which means
the sub-block is a smooth sub-block. In case of smooth sub-block, the pairwise PEE is applied
for embedding the secret data in inner sub-block. To apply the pairwise PEE in the inner sub-
block, two pairs are formed using the diagonal pixels of inner sub-block. The first pair of
diagonal pixels is (70,69) and another pair of diagonal pixels is (68, 69). The embedding of
secret data bits in the inner sub-block is done in pairwise manner means embedding in the first
pixel pair followed by embedding in the second one.

For data embedding in the first pair, value of the first and second pixels in the first pair are
predicted using rhombus context ({72,69,69,68} and {71,69,68,68}) respectively. Thus, the
value of the predicted pair calculated using Eqs. (1) and (5) is (70, 69). Next, the prediction
errors for the pixel pair are calculated using Eqs. (2) and (6). The pair of the calculated
prediction error is (0, 0). Finally, the secret data is embedded into the pixel pair using 2D

Fig. 8 An illustrative example of the proposed scheme
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mapping which shown in Fig. 2b. Thus, the modified pixel pair after embedding two bits of
secret message S, ‘10’ are (71, 69). Now, the embedding in the second pair, (68, 69) is done in
similar manner as the embedding was done in the first pair, but considering the updated
block. In case of second pair, the pixel values for the second pair (68, 69) are predicted
from rhombus context ({71,69,69,69}, {71,71,68,69}) respectively. Thus, the predicted
pair calculated using Eqs. (1) and (5) is (70, 70) which implies that the prediction error
pair will be (−2, −1) as per the Eq. (2) and (6). Now to embed the secret data as per the
2D mapping of Fig. 2b implies that no secret data bits can be embedded in second pixel
pair and only the pixel values are shifted to (67,68) to ensure the reversibility. Thus, we
get the final updated first block.

After processing the first block for data embedding, the next block is scanned by sliding the
window two columns in forward direction. The obtained block is also partitioned into two sub-
blocks - inner and outer sub-block - similar to previous block. Pixels which constitute the outer
sub-block are {69, 70, 50, 54, 67, 52, 69, 63, 71,70, 75, 80} and the pixels of inner sub-block
are {69, 71, 64, 68}. Now, standard deviation σ of the outer sub-block is calculated which is
9.33 as per the Eq. (14). The calculated standard deviation σ is greater than the first threshold
thr1 = 5 but less than the second threshold, thr2= 10, which means the second sub-block is a
moderately complex sub-block. In the case of moderately complex sub-block, the
embedding is done using pairwise PVO by sorting the inner sub-block’s pixels to get
the sorted sequence as follows (64, 68, 69, 71). Next, a pair of prediction error from the
first and second minimum valued pixels, and first and second maximum valued pixels is
calculated as per the Eq. (7) and (8), respectively. Thus, the obtained error pair is (4, 1).
Finally, the embedding of secret data is done using 2D mapping defined in Fig. 3a. As
per the Fig. 3a, only one bit of the secret data, ‘0’ can be embedded and the final updated
sorted pixel set would be as (63, 68, 69, 72) for the second block which is correspond-
ingly shown in Fig. 8. This way, the embedding in both the smooth and moderately
complex blocks (except highly complex block) is illustratively presented. In case of
highly complex block, the embedding is not performed so we have omitted the same
from the exemplary discussion.

4 Experimental results and discussions

In this section, performance of proposed scheme is demonstrated using experimental results.
The performance is measured using the two most popular parameters i.e., embedding capacity
(EC) and peak-signal-to-noise ratio (PSNR), where EC refers to the number of secret bits
embedded in the cover image and the Peak-signal-to-noise Ratio (PSNR) represents marked-
image quality which is defined in terms of decibels (dB) and calculated as follows:

PSNR ¼ 10log10
2552

MSE

� 	
ð16Þ

Here, MSE is the ‘Mean Squared Error’ i.e. the mean of the sum of squared differences between
the original cover image and the marked image. The experiments are performed on eight standard
grayscale images, each of size 512 × 512 pixels including Lena, Baboon, F16, Peppers, Boat,
Lake, Barbara, and Elaine, which are downloaded from the USC-SIPI dataset [36]. These images
are shown in Fig. 9. The proposed adaptive RDH scheme is implemented in MATLAB and the
secret data is generated using pseudo-random number generators for the experimental purpose.
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The results of the proposed adaptive RDH scheme are comparatively analyzed against some of the
closely related and latest state-of-the-art methods which include [7–9, 18, 29, 31, 34, 40, 43, 44].

The objective of the proposed adaptive RDH scheme is to achieve high EC along with good
image quality. So, the techniques (based on both PEE and PVO strategies) which excels in both
aspects, EC & visual quality are selected for fair comparative analysis. These techniques
include Sachnev et al.’s method [34] which introduced the rhombus prediction based two pass
embedding strategy and is pioneer work in the domain of PEE, Ou et al.’s Pairwise PEEmethod
[29] which is the very first pairwise scheme, Peng et al.’s method [31] which introduced I-PVO
technique and has been the pillar for advancements in the PVO domain, Weng et al.’s method
[40] which disclosed adaptive PVO based on image block category, adaptive pairwise PVO
method [43] which enhanced and adaptive pairwise embedding in PVO strategy, Multi-pass
PVO and pairwise PEE method [8] which improves EC in PVO block in two-pass with
differently applying embedding scheme for smooth block and normal block, and location
dependent PVO method [44] which considers location of pixels along with PVO, and Kumar
et al.’s EPI-PVO method [18] which utilizes both pairwise PVO and PEE methods for same
block using two-pass embedding. The proposed scheme gets idea of sliding window-based
image block creation fromWeng et al.’s method. Further, the optimal use of both pairwise PVO
and PEE strategies is inspired from Kumar et al.’s scheme. So, incorporation of these schemes
along with others which are directed to achieve either higher EC or higher image quality or both
in the comparative analysis, have been the need of the hour. Hence, the choice of these methods
is practically reasonable to corroborate the performance of the proposed scheme.

The experimental results for the EC (in bits) versus image quality in terms of PSNR (dB)
tradeoffs are presented in Fig. 10. These results have been taken by adjusting the user-defined
thresholds i.e. thr1 & thr2 to suitable values for achieving optimal performance. The values of
thresholds are iteratively decided (by user) to provide optimal performance considering his/her
need and image characteristics. Initially, the value of thresholds is set to 1 and then it is incremented
according to the capacity requirements. It has been observed that the iterative approach for
determining a suitable value of thresholds plays a significant role in maintaining the high quality

(a) Lena (b) Baboon (c) F16 (d) Peppers

(e) Boat (f) Lake (g) Barbara (h) Elaine

Fig. 9 Cover images of size 512 × 512 pixels used for experimental tests
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of marked-images. It is evident from the presented experimental results that the proposed adaptive
RDH scheme has superior embedding performance as it offers the best image quality irrespective
of the EC. The stego-images after embedding the secret data are shown in Fig. 11.

For extensive analysis of PSNR at lower EC, the results are provided into Tables 1 & 2 for an
EC of 10,000 bits and 20,000 bits, respectively. In Table 2, the experimental results for the baboon
image are not mentioned as many methods don’t provide 20,000 bits embedding capacity.
Additionally, the PSNR results for existing methods [7, 9] for the images baboon and F16 are
not mentioned as these schemes have not been tested by their respective authors on the baboon and
F16 test images. This analysis is done to clearly highlight the superiority of the proposed scheme in
the high-fidelity RDH domain as existing PVO based methods have dominating performance at
lower embedding capacities. Form the tables, it is evident that the proposed scheme outperforms
the existing methods in terms of visual quality for all test images. Among all test images, the
highest PSNR obtained by the proposed scheme is for Airplane which possesses a smooth texture.
The proposed scheme also does quite well for a complex image such as Baboon with PSNR of
55.86 dB at EC of 10,000 bits, which is again better than the existing methods. The main reason
behind this superior performance is the adaptive selection of PVO and PEE schemes so that
benefits of both the scheme can be reaped. Further, exploitation of the pairwise embedding helps in
optimally utilizing the prevalent correlation among the spatially correlated prediction errors. Thus,
we can conclude that the proposed scheme has the highest PSNR for corresponding EC.

To validate the visual robustness of the proposed scheme, the image intensity histograms
are plotted as shown in Fig. 12. The left side histograms correspond to the original test images

Fig. 10 EC versus PSNR of proposed method and existing methods [8, 13, 18, 29, 31, 34, 40, 43, 44]
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Fig. 10 (continued)

(a)   Lena (b)   Baboon (c)   F16 (d)   Peppers

(e)   Boat (f)    Lake (g)   Barbara (h)   Elaine

Fig. 11 Stego-images of size 512 × 512 pixels generated after experimental tests
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and the right-side ones are plotted considering the marked image which has the hidden of
random secret data of 15,000 bits. From the naked eyes, the right-side histograms look copy of
the corresponding histogram of left side, means there is no visible mark of the presence of data
in the stego-images. So, these observations provide enough support to the fact that the
proposed scheme offers higher embedding quality along with high EC without any perceptible
change.

5 Conclusion

In this paper, an adaptive RDH scheme using pairwise PVO and PEE has been introduced.
The proposed RDH scheme partitioned movably the host image into blocks. The

Fig. 12 Image histograms for all the test images to showcase the similarity of cover-images and stego-images
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partitioning has enabled the data hider to exploit the spatial correlation and also allowed
the extraction of independent rhombus context for embeddable pixels to embed optimally
the secret data. Further, the adaptive selection of embedding strategy was done so that
characteristics of both PVO and PEE strategies could be exploited. Consequently, the
proposed scheme has resulted with higher PSNR than all of the existing related RDH
schemes. More specifically, the average PSNR of the adaptive RDH scheme was 60.39 dB
and 56.99 dB on 10 K and 20 K bits embedding capacity which was higher than the
existing RDH schemes. Further, the experimental histograms provided in the context of
visual robustness have proved that there is no visible mark of the presence of data in the
marked-images. However, the process of finding the optimal value of both the thresholds
was cumbersome as those values were found iteratively. Further, the performance was

Fig. 12 (continued)
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highly dependent on the performance of pairwise PEE and PVO methods. In the future
work, the research can be directed to find the optimal values of threshold based on some
image characteristics parameters such as entropy.

Acknowledgments This research was supported by Basic Science Research Program through the National
Research Foundation of Korea (NRF) funded by the Ministry of Education (2021R1I1A3049788) and Brain Pool
program funded by the Ministry of Science and ICT through the National Research Foundation of Korea
(2019H1D3A1A01101687, 2021H1D3A2A01099390).

Data availability Supporting data and information can be found on the corresponding author’s research gate
profile.

Declarations

Conflict of interest There is no conflict of interest

References

1. Alattar AM (2004) Reversible watermark using the difference expansion of a generalized integer transform.
IEEE Trans Image Proc 13(8):1147–1156

Fig. 12 (continued)

Multimedia Tools and Applications



2. Dragoi I-C, Coltuc D (2016) Adaptive pairing reversible watermarking. IEEE Trans Image Proc 25(5):
2420–2422

3. Dragoi IC, Coltuc D, Caciula I (2015) Horizontal pairwise reversible watermarking. Signal Processing
Conference (EUSIPCO) 2015 23rd European. pp. 56–60

4. Dragoi IC, Coltuc D, Coanda HG (2017) Adaptive pairwise reversible watermarking with horizontal
grouping. Signals Circuits and Systems (ISSCS) 2017 International Symposium on. pp. 1–4

5. Fridrich J, Goljan M, Du R (2002, 2002) Lossless Data Embedding—New Paradigm in Digital
Watermarking, EURASIP J. Adv Signal Proc (2). https://doi.org/10.1155/S1110865702000537

6. Gadamsetty S, Rupa CH, Anusha CH, Iwendi C, Gadekallu TR (2022) Hash-based deep learning approach
for remote sensing satellite imagery detection. Water 14(5):707

7. He W, Cai Z (2021) Reversible data hiding based on dual pairwise prediction-error expansion. IEEE Trans
Image Proc 30:5045–5055

8. He W, Xiong G, Weng S, Cai Z, Wang Y (2018) Reversible data hiding using multi-pass pixel-value-
ordering and pairwise prediction-error expansion. Inf Sci 467:784–799

9. He W, Xiong G, Wang (2022) Reversible data hiding based on multiple pairwise PEE and two-layer
embedding. Sec Commun Netw. https://doi.org/10.1155/2022/2051058

10. Hong W, Chen TS, Shiu CW (2009) Reversible data hiding for high quality images using modification of
prediction errors. J Syst Softw 82(11):1833–1842

11. Hou J, Ou B, Tian H, Qin Z (2021) Reversible data hiding based on multiple histograms modification and
deep neural networks. Signal Process Image Commun 92:116118

12. Hui S, Jingning H, Yaowu X (2014) An optimized template matching approach to intra coding in video/
image compression. Proceedings of SPIE - The International Society for Optical Engineering. 9029. https://
doi.org/10.1117/12.2040890.

13. Kamstra L, Heijmans HJAM (2005) Reversible data embedding into images using wavelet techniques and
sorting. IEEE Trans Image Proc 14:2082–2090

14. Kaur G, Singh S, Rani R, Kumar R (2020) A comprehensive study of reversible data hiding (RDH) schemes
based on pixel value ordering (PVO). Arch Computat Methods Eng

15. Kaur G, Singh S, Rani R, Kumar R, Malik A, (2021) High-quality reversible data hiding scheme using
sorting and enhanced pairwise PEE. IET image processing. 1–15

16. Kumar R, Chand S (2016) A reversible high capacity data hiding scheme using pixel value adjusting
feature. Multimed Tools Appl 75(1):241–259

17. Kumar R, Chand S (2018) A reversible data hiding scheme using pixel location. Int Arab J Inf Technol
15(4):763–768

18. Kumar R, Jung K-H (2020) Enhanced pairwise I-PVO-based reversible data hiding scheme using rhombus
context. Inf Sci 536:101–119. https://doi.org/10.1016/j.ins.2020.05.047

19. Kumar R, Kim DS, Lim SH, Jung KH (2019) High-Fidelity reversible data hiding using block extension
strategy. In: 2019 34th international technical conference on circuits/systems, computers and communica-
tions (ITC-CSCC). IEEE, JeJu, Korea (South), pp 1–4

20. Kumar R, Kumar N, Jung K-H (2020) Color image steganography scheme using gray invariant in AMBTC
compression domain. Multimedia System Sign Process 31, 1145, 1162.

21. Kumar R, Kumar N, Jung K-H (2020) I-PVO based High Capacity Reversible Data Hiding using Bin
Reservation Strategy. Multimedia Tools App, Springer 79:22635–22651

22. Kumar N, Kumar R, Caldelli R (2021) Local moment driven PVO based reversible data hiding. IEEE
Signal Proc Lett 28:1335–1339

23. Lee C-F, Shen J-J, Wu Y-J, Agrawal S (2020) PVO-based reversible data hiding exploiting two-layer
embedding for enhancing image Fidelity. Symmetry 12:1164

24. Li X, Yang B, Zeng T (2011) Efficient reversible watermarking based on adaptive prediction-error
expansion and pixel selection. IEEE Trans Image Proc 20(12):3524–3533

25. Li X, Li B, Yang B, Zeng T (2013) General framework to histogram-shifting based reversible data hiding.
IEEE Trans Image Proc 22(6):2181–2191

26. Li X, Li J, Li B, Yang B (2013) High-fidelity reversible data hiding scheme based on pixel-value ordering
and prediction-error expansion. Signal Process 93(1):198–205

27. Malik A, Singh S, Kumar R (2018) Recovery based high capacity reversible data hiding scheme using even-
odd embedding. Multimed Tools Appl 77(12):15803–15827

28. Ni Z, Shi YQ, Ansari N, Su W (2006) Reversible data hiding. IEEE Transact Circuits Syst Video Technol
16(3):354–362

29. Ou B, Li X, Zhao Y, Ni R, Shi Y-Q (2013) Pairwise prediction-error expansion for efficient reversible data
hiding. IEEE Trans Image Proc 22(12):5010–5021

Multimedia Tools and Applications

https://doi.org/10.1155/S1110865702000537
https://doi.org/10.1155/2022/2051058
https://doi.org/10.1117/12.2040890
https://doi.org/10.1117/12.2040890
https://doi.org/10.1016/j.ins.2020.05.047


30. Ou B, Li X, Zhang W, Zhao Y (2019) Improving pairwise PEE via hybrid-dimensional histogram
generation and adaptive mapping selection. IEEE Trans Circuits Syst Video Technol 29(7):2176–2190.
https://doi.org/10.1109/TCSVT.7610.1109/TCSVT.2018.2859792

31. Peng F, Li X, Yang B (2014) Improved PVO-based reversible data hiding. Dig Signal Proc 25:255–265
32. Qu X, Kim HJ (2015) Pixel-based pixel value ordering predictor for high-fidelity reversible data hiding.

Signal Process 111:249–260
33. Reddy Gadekallu T, Srivastava G, Liyanage M, et. al. Hand gesture recognition based on a Harris hawks

optimized convolution neural network. Computers & Electrical Engineering, vol. 100, Article ID 107836
34. Sachnev V, Kim HJ, Nam J, Suresh S, Shi YQ (2009) Reversible watermarking algorithm using sorting and

prediction. IEEE Transac Circuits Syst Video Technol 19(7):989–999
35. Tan TK, Boon CS, Suzuki Y (2006) Intra Prediction by Template Matching. International conference on

image processing, Atlanta, GA, 2006, pp. 1693–1696 https://doi.org/10.1109/ICIP.2006.312685
36. The USC-SIPI Image Database (n.d.) [Online]. Available: http://sipi.usc.edu/database
37. Thodi DM, Rodriguez JJ (2007) Expansion embedding techniques for reversible watermarking. IEEE Trans

Image Proc 16(3):721–730
38. Tian J (2003) Reversible data embedding using a difference expansion. IEEE Transac Circuits Syst Video

Technol 13(8):890–896
39. Weng S, Zhao Y, Pan JS, Ni R (2008) Reversible watermarking based on invariability and adjustment on

pixel pairs. IEEE Signal Proc Lett 15(1):721–724
40. Weng S, Liu Y, Pan JS, Cai N (2016) Reversible data hiding based on flexible block-partition and adaptive

block-modification strategy. J Vis Commun Image Represent 41:185–199
41. Weng SW, Tan WL, Ou B, Pan JS (2021) Reversible data hiding method for multi-histogram point

selection based on improved crisscross optimization algorithm. Inf Sci 549:13–33
42. Wu H-T, Huang J (2012) Reversible image watermarking on prediction errors by efficient histogram

modification. Signal Process 92(12):3000–3009
43. Wu H, Li X, Zhao Y, Ni R (2019) Improved reversible data hiding based on PVO and adaptive pairwise

embedding. J Real-Time Image Proc 16(3):685–695
44. Zhang T, Li X, Qi W, Guo Z (2020) Location-based PVO and adaptive pairwise modification for efficient

reversible data hiding. IEEE Transac Inform Forensics Sec 15:2306–2319. https://doi.org/10.1109/TIFS.
2019.2963766

45. Zhao WQ, Yang BL, Gong SZ (2018) A higher efficient reversible data hiding scheme based on pixel value
ordering. J Inf Hiding Multimed Signal Process 9:918–928

Publisher’s note Springer Nature remains neutral with regard to jurisdictional claims in published maps
and institutional affiliations.

Springer Nature or its licensor (e.g. a society or other partner) holds exclusive rights to this article under a
publishing agreement with the author(s) or other rightsholder(s); author self-archiving of the accepted
manuscript version of this article is solely governed by the terms of such publishing agreement and
applicable law.

Multimedia Tools and Applications

https://doi.org/10.1109/TCSVT.7610.1109/TCSVT.2018.2859792
https://doi.org/10.1109/ICIP.2006.312685
http://sipi.usc.edu/database
https://doi.org/10.1109/TIFS.2019.2963766
https://doi.org/10.1109/TIFS.2019.2963766


 

978-1-6654-5930-3/22/$31.00 ©2022 IEEE 

Scheduling of Energy Storage System (ESS) for 

Electricity Distribution Companies (DISCOMs) 

Chetan Gusain 

Department of Electrical Engineering 

Delhi Technological University 

New Delhi, India 

chetangusain95@gmail.com 

Madan Mohan Tripathi 

Department of Electrical Engineering 

Delhi Technological University 

New Delhi, India 

mmtripathi@dce.ac.in 

Uma Nangia 

Department of Electrical Engineering 

Delhi Technological University 

New Delhi, India 

umanangia@dce.ac.in 

Abstract—With the growth of distributed energy resources 

(DERs), there has been an overall increase in power generation. 

Because of this, the type of power produced fluctuates, 

contributing to grid instability. To lessen this unplanned power 

outage and avoid system disruptions, the electricity distribution 

companies (DISCOMs) give their schedules for 96-time blocks 

daily. The present study investigates the amount of Deviation 

Charges (DC) administered by DISCOMs in 15-minute time 

blocks due to the Deviation Settlement Mechanism (DSM). After 

examining the power deviation curve, it was observed that 

implementing Energy Storage System (ESS) at the distribution 

side and then facilitating their energy scheduling is the best 

practice to minimize the overall financial impact of the 

DISCOMs. Therefore, a simulation-based tool was proposed 

that includes Battery Control Algorithm (BCA) and Battery 

Degradation Model (BDM) for Kolkata DISCOM using real-

time deviation data of 29 days. The results indicate that the 

proposed simulation-based model of ESS increased the project’s 

financial viability and the battery’s expected lifetime. 

Keywords—Deviation settlement mechanism, Energy storage 

system, Battery degradation, DISCOMs, Energy scheduling 

I. INTRODUCTION  

Today, power distribution companies (DISCOMs) have 
undergone huge financial problems [1] due to substantial 
changes in the 15-minutes power deviation. In India, poor 
reliability of power supply has been addressed, making it 
difficult for all the system operators to manage and adhere to 
the scheduled power in the Day-Ahead-Market (DAM) [2]. As 
a result, various electricity DISCOMs suffer severe deviation 
penalties. The Deviation Settlement mechanism (DSM)  is a 
new regulatory solution to reduce Deviation Charges (DC) 
introduced by Central Electricity Regulatory Commission 
(CERC) in 2014 [3], [4]. There are several other options for 
meeting the given scheduled power; one is to link to Energy 
Storage System (ESS) [5]. The popularity of ESS has been 
growing over the past several years due to the rising demand, 
and it is now gradually emerging in several energy industries 
[6].  

Currently, rapidly growing energy consumption and fast 
penetration of renewable energy (RE) are processing a threat 
to electrical infrastructure due to changing load patterns and 
rising demand over time [7]. Thus, higher inequalities in 
actual and scheduled power in the DISCOMs brings the most 
significant challenge that power utilities manage. Also, utility 
companies delay making the investment necessary to upgrade 
or replace their outdated electrical SCADA accounting 
network [8]. Therefore, this research paper’s main novelty is 
to implement the application of ESS for power utilities on the 
distribution side, which can reduce deviation penalties due to 
an imbalance in the system paired with the subsequent 
frequency range [9], [10], [11]. Additionally, this research 

aims to develop a battery-linked deviation settlement tool that 
intends to evaluate the technical viability of large-scale grid-
connected ESS while incorporating various ESS parameters 
like battery life, battery degradation, and battery size. The 
research article provides a comprehensive overview of the 
ESS requirements emerging for grid-scale applications [12] in 
the Indian grid code to shift the power deviation to lower the 
net deviation costs and use the benefits of deviation 
management. 

 The present research paper is divided into five sections. 
The literature review section gives an overview of the current 
state of the Indian power market and the structure of the 
country’s electricity market, which covers both day-ahead and 
real-time energy transactions. Additionally, the stacking of 
grid applications of ESS and cost-reduction economic analysis 
of energy storage has been researched to assess their effects 
on the project’s viability. The materials and methods section 
includes a thorough discussion of historical data regarding 
power schedules and deviations, which paints a realistic 
picture of the use of battery storage for the project 
implementation in Kolkata DISCOM as a case study [13], 
[14]. The section’s methodology explains the ESS sampling 
every 30 seconds, which assists in controlling the DISCOMS 
to lower the deviation penalties incurred in each 15-minute 
time block and then generate revenue through ESS’s deviation 
settlement costs. Recommendations for the choice of energy 
storage are given in the results and discussion section, which 
displays the percentage decrease in DISCOM’s penalty when 
employing ESS. Further processing of the project is 
determined in the conclusion and future scope.  

II. LITERATURE REVIEW 

A. Current Indian Power Market 

The power market scenario has been changing due to the 
rise of per-capita energy demand caused by the gradual 
increase in the global population [15]. According to the 2021-
22 India Economic Survey [16], this favourable shift in the 
market has encouraged numerous foreign investors to increase 
their investments in various industries, including power 
production, grid network/or transmission, and battery storage. 
With a goal to reach 175 GW and 450 GW of RE capacity by 
2022 and 2030, respectively, India is now in the lead with the 
second-fastest expanding power industry in the world [17]. In 
addition, the development of better infrastructure, effective 
energy management, and digitalization has resulted in a more 
intelligent grid management system that directly streamlines 
the rapid growth of the Indian Power sector.  

According to the CEA report, the total installed capacity 
as on 30.09.2022 is 407.32 GW with 117.6 GW of installed 
renewable energy (RE) capacity [18], as shown in Fig. 1. With 
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this, India is ranked 4th in the world for the installed capacity 
of both wind and solar and 3rd for the total installed renewable 
energy (RE) capacity. India has adopted a "one nation, one 
grid" policy, which refers to coordinating all five regional 
grids into one national grid at a single frequency [19]. 
However, this impacts India's entire energy trading market. 
This policy was implemented in response to the excess growth 
of demand and generation. According to the CEA data, 
1491.90 billion units (BU) of electricity produced in the year 
(2021-22) compared to 1381.90 billion units (BU) in the year 
(2020-12) [20], representing an average yearly growth rate of 
roughly 7.96%, shown in Fig. 2 . Over 80% of the surplus 
energy produced was supplied by coal.  

 

Fig. 1. Total installed capacity as on 30.09.2022 

 
Fig. 2. Electricity generation in India from 2009 to 2021 

B. Structure of the Indian Electricity Market 

The Electricity Act of 2003 was a significant catalyst for 
the growth of the Indian power market because it allowed for 
a multi-buyer or multi-seller framework while de-licensing 
the power generating industry, which resulted in the 
introduction of power traders to the Indian market for the first 
time. In 2004, it created the Open-Access method, which gives 
utilities the power to select a provider from any region of 
India. The market introduced a new feature in 2012 called the 
15-minute average time block for selling power, with the 
primary goal being to uphold grid discipline and reinforce the 
corresponding frequency change. The former unscheduled 
interchange (UI) penalties were replaced by the Deviation 
settlement method, which CERC implemented in 2014. In 
order to boost the momentum of power trading, remove 
congestion at the level of both production and distribution, and 
improve grid frequency stabilization, new improvements have 
been made, as well as the introduction of an ancillary services 

mechanism in 2016. Another change is the Electricity Act of 
2018 [21], which intends to improve supply competition on 
the distribution side by allowing several service operators to 
deliver electricity to utilities to create a dynamic market 
structure and also offer incentives to RE generators. It 
encouraged the Direct Benefit Transfer (DBT) for electricity 
grants and managed DISCOM's losses. 

 

Fig. 3. Structure of India’s power sector 

Since electricity comes within the concurrent subject 
matter of the Indian constitution, the policy-making at the top 
of the hierarchy is separated into two parts: the central regime 
and the state regime. The Indian power market is divided into 
numerous segments. National Load Dispatch Center (NLDC) 
maintains the scheduling and dispatching of power on a 
national level, divided into five Regional Load Dispatch 
Centers (RLDCs) [22]. At the state level that the 33 States 
Load Dispatch Centers handle, it has been responsible for 
managing this entire system, considering the system operators 
that operate the National Grid (SLDCs), as shown in Fig. 3. 

III. MATERIALS AND METHODS 

A deviation in the 15-minute time block occurs due to the 
imbalance, particularly between the schedule drawl and actual 
drawl, resulting from the rise in electricity demand, 
particularly on the distribution side for the state utilities. This 
deviation significantly impacts the frequency-linked deviation 
settlement charges in the distribution licensee area. There are 
three categories for the overall deviation charges. The first 
charges are a result of deviation at each overdrawl and 
receiving compensation for each underdrawl, the second 
charges are a result of other deviation that is solely related to 
the frequency that is restricted between (49.85-50.05 Hz), and 
the third charges are a result of sustained deviation. 

A. Case Study of Kolkata DISCOM 

In this paper, the case study of load statistics of Kolkata 
DISCOM with 96-time blocks is considered. The daily load 
variation curve is drawn in  Fig. 4 between Mar. 11 to Apr. 
04, 2019, and each time block lasts for 15 minutes. It is a daily 
historical data set that includes both the current schedule and 
the schedule for the day before. The DSM modification 
tightens the grid frequency in a given range for improved grid 
security and stability. Also, the IEX rates for a specific time 
block are checked correspondingly.  

According to the given load data of Kolkata DISCOM, 
frequency-linked charges of the DSM are characterized in two 
ways. First is overdrawl: if the frequency is below 49.85 Hz, 
deviation charges and additional deviation charges are 
imposed. If the frequency is between 49.85 Hz and 50 Hz, 
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deviation charges or additional deviation charges are assessed 
depending on the frequency. If the frequency exceeds 50.05 
Hz, deviation charges and additional deviation charges are 
nullified. The second is under drawl, where deviation charges 
are imposed if the frequency is less than 49.85 Hz. And no 
additional deviation charges are imposed if the frequency is 
between 49.85 Hz and 50 Hz. Only additional charges linked 
to ACP rates at 50 Hz are imposed if the frequency is more 
significant than 50.05 Hz. 

 

Fig. 4. Daily deviation pattern (MW) in given time-interval 

B. Methodology for Deviation Settlement 

After the scheduled and actual generation data is extracted, 
the following formula is used to determine the deviation and 
accompanying settlement penalties: 

• Deviation Calculation: 

Deviation (Pd) is the difference between the actual (Pa) 
and forecasted schedule (Ps). It is calculated in MW using (1) 
and Table I :  

 Δ PD = PA – PS   (1) 

Where; 

PA = Actual power in the DISCOMs 

PS = Scheduled Power in the DISCOMs 

Table I. Calculation of additional deviation charges within slabs as per 

regulation (Over drawl): 

When 12% 

<= 150 MW 

When 12% 

<= 150 MW 

 

Additional deviation charges 

12-15% 150-200 MW 
20% of Normal Deviation Charges 

on average freq. of that block 

15-20% 200-250 MW 
40% of Normal Deviation Charges 

on average freq. of that block 

 

Above 20% 
Above 250 

MW 

100% of Normal Deviation Charges 

on average freq. of that block 

C. Need for ESS at the Kolkata DISCOM 

Energy storage, which temporarily stores energy and uses 
it to offset the daily power variation generated to reduce the 
deviation penalties imposed on the Kolkata DISCOM, is 
essential in this situation. The complete interpolation and 
scheduling of 30-second sampling of ESS in real-time data aid 
erroneous forecasting systems as well as energy trading, 
which DISCOM used to resolve working interruptions caused 
by unpredictability and uncertainty. Therefore, the purpose of 

adopting ESS charging and discharging is to entice DISCOMs 
to engage in the real-time market response program to manage 
the imbalance and reduce the net accounting deviation charge. 
The ESS's function in this situation is to charge the battery. At 
the same time, under-drawl beneficiaries are present at the 
stated provided state of charge (SOC) and discharge the 
battery to the DISCOMs when over-drawl charges are present. 
The spreadsheet is designed for Deviation Management (DM) 
tool. The primary purpose of introducing the tool is to assess 
the technical feasibility of ESS at DISCOMs. DM tool uses 
the utility's 15-minute time block of the day to analyze the 
advantages by reducing deviation charges (DC). The DM tool 
is a platform that allows users to interact with findings to 
visualize them and do different types of analysis depending on 
battery characteristics, technological input, etc.  

D. Approach adopted for Deviation Management (DM) 

Tool  

General Assumptions: 

• For the past 29 days of historical data, DISCOM has 
had access to a power schedule and an actual drawl. 

• The frequency-linked DSM rate is evaluated using the 
IEX rates every 15 minutes (INR/kWh). 

• Battery's primary application is to participate in a real-
time market reaction that manages imbalances and 
lowers net accounting deviation charging.  

Data Preparation: 

• The tool takes data for DISCOM schedule load in 
intervals of 15 minutes which operates in real-time.  

• The model may contain real-time frequency following 
the time steps specified for power deviation  

• The Indian Energy Exchange (IEX) rates and area 
clearing price (ACP)  imported for various dates and 
time blocks, including underdrawl and overdrawl  

• According to ESS,  various parameters, such as DoD 
and degradation characteristics, are used to anticipate 
the project life energy throughput from the battery. 

Model Methodology: 

• The model is an interactive Excel-based algorithm 
tool. 

• A more effective manner to convey the computations 
and quick visualization in the dashboard to make the 
presentation of the results easier. 

• The model analyses the battery's charging and 
discharging mode capacity depending on input data 
like DoD, SoC, etc. 

• Based on the operating depth of discharge (DoD) and 
the number of cycles over a given time, the model 
forecasts the battery technology's cycle life.  

Operating Assumptions: 

• Depending on factors, the preliminary battery size may 
change. Any calculations considering a battery size are 
displayed in the results chapter.  

• When there is a drawl, the battery is charged by the 
grid. 
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i. Initial State of Charge = 100% is an assumption for 

battery size. 

ii. Li-ion batteries have a charging/discharging 

efficiency of 95%, compared to VRLA batteries' 

80%. 
iii. Depth of Discharge: 70–90%, with operating DoD to 

alter and displayed in outcomes. 

IV. RESULTS AND DISCUSSION 

A. Feasible storage technology selection 

In order to decrease the deviation for DAM, this project 
plans to build a methodology that allows DISCOMs to 
compute real-time charges. Limiting the deviation is better 
than applying for management deviation settlement and 
reducing the costs and penalties for severely deviating from 
the schedule. In order to support this real-time application, it 
is necessary to select the optimum battery option that not only 
reduces penalties but also, through automated charging and 
discharging, increases the demands of the DISCOMs. Here for 
a better study of the outcome, historical data are used to 
quantify the number of penalties. In order to synchronize 
battery applications with grid-scale, an excel sheet was built 
to grasp based on a 96-time block and make a choice regarding 
its rated capacity. Here, the data is extrapolated for 30 seconds 
to assess the actual prevalence of ESS in real-time and act 
appropriately about the 15-minute block to make the study 
more quantitative.  

Table II. Monthly summary and Distribution of DSM penalties 

Date 

Total Penalties 
 Net DSM 

(Rs.)  
 Charge of 

Dev. (Rs.)   

 Addl. charge 

of Dev. (Rs.)  

 Penalty for cont. 

one dir. Dev. (Rs.)   
11.03.2019 615631 77120 492504 11,85,255  

12.03.2019 -75694 21421 0 -54,273  

13.03.2019 18490 9678 3698 31,866  

14.03.2019 -142090 36786 28418 -76,886  

15.03.2019 50941 93110 0 1,44,051  

16.03.2019 -177932 34428 0 -1,43,504  

17.03.2019 16520 106208 0 1,22,728  

18.03.2019 -36665 35831 0 -834  

19.03.2019 3943 38249 1577 43,769  

20.03.2019 -158240 78419 0 -79,821  

21.03.2019 -137081 150450 0 13,369  

22.03.2019 211024 148118 42205 4,01,347  

23.03.2019 146520 32258 0 1,78,778  

24.03.2019 220489 131453 0 3,51,942  

25.03.2019 138590 0 0 1,38,590  

26.03.2019 -335178 74630 0 -2,60,548  

27.03.2019 138960 76815 55584 2,71,359  

28.03.2019 737303 314899 294921 13,47,123  

29.03.2019 65747 52548 13149 1,31,444  

30.03.2019 470058 87041 94012 6,51,111  

31.03.2019 23030 160744 4606 1,88,380  

01.04.2019 1432253 169607 1145803 27,47,663  

02.04.2019 513834 67270 411068 9,92,172  

03.04.2019 237900 63120 95160 3,96,180  

04.04.2019 -153916 28945 0 -1,24,971  

05.04.2019 -116294 77446 0 -38,848  

06.04.2019 61790 122444 0 1,84,234  

07.04.2019 22095 215672 0 2,37,767  
 

  37,92,028  25,04,710 26,82,705 89,79,443  

The primary goal is to quantify the amount of deviation 
and the related penalties for a DISCOM operating in a certain 
Indian region. The penalties are quantified in various ways, so 
it is simple to show the types of charges that often occur daily, 
as demonstrated in Table II. Along with this, the utilities that 

are frequency-linked carried with (-) sign. When the frequency 
is assumed to be higher than 50.05 Hz, the deviation occurs to 
be the fewer penalties arising in a 15-minute time interval. It 
receives the negative back as revenue in the ESS system that 
the DISCOMs facilitate on the latter in higher deviation-
linked frequency. 

B. Performance at charging and discharging 

The simulation results of the state of charge (SoC) before 
and after battery performance with a 5000 kWh capacity, 
shown in Fig. 5, along with hourly analysis for a day.  

 

Fig. 5. Hourly analysis of imbalance energy before and after the simulation 

According to the Battery Control Algorithm (BCA) logic, 
the battery begins to discharge as soon as a peak rate in the 
afternoon at a certain time of day goes up, as shown below in 
Fig. 6. During which battery starts reducing the DSM 
penalties of DISCOMs.  

 

Fig. 6. Battery Discharging control result for 1st block (during OD) 

However, to take advantage of peak rates, the C-rate for 
discharging at peak rates must differ from that of off-peak 
rates. The battery is shown to be charging more cheaply and 
off-peak. To account for the losses that cause additional 
deterioration, the battery is seen to be inactive during mid-
peak hours, as shown below in Fig. 7.  
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Fig. 7. Battery Charging control result for 1st block during UD (Post BESS 

Operation) 

V. DISCUSSIONS AND FUTURE WORK 

The project aims to construct an excel-based model to 
assess the technical viability of establishing an energy storage 
system for managing deviation at DISCOMs. According to the 
report, with the current battery pricing, one of the DISCOMs' 
challenging responsibilities is determining the extent of ESS 
for managing deviations. Therefore, combining different 
applications and activating the ancillary market should be 
crucial for greater technical viability, which does not just work 
with a single business to buy and sell as it often did in the 
energy trading market. Additionally, various restrictions 
prevent it from being used in a useful way by DISCOM 
beneficiaries. The first difficulty facing today's communities 
is the cost of installing such a system since utilities are always 
concerned about their investment's return. Additionally, the 
main novelty of the paper is the utility-scale optimization of 
Application stacking and usage of Energy storage for 
wholesale market participation in the day-ahead market and 
real-time dispatch trading. 
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Abstract—Seismic interpretation is essential to obtain infor-
mation about the geological layers from seismic data. Manual
interpretation, however, necessitates additional pre-processing
stages and requires more time and effort. In recent years, Deep
Learning (DL) has been applied in the geophysical domain
to solve various problems such as denoising, inversion, fault
estimation, horizon estimation, etc. In this paper, we propose an
Attention-based Deep Convolutional Neural Network (ACNN)
for seismic lithology prediction. We used Continuous Wavelet
Transform (CWT) to obtain the time-frequency spectrum of
seismic data which is further used to train the network.
The attention module is used to scale the features from the
convolutional layers thus prioritizing the prominent features in
the data. We validated the results on blind wells and observed
that the proposed method had shown improved accuracy when
compared to the existing basic CNN.

Index Terms—Deep learning, Lithology prediction, seismic
data, Interpretation

I. INTRODUCTION

Seismic Exploration is a cost effective method used to

identify the hydrocarbons and minerals in the earth layers’.

The seismic exploration process includes the four basic

steps: acquisition, processing, inversion and interpretation.

The acquisition step is used to get the raw seismic data from

the earth layers, processing step is utilized to attenuate the

noise present in the raw data. Whereas inversion step is used

to retrieve the physical properties of the earth layers from

the seismic reflection data and finally the last step is the

interpretation which is used to transform the data in seismic

sections into geological information. In [1], authors defined

that the seismic interpretation acts as an interface between

the exact processed seismic data and inexact geological data.

The seismic interpretation process converts the velocity and

time of subsurface reflecting layers into depth form which

can translate the seismic data into geological images [2].

There are three different types of interpretations; structural

interpretation, stratigraphic interpretation and lithological

interpretation. Structural interpretation is used to get the

structural maps of sub-surface layers with respect to ob-

served arrival times of reflected data. Stratigraphic interpre-

tation gives the pattern of reflections in sub-surface layer.

Whereas lithological interpretation is used to identify the

potential hydrocarbon-bearing zones in each layer of the

earth’s sub-surface. Accurate and detailed information of the

structural, stratigraphic and lithology interpretation depends

on the seismic attributes [3]. There are different types of

seismic attributes which includes: instantaneous amplitude,

frequency, phase and bandwidth. There are various param-

eters in Interpretation such as Volume of shale, Porosity,

permeability, hydrocarbon saturation, effective porosity, and

fluid content which are the important parameters that should

be considered for any type of interpretation.

From literature, we infer that methods for seismic lithol-

ogy prediction can be broadly classified into two; con-

ventional and data-driven methods. In conventional meth-

ods, interpretaion is based on physical relation between

the seismic attributes and the geological targets [4]–[8].

Whereas in data-driven methods, the statistical relationship

between seismic attributes and geological factors is derived

using machine learning techniques [9] [10]. Recently, with

the rapid development of GPU’s and huge availability of

data, the data-driven methods gained popularity in various

areas such as computer-vision, natural language processing,

image and speech recognition etc. Machine learning (ML)

techniques can learn nonlinear correlations implicitly from

a large number of labels and are usually not constrained

as traditional methods, which are based on signal pro-

cessing theories or physics-based equations. In reservoir

characterization, ML techniques such as Support Vector

Machine (SVM), Random forests and Deep Learning (DL)

has been used to predict permeability, porosity, saturation

and volume of sand, shale etc etc [10]–[13]. Here, the
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TABLE I
SUMMARY OF LITERATURE WORK FOR SEISMIC LITHOLOGY

PREDICTION

Ref.No problem Network/Algorithm

[10]-[13]
Seismic liquefaction potential,
Prediction of porosity and water saturation,
Seismic event classification

SVM

[16] Salt body classification CNN
[17] High resolution 3D porous media reconstruction GAN
[18] Seismic facies prediction DCAE
[19] Sand shale classification CWT-CNN

problem of prediction can be either regression, classification

or clustering. Artificial Neural networks (ANN) have been

used to predict reservoir properties however ANN have

issues like over fitting, parameter selection and vanishing

gradient problem. On contrary, DL has advantages such as

usage of pre-trained models, novel activation functions, GPU

functionality etc over ANN. There are many architectures

in DL; feed forward neural networks, CNN, Generative

Adversarial Network (GAN) and Recurrent neural Network

(RNN) [14], [15]. In [16], CNN is used to extract attributes

and perform salt body classification from seismic data.

Further in [17], GANs are used to reconstruct high

resolution 3D porous media at different scales. In [18],

Deep Convolutional Auto encoder (DCAE), an unsupervised

approach is used to predict the seismic facies from the

prestack seismic data. Whereas in [19], CWT-CNN was

used to predict seismic lithology. Furthermore, various net-

work architectures are compared and found that Continuous

Wavelet Transform (CWT)-CNN had better performance

compared to the other architectures. A brief summary of the

literature for seismic lithology prediction is given in TABLE

I. In all the aforementioned methods, accuracy and time to

train the network are the important factors to consider while

interpreting about the seismic lithology.

Therefore, to improve the accuracy and reduce the time

for training, we used attention based CNN for seismic

lithology prediction in specific sand and shale classification.

The wavelet transformed data is used to train the network

thus making use of full frequency spectrum of the data.

Inspired by the human nature i.e., we add an attention

mechanism called squeeze and excitation block to the CNN

architecture which further increase the attention and overall

performance of seismic lithology prediction. Moreover, the

added attention mechanism can model the global information

and can handle long-range dependencies [20]. We compared

the proposed method with the existing methods and observed

an increase in the accuracy of prediction.

In section II, we give the proposed methodology which

describes about the network architecture followed by the

results in III. Finally, the conclusion is mentioned in the

section IV.

II. METHODOLOGY

A. Overview of Network Architecture

Deep Learning (DL) techniques are based on learning

and recognizing the relationships in the data, similar to

operations inside the human brain. From literature, we

observe that the commonly used neural network architectures

in seismic data denoising and reconstruction are either based

on Fully Connected Networks (FCN) or convolutional neural

networks.

CNN, on the other hand, is employed in a wide range

of real-world applications. CNN can recognize the patterns

in the data, which is important for classification, object

identification, and natural language processing. The CNN

architecture is build by stacking three main layers: Convo-

lution, Pooling and Fully-connected layer. CNNs operate by

utilizing layers with filters positioned along each dimension

gathering particular information about the visual field. In

the training process of CNN, the filter is shifted over the

input volume’s width and height during the forward pass to

generate an activation map that contains the responses of

that filter at each spatial point. The stacking of conv-pool

layers is used to identify complex features from previous

layers. The pooling layers are used to get downsampled data

and reduce the computational complexity, while preserving

the input features. The output is now flattened using fully-

connected layer and back propagation is performed using

chosen loss function on each training cycle for the specified

number of epochs.

B. Proposed Network Architecture

In our work, we propose to use Attention based CNN for

seismic lithology prediction.The ACNN consists of two se-

ries of input, convolution, pooling, fully connected, attention

and output layers.The input layer is fed with CWT spectrum

data which are 2D matrices, where one sample is shown

in Fig. 2. The output from feature maps of convolution

layers are fed as an input to the fully connected layer

which aids in classification. After each series of convolution

layer, attention module is used to scale the feature maps.

In general, the channels of the network are given equal

priority while obtaining the feature maps. This mechanism is

altered with the addition of attention module which weighs

the channels adaptively. The input to the attention module is

convolutional layer and number of channels in that particular

layer. Then average pooling is used to squeeze each channel

to obtain single value. To introduce non-linearity, we use two

fully connected layers with an activation function. Finally,

the output of attention module is obtained by multiplying

the output of excitation layers with the input of the attention

module which is given as input to the next convolution

layer. In addition, the advantage of attention module is

to avoid the vanishing gradient problem and to provide

better explainability about the model. In order to preserve

the features, the final convolution layer is not followed by

2
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Fig. 1. Proposed ACNN architecture

Fig. 2. Sample of 2D spectrum map obtained from Continuous Wavelet
Transform (CWT)

activation and pooling layers. We used softmax to calculate

the probabilities of the output.

III. NUMERICAL RESULTS

In this section, we demonstrate the various numerical

results obtained using proposed ACNN method on blind

wells. The dataset (well and post-stack seismic data) is from

the eastern slope of the Chuanxi Depression in the Sichuan

Basin, SW China.

Fig. 3. Results of ACNN on blind test well JS7

Fig. 4. post-stack seismic data

Fig. 5. Sand probability and lithology

Fig. 6. Sand probability of well JS7

3
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Fig. 7. Analysis plots of Epochs Vs Accuracy, Loss, Learning rate

Fig. 8. Plots of True Positive and False positive rates

Fig. 9. F1 scores of training, validation and test data

This river-delta region is made up of tightly packed sands.

A total of 3720 samples from 13 wells were used for

modelling. The complete data set is separated into three

subsets: training, validation, and blind testing. The model

is trained using the validation and training data sets. The

blind testing data set i.e., well JS7, is used for the final

model evaluation. We used 40% of data as validation and

remaining as training data after checking model performance

with various train-test ratios.The ratio of sand samples is

very less compared to the ratio of shale. Hence, the minority

sand category is over sampled to two times to balance

the training and validation set. Fig. 4 shows the post-stack

seismic data for which CWT is computed and fed as input

to train the network. Figs. 3,5,6 shows the predicted sand

probabilities with the proposed ACNN for well JS7. The

model is built using Tensorflow deep learning library using

python 3.8 on server with configuration Intel® Xeon® Silver

4216 CPU @2.10 GHz (2 processors) with 256 GB RAM,

64-bit operating system. The ACNN network is trained with

batch size of 40 and with adaptive learning rate i.e., when

the validation error stops decreasing, the learning rate also

decreases by four. The epochs is set as 1000, however if

learning rate does not decrease two times, training is stopped.

We used Binary cross entropy as the cost function and Adam

as the optimization algorithm during the training of network.

We tuned various hyper parameters and selected the optimal

parameters to train the network. aZXSDZ
The performance of the model is evaluated based on con-

fusion matrix, which is widely used metric for classification.

There are four values in confusion matrix; TN, FN, FP

and TP. From these values, we calculate, accuracy, recall,

precision and F1 scorewhich are defined as follows.

Accuracy = TP + TN/(P +N) (1)

recall = TP/TP + FN

precision = TP/(TP + FP )

F1 = 2.TP/(2.TP + FN + FP )

Figs. 7, 8 shows the analysis for number of epochs versus

learning rate, loss and accuracy. We manually tuned the

hyper parameters in the proposed network whereas in future

research work, we would explore on automatic tuning of

hyper parameters. In this paper, we used F1 score to validate

the results as shown in Fig. 9. The higher the f1 score the

better the classification model. The accuracy of the proposed

ACNN model is 89.67% whereas for the basic CNN, the

accuracy is 85.55%.

IV. CONCLUSION

In this paper, we proposed an attention based CNN for

seismic lithology prediction. In our proposed method, we

perform classification of sand and shale from the post-stack

seismic data. The attention module is used to better retrieve

the features and improve the accuracy of prediction. The

continuous wavelet transform is computed for the input seis-

mic data and the obtained time-frequency maps are used to

train the network. This aids in considering the full frequency

features from the data. Moreover, the affect of various hyper

parameters in the training process of convolutional neural

network is analyzed. The efficacy of the proposed deep

learning method is observed using various metrics such as

accuracy, precision, recall and F1 score. We observed that

the proposed method has achieved higher accuracy compared

to the existing CNN method.
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Biocompatible silver nanoparticles (Ag-NPs) were synthesized by employing an eco-friendly approach of
green chemistry with flower extract of Plumeria obtusa. Flavonoids are the main phytochemical con-
stituents found in flowers of Plumeria obtusa, out of which rutin is the most abundant and acts as a con-
troller. The synthesized Ag-NPs were studied using UV–vis spectroscopy, X-ray diffractometry (XRD),
transmission electron microscopy (TEM), fourier transform infrared (FTIR) analysis, zeta potential and
dynamic light scattering (DLS) analysis. The Ag-NPs showed their characteristic surface plasmon
resonance (SPR) peak at around 430 nm. This peak depended on various physicochemical parameters
such as extract concentration, reaction time, temperature and pH. The formation of the FCC lattice of
Ag-NPs with an average particle size of 13 ± 1 nm was confirmed. The zeta potential of �22.7 mV of
Ag-NPs indicated their stability in colloidal suspensions. The biosynthesized Ag-NPs were used for devel-
oping a sensing method for carcinogenic hexavalent chromium ions (Cr6+) in various aqueous mediums
that can be utilized in the diagnosis of any contamination in drinking water or food by cancer-causing
Cr6+ ions with a very efficient limit of detection (LoD) of 95 ± 2 pM (recorded at pH � 7.2), which is
the lowest reported value for green synthesized nanomaterials and also overcome limitations such as
a lack of sensitivity, accuracy, low detection limit and proper explanation. In addition, the antibacterial
action of Ag-NPs was investigated against a gram-positive bacterium, Staphylococcus aureus. Thus, based
on the results, the Ag-NPs synthesized in this study can be resorted to applications like biosensing and
biomedicine.

� 2023 Elsevier B.V. All rights reserved.
1. Introduction

Due to the growing environmental crisis, the necessity of
researching greener sustainable technologies has been increasing.
In the past decade, certain ways have been developed to use nano-
materials as ideal prospects for overcoming environmental and
ecological challenges, such as wastewater contamination due to
chemical dyes, heavy metal ions, microbes, and bacteria [1–8].
Typical synthesis routes of nanomaterials involve either using haz-
ardous chemicals like hydrazine [9] or expensive mechanical
methods [10] that consume immense amounts of energy, space,
and time. Thus, implementing green alternative synthesis routes
lowers the costs and hassle during production and leads to nano-
materials that are non-toxic in nature and eco-friendly.

Silver (Ag) has been valued as a rare precious noble metal
alongside gold but is much more abundant comparatively. It is
highly reflective, ductile, malleable, exhibits high electrical as well
as thermal conductivity, and has a lustrous property. Ag has been
used in medical sciences since the classical age [11]. However,
the future scope of Ag for diagnostic, medicinal and therapeutic
practices lies strictly in nanoscales as the nanoparticles of Ag act
as photocatalysts [12,13], antibacterial, antimicrobial, antioxidant,
antiplatelet, antidiabetic, antithrombotic agents [14–19] and in
targeted drug delivery systems [20,21]. When the interaction of
free electrons at the Ag-NPs surface is effectuated at certain wave-
lengths, the electrons oscillate collectively, giving rise to SPR.
Because of this property, Ag-NPs show exceptional absorption
and scattering efficiency of light. Thus, the synthesis process of
Ag-NPs involves a visual indicator, i.e., the colorless precursor solu-
tion of silver nitrate (AgNO3) becoming completely brown owing to
SPR as Ag-NPs are formed [22].

Green or biological methods of synthesis of Ag-NPs employ
either plants or microorganisms instead of synthetic chemical pre-
cursors. The mechanism governing green synthesis has not been
explained precisely yet, but the various biocompounds like flavo-
noids, phenolic acids, terpenoids, proteins, polyols, and alkaloids
are considered to reduce Ag+ ions from precursor solution to Ag0

http://crossmark.crossref.org/dialog/?doi=10.1016/j.molliq.2023.121705&domain=pdf
https://doi.org/10.1016/j.molliq.2023.121705
mailto:msmehata@gmail.com
https://doi.org/10.1016/j.molliq.2023.121705
http://www.sciencedirect.com/science/journal/01677322
http://www.elsevier.com/locate/molliq
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and then cause their capping to form nanoparticles [23,24]. In
some cases, aldehydes, ketones, and sugars (aldoses) act as reduc-
ing agents [25]. The stabilization of the reduced nanoparticles is
caused by proteins, anthracenes, and flavanones [26]. Biosynthesis
methodologies also include the usage of microorganisms, which is
comparatively difficult as it requires maintaining delicate cell cul-
tures [27]. Therefore, biosynthesis using extracts of plants is the
most viable alternative to synthetic synthesis procedures.

Plumeria obtusa is an abundantly available plant, popular for its
highly fragrant flowers of bright white color. This plant is com-
monly known as Champa and has been believed to be of great reli-
gious, ornamental, pharmacological, and medicinal importance,
especially in India. Apart from the use of flowers of Plumeria Obtusa
for fragrance and decorative purposes, they are actively used in the
treatment of diabetes mellitus and aromatherapy [28]. It contains
various phytochemicals such as flavonoids, phenolic acids, triter-
penoids, steroids, and iridoids [29,30]. The major phytochemical
constituent found in flowers of Plumeria Obtusa is rutin (500.3 ± 3
2.0 lg per g of dry flower extract) [31]. Rutin (quercetin-
3-rhamnosyl glucoside) is a bioflavonoid with high antioxidant
properties allowing it to act as a reducing agent by donating elec-
trons [32]. For this study, the flower extract of Plumeria obtusa
plant is prepared to be used as a reducer and stabilizer for prepar-
ing Ag-NPs. The mechanism behind the biosynthesis of Ag-NPs
from Plumeria obtusa can be given in Fig. 1.

The current contemporary lifestyle of humans often leads to
exposure to many different kinds of toxic heavy metals, including
carcinogens such as chromium. These carcinogenic metals are used
commercially on a wide scale and cause DNA and cell damage,
oxidative stress and cancer-related diseases [33]. Chromium (Cr)
exists commonly in 4 oxidation states, including elemental (0),
divalent (+2), trivalent (+3), and hexavalent (+6) forms. Out of
these, the hexavalent state of Cr is highly carcinogenic due to the
mechanism by which it gets reduced, that is, by releasing reactive
radicals of hydroxyl, which cause cellular damage and DNA binding
[34]. Any manifestation, inhalation, or contact with carcinogens
through contaminated food or water items poses increased cancer
risks. Since there are no sure-shot inexpensive treatments for fatal
diseases like cancer, early detection of carcinogens is essential for
cancer prevention. For a long time, the detection method of car-
cinogens depended on rodents which soon became inefficient
[35,36]. Current detection techniques for hexavalent Cr6+, like iso-
tope dilution analysis [37], atomic absorption spectrometry
[38,39], and ion chromatography [40] are complicated and chron-
ophagous. Therefore, developing effective, quick, and simple detec-
tion techniques for Cr6+ ions is essential, especially in liquid
assemblies like water or food. Thus, chemo-sensors or optical-
sensors based on nanoparticles of noble metals are being actively
researched for sensing various materials [41,42].

In this study, we have successfully prepared Ag-NPs using the
biomolecules present in the flower extract of Plumeria obtusa and
investigated an ultrasensitive detection method of heavy metal
Fig. 1. A pictorial illustration of the mecha

2

ions using the biosynthesized Ag-NPs. The selectivity of the detec-
tion process towards hexavalent chromium ions makes them an
ideal prospect for developing sensors for detecting carcinogenic
chromium ions in aqueous mediums. Their activity against the
gram-positive bacteria S. aureus has also been investigated, which
opens up numerous possibilities regarding biological applications
of biosynthesized Ag-NPs.
2. Experimental:

2.1. Materials

A precursor solution of AgNO3 (1.0 mM) was prepared by dis-
solving 17 mg of AgNO3 salt into 100 mL of ultrapure (UP)/deion-
ized water (resistivity 18.2 MX�cm). The flowers of the Plumeria
obtusa plant were picked from the campus of Delhi Technological
University, Delhi. The metal salts nickel perchlorate hexahydrate,
copper perchlorate hydrate, cobalt perchlorate hydrate, zinc per-
chlorate hexahydrate, aluminium perchlorate nonahydrate, potas-
sium dichromate, cadmium chloride hydrate, lead perchlorate
trihydrate, iron perchlorate hydrate, mercury nitrate monohydrate
for Ni2+, Cu2+, Co2+, Zn2+, Al3+, Cr6+, Cd2+, Pb2+, Fe3+, Fe2+ and Hg2+

metal ions respectively, were bought from Sigma Aldrich.

2.2. Preparing flower extract

The flowers of Plumeria Obtusa were plucked and put inside an
oven for about 2 hrs at 90 �C for drying. The dehydrated flowers
were pulverized using porcelain mortar and pestle. 1 gm of this
powder was added to 20 mL UP water and stirred at 60 �C for
20 min. The resulting liquid was filtered to obtain an extract of
dark yellowish color. This extract was used throughout this study
for preparing samples of Ag-NPs, stored in a cool and dark
environment.

2.3. Synthesizing Ag-NPs from prepared flower extract

For synthesizing Ag-NPs, the precursor solution of AgNO3

(10 mL) was augmented with the prepared flower extract
(0.5 mL) and stirred for 20 min at 250 rpm at 70 �C. The obtained
solution was initially colorless but gradually changed to a reddish-
brown tint; no further change in color intensity was observed after
60 min. A schematic representation of the preparation of plant
extract and the synthesis process by green route is given in Fig. 2.

2.4. Instrumentation

LambdaTM 750 UV/VIS/NIR spectrometer from Perkin Elmer, Bru-
ker’s D-8 Advanced, Morgagni 268D, and Zetasizer Nano ZS by Mal-
vern were employed for obtaining the absorption spectra, XRD
pattern, TEM images, DLS particle size analysis, and zeta potential,
nism behind biosynthesizing Ag-NPs.



Fig. 2. Biosynthesis of Ag-NPs from prepared flower essence of Plumeria Obtusa.
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respectively. Fourier transform infrared (FTIR) spectra were mea-
sured with a FT-IR spectrometer (Perkin Elmer SpectrumTM 3).

3. Results and discussion

The absorption spectra were recorded for the prepared flower
essence, AgNO3, and Ag-NPs in the range of 250–800 nm (Fig. 3a)
since Ag-NPs show a characteristic peak around 430 nm corre-
sponding to their SPR. Any broadening or shift of the SPR peak
towards the red or blue end of the wavelength spectrum due to
changes in extract concentration used, reaction time, pH, and tem-
perature were studied, indicating changes in particle size or shape
[43]. The same has been represented in Fig. 3 (a, b, c, d and e). A
single SPR peak suggests the production of Ag-NPs of spherical
conformation [44].

3.1. Influence of amount of flower extract on the synthesis

The impact of the amount of flower extract used in synthesizing
Ag-NPs was inspected by taking four different concentration ratios
(v/v), i.e., 0.5:20, 1.0:20, 1.5:20, 2.0:20 (mL:mL) of extract to pre-
cursor solution of AgNO3. As the flower extract increases, a clear
rise in absorption intensity and redshift are observed in the SPR
band (Fig. 3b). The rise in absorption intensity with an increase
in the amount of extract used is due to the rise in the production
of Ag-NPs due to the availability of more reducing and capping
agents from flower extract, and the redshift indicates an increase
in particle size [45].

3.2. Influence of time

After adding flower extract to AgNO3, the solution changed from
colorless to a pale yellow. The gradual color change can be
observed by naked eye and can be taken as a visual indicator of
the synthesis process. The absorption spectra were recorded for
60 min. As time proceeds, the synthesis reaction between the phy-
tochemicals of flower extract and AgNO3 also proceeds forward,
and hence, the absorption peak rises (Fig. 3c). The prepared flower
extract ultimately reduced Ag+ ions to metallic Ag0 in about 60 min
3

and capped them to form Ag-NPs, as no color change was observed
beyond this.

3.3. Influence of temperature

The biosynthesized Ag-NPs were refrigerated (as cold as 15 �C)
and heated (as hot as 55 �C) to observe how temperature variations
influence the size distribution or polydispersity of Ag-NPs. Theo-
retically, the particle size is believed to decrease with increasing
temperature because nucleation is favored at higher temperatures
[46]. However, no noteworthy changes in absorption spectra were
observed in this case (Fig. 3d), reflecting the high stability of pre-
pared Ag-NPs to temperature variations.

3.4. Influence of pH

The pH of biosynthesized Ag-NPs was varied between 3 and
11 to observe the corresponding changes in the size or shape
of particles. Changing the pH of the reaction alters the electrical
charges present on various phytochemicals and biomolecules,
which alters the rate of reduction and capping in the biosynthe-
sis of Ag-NPs [47]. On increasing the pH from 3 to 11, a red shift
is observed in the SPR peak from 416 to 445 nm (Fig. 3e), sug-
gesting an increase in the diameter of Ag-NPs. As the particle
size increases, the amount of energy necessary for exciting sur-
face plasmons reduces, thus, causing a redshift [48]. Besides
affecting particle size and the position of the SPR peak, pH vari-
ation also altered the absorption intensity. With the increase in
pH, the absorption intensity also rose significantly, indicating
better reduction and capping of Ag-NPs at alkaline pH values
[2,49].

3.5. XRD pattern

Thin films were prepared by the drop coating method from
biosynthesized Ag-NPs for XRD analysis, given in Fig. 4. Bragg’s
four major reflection peaks were observed at 38.19�, 46.17�,
64.96� and 76.54� representing lattice planes (111), (200),
(220) and (311), confirming the lattice has a FCC



Fig. 3. Absorption spectra for colloidal Ag-NPs along with AgNO3 and prepared flower extract (a) influence of variation of extract concentration (b), reaction time (c),
temperature (d), and pH (e).
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(face-centered cubic) structure [50]. On comparing these
observed peaks with the peak positions given in the JCPDS data-
base for bulk silver (card no. 04-0783), very tiny displacements
may be observed that indicate the existence of strain on the
formed crystal lattice, which is a typical attribute of nanocrystals
4

[51]. Using obtained XRD pattern, the average crystallite size
was also estimated, which came out to be 20 nm by adopting
the Debye-Scherrer formula [52]. Since the crystallite size is
ffiffiffi

2
p

times the particle diameter for a FCC crystal; the particle
diameter comes out to be �14 nm.



Fig. 4. XRD pattern of Ag-NPs thin film.
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3.6. FTIR analysis

Chemical compositional analysis of Ag-NPs and flower extract
of Plumeria Obtusa was studied via FTIR spectroscopy. On exposing
the flower extract and Ag-NPs sample to IR radiation, the atomic
vibrations in the bonds within functional groups present in the
flower extract and adsorbed on the Ag-NPs surface begin to get
impacted. These changes in atomic vibrations and stretching are
detected as signals and peaks in the spectrum, thus, giving a struc-
tural fingerprint of the present functional groups. FTIR spectra of
the flower extract and colloidal Ag-NPs are represented in Fig. 5.
The flower extract of Plumeria Obtusa showed some major peaks
due to OAH and NAH stretching at 3660 cm�1 and 3376 cm�1,
CAH and NAH stretching at 2981 and 2894 cm�1 and C@C stretch-
ing at 1628 cm�1, respectively. These are attributed to the presence
of flavonoids, triterpenoids, alkaloids, and phenolic acids [53]. Sim-
ilar bands present in the spectrum of Ag-NPs indicated the adsorp-
tion of these compounds on the Ag-NPs surface [54], thus,
suggesting their role in the reduction, capping and stabilizing of
Ag-NPs.
Fig. 5. FTIR spectra for flower extract and Ag-NPs.

5

3.7. Zeta potential and size analysis

In nanosuspensions, creating an electrical double film at the
surface leads to zeta potential directly related to its potential sta-
bility, i.e., its ability to resist coagulation. Ideally, a zeta potential
value of ±30 mV is considered strongly anionic or cationic [55].
The inset of Fig. 6 shows that the zeta potential of Ag-NPs comes
out to be �22.7 mV (average observation of three repetitions).

A negative zeta potential value indicates that the stabilizing
agents controlling the resulting morphology and diameter of Ag-
NPs, are anionic in nature [56]. Fig. 6 shows the size distribution
intensity fetched from DLS (approximately 71 nm). Since this is
the hydrodynamic size, i.e., it includes the diameter of the core
Ag-NPs plus the adsorbed biomolecules on the surface, this average
particle size may be assumed to be much bigger than the actual
size of Ag-NPs present in the prepared samples.

3.8. Morphology

To determine the morphological characteristics of biosynthe-
sized Ag-NPs, TEM analysis was done. The sample of Ag-NPs was
kept in a sonicator for 15 min. After sonicating, they were coated
on a mesh grid made of copper for TEM analysis. The observed
image of Ag-NPs is given in Fig. 7(a), from which their spherical
shape can be confirmed. Subsequently, a particle size distribution
curve was plotted in Fig. 7(b) to determine the average diameter
of Ag-NPs to be 13 nm.

3.9. Selective sensing property towards carcinogenic Cr6+

The novelty of the work relies upon the application of the
biosynthesized silver nanoparticles, i.e., an ultrasensitive detection
method of heavy metal ions using the biosynthesized Ag-NPs,
especially hexavalent chromium. Though attempts have been
made to detect the presence of hexavalent chromium ions via
biosynthesized Ag-NPs, but each method has encountered limita-
tions such as a lack of sensitivity, accuracy, low detection limit,
and proper explanation of the results [57–60]. To study the poten-
tiality of biosynthesized Ag-NPs to sense heavy metals, aqueous
solutions (1 lM) of various metal ions (Ni2+, Cu2+, Co2+, Zn2+,
Al3+, Cr6+, Cd2+, Pb2+, Fe3+, Fe2+, Hg2+) were prepared in deionized
Fig. 6. Hydrodynamic size distribution by intensity repeated for three records
(Records 1, 2 and 3) of colloidal Ag-NPs. Inset represents the apparent zeta potential
(mV) of colloidal Ag-NPs.



Fig. 7. TEM image (a) along with mean diameter distribution (b) of AgNPs.
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water, to be added to Ag-NPs. On being added to the Ag-NPs sam-
ple, the effect on its color and absorption spectra was recorded. No
visible color change was recorded for any metal ions except Cr6+, as
shown in Fig. 8. This selectivity makes Ag-NPs ideal for the colori-
metric detection of carcinogenic Cr6+ in aqueous mediums.

The absorption spectra were also recorded to study consequent
changes after treating Ag-NPs with different metal ions, as shown
in Fig. 9(a). On the addition of Cr6+ in Ag-NPs, a major fall in absor-
bance (absorption intensity) of the SPR band of Ag-NPs is seen.
Another peak rises in the absorption spectrum at 377 nm, a char-
acteristic peak of dichromate ions. For rest metal ions, minor
insignificant shifts in peak absorption intensities are recorded; a
comparative bar diagram to highlight the same has been repre-
sented in the inset of Fig. 9(a). To formulate controlled selective
sensing of Cr6+ ions, Ag-NPs were treated with different concentra-
tions of Cr6+ ions (0.3 nM to 166.6 nM), and their resulting absorp-
tion spectra were recorded, as given in Fig. 9(b). The reciprocal of
absorbance of the SPR peak of Cr6+ treated Ag-NPs was plotted as
a function of the concentration of Cr6+ and was found to be linear
with a correlation factor of 0.98, given in the inset of Fig. 9(b). The
slope of this linear graph was used to calculate LoD using the for-
mula 3.3 � (r/slope), where r is the standard deviation (obtained
from the ten repeated absorption spectra of the pure Ag-NPs sam-
ple). The LoD came out to be 95 ± 02 pM, which is the lowest LoD
ever achieved for detecting Cr6+ via biosynthesized nanomaterials,
to the best of our knowledge. The LoD value reported in this work
is in the range of picomolar, which has not been reported for any
other biosynthesized silver nanoparticles yet for the significant
range of concentration, 0.3 nM–166.6 nM. A comparative summary
to support the same has been given in Table 1.

Section 3.4 discusses the measure of the stability of Ag-NPs in
different pH conditions. Still, to experimentally verify if the sensing
mechanism would work in aqueous mediums other than deionized
Fig. 8. Color changes in colloidal Ag-NPs after
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water, the applicability of the detection method of Cr6+ via Ag-NPs
was studied in different aqueous mediums. Two different water
samples (tap water and Yamuna river water) were tested for the
same to conclude that detecting Cr6+ via Ag-NPs works effectively
in different aqueous mediums, as given in Fig. 9(c and d). The sens-
ing mechanism works in three different aqueous mediums with
different pH values, and the LoD of each is almost the same. The
respective LoD values calculated for the three aqueous mediums,
i.e., tap water (�6.8 pH), deionized water (�7.2 pH), and Yamuna
river water (�7.7 pH), are 97, 95 and 117 pM, respectively. Consid-
ering that, there is a slight difference in the LoD value with such
changes in pH value. As long as the Ag-NPs sample shows a signif-
icant SPR peak, the sensing mechanism would continue to work in
different aqueous mediums having different pH values.

The proposed mechanism behind the selectivity of Ag-NPs
towards sensing Cr6+ ions may be attributed to the contrasting
electrochemical characteristics of Ag0 and Cr6+. A metal that has
a greater reduction potential, i.e., Cr6+ (+1.33 V), can oxidize a
metal with a lower reduction potential, i.e., Ag0 (+0.80 V), whereas
Cr2+ (�0.91 V), Cr3+ (�0.74 V) or any of the metals mentioned
above cannot. Thus, Cr6+ ions cause the oxidation of Ag0 to Ag+.
Moreover, Ag+ ions show strong selectivity and binding affinity
to dichromate (Cr2O7)2� ions, leading to the formation of Ag2Cr2O7

[58]. This causes the SPR band of Ag-NPs to diminish.

3.10. Antibacterial action

Due to the increased use of antibiotics these days, the problem
of multidrug resistance [61] has arisen, and to solve the same, new
antibacterial strategies are required. Silver has been valued as an
antimicrobial agent [62] since the classical ages. Since nanoparti-
cles have greater surface area per unit volume, they facilitate con-
tact with the bacterial surface and enhance its antibacterial action.
adding different metal ions (166.6 nM).



Fig. 9. Absorption spectra of colloidal Ag-NPs post addition of a fixed concentration of various metal ions, inset represents a bar diagram for the ratio of peak absorbances of
different metal ions to pure Ag-NPs (a), successive addition of Cr6+ ions in Ag-NPs dispersed in aqueous medium of deionized water (b), tap water (c) and Yamuna river water
(d). Insets of Fig. b, c, and d show the linear plots of (1/absorbance) of Cr6+ treated Ag-NPs as a function of the concentration of Cr6+.

Table 1
Comparison of previously reported nanosensors for Cr6+ detection.

Probe used Detection method Linear Range LoD Reference

Biosynthesized Ag-NPs SPR based 0.3–166.6 nM
(0.09–49.1 ppb)

95 pM
(0.028 ppb)

This work

Chemically synthesized Ag-NPs SPR based 10�3–10�9 M 1 nM [57]
Biosynthesized Ag-NPs SPR based 10–100 ppm 0.1 ppm [58]
Biosynthesized Ag-NPs Colorimetric — 1 lM [59]
Biosynthesized Ag-NPs Fluorescence-based — 1.15 nM [60]
Tartaric acid capped Ag-NPs SPR based 10–100 lg/L 3 lg/L [65]
Ascorbic acid capped Ag-NPs SPR based 7.0 � 10�8–1.84 � 10�6 M 5 � 10�8 M [66]
Electrodeposited Au-NPs Voltammetric 10 lg/L–5 mg/L 5 lg/L [67]
DTT functionalized Au-NPs SPR based 100–600 nM 20 nM [68]
Glutathione - CdTe QDs Fluorescence based 0.01–1.00 lg/mL 0.008 lg/mL [69]
Tb/acac/PAM composite NPs Fluorescence based 5–600 ng/mL 0.8 ng/mL [70]
Tetraphenylbenzosilole derivative (TPBS-C) Electroluminescence based 10�12–10�4 M 0.83 pM [71]
Metal-organic complex of Cu(II) Fluorescence-based — 74.4 pM [72]
TiO2@Ag-NPs substrate Surface enhanced Raman scattering 10 nm–2 lM 1.45 nM [73]
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This was investigated using the method of disk diffusion, where
the antibacterial effect of Ag-NPs was compared with that of
AgNO3 and flower extract against a gram-positive bacteria S. aur-
eus. As shown in Fig. 10, the inhibition zone obtained for Ag-NPs
is much bigger than that obtained for Ag-NO3 and flower extract,
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thus, proving that Ag-NPs show enhanced antibacterial properties.
Table 2 shows the inhibition zones obtained after treating strains
of S. aureus at 37 �C for 48 incubation hours.

Flower extract has some antibacterial action since Plumeria
obtusa is a medicinal plant whose flowers show antimicrobial



Fig. 10. Antibacterial activity of Ag-NPs (a), flower extract (b), Ag-NPs (c), and Ag-
NO3 against S. aureus (d).

Table 2
Inhibition zone in S. aureus treated with flower extract, Ag-NPs and AgNO3

.

Sample Inhibition Zone (mm)

Ag-NPs 10.8
Flower Extract 6.7
AgNO3 7.7
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activity in different solvents [63]. However, this is much less than
the antibacterial action observed in the case of Ag-NPs. Similarly,
AgNO3 also shows some antibacterial activity. Metallic or bulk sil-
ver is mostly inert, but the antibacterial action of AgNO3 is accred-
ited to the very high reactivity and binding affinity of ionized Ag
particles to the proteins, DNA, and RNA of bacterial cells, thus caus-
ing their malfunction. The mechanism behind the enhanced
antibacterial activity of Ag-NPs is along these lines, Ag-NPs interact
with protein and DNA, penetrate the cell wall and reach the center
of the bacterial cells. To protect the DNA in nucleus, reactive oxy-
gen, and nitrogen species start to agglomerate and give rise to high
oxidative stress in many cell parts, including the nucleus [14]. Ag-
NPs strike the cell division and chain of respiration of the bacteria,
leading to complete cell rupture [64].
4. Conclusion

Biocompatible spherical Ag-NPs of the mean diameter of 13 nm
were successfully synthesized, where flower extract of Plumeria
Obtusa served as reducer and stabilizer. The procured Ag-NPs were
characterized and confirmed using different characterization tech-
niques. The synthesis yield was significantly dependent on various
physicochemical criteria such as pH, temperature, time, and added
extract amount. Biosynthesized Ag-NPs were very sensitive to Cr6+

ions in aqueous mediums with a very efficient LoD of 95 ± 02 pM
(recorded at pH � 7.2). The synthesized Ag-NPs also enhanced
the antibacterial action over AgNO3 countered to a gram-positive
bacterium, S. aureus and showed an inhibition zone of 10.8 mm.
Along with having unique optical and chemical properties, low
cost, one-step simple eco-friendly synthesis procedure, and bio-
8

compatibility, the synthesized Ag-NPs show excellent selectivity
towards detecting a carcinogen (Cr6+) and appreciable antibacterial
action (against S. aureus), proposing to be highly useful in the fields
of biosensing and biomedicine.
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  
Abstract—This article presents a novel semi-flexible two port 

multi-input-multi-output (MIMO) antenna with dual circular 
polarization (CP) in the millimeter-wave frequency band (24-31 
GHz) for wearable applications in biotechnologies. The radiating 
circular patch and ground plane are embedded with multiple 
sectoral slots and moon-shaped slots, respectively, for broad 
impedance bandwidth and CP property. The Eθ and Eϕ fields are 
also classified as RHCP and LHCP at 27.10 GHz and 29.53 GHz, 
respectively. The microstrip line feeds the MIMO antenna, which 
is printed on a semi-flexible substrate with an overall electrical 
length of 2.9�� × 1.8�� × 0.04�� at 24 GHz. The antenna is 
designed for homogeneous space conditions (off-body) with a flat 
profile. Its on-body performance capability top-up with bending 
analysis is examined on the surface (chest, hand, and leg) of the 
anatomical Gustav human body model. Further, the MIMO 
diversity parameters are also evaluated in the CST Microwave 
Studio Simulator. Later on, the simulated radiation characteristics 
are testified through in-vitro measurement of the fabricated 
MIMO antenna in free-space and chest mimicking gel-based 
phantom. Lastly, to ensure human shielding, the SAR analysis is 
mapped with the communication link margin to select the input 
power. 
 

Index Terms— Broadband antenna, circular polarization, 
LHCP-RHCP, MIMO antenna, MIMO diversity, millimeter-
wave, on-body antenna, semi-flexible, uplink-downlink 
communication. 

I. INTRODUCTION 

HE wearable wireless technologies are a growing interest 
for many researchers globally due to their various body-

centric applications in the medical/healthcare field, navigation, 
infotainment, sports, armed forces, Internet-of-Things (IoT), 
etc. [1]–[5]. The broad applicability of such wearable  
technologies led to tremendous growth in device usage from 20 
million (in 2015) to 187.2 million (in 2020)  [6]. Wearable on-

body communication devices and microstrip patch antennas are 
the first choices of the research fraternity due to their 
conformability, lightweight, convenient design, robust profile, 
and ease to customize [7], [8].  

The flexibility of wearable antenna is also one of the 
desirable characteristics of its easy placement on curved body 
surfaces [9]. In [10]–[12], liquid materials, elastomeric PDMS 
substrate, conductive fabrics, and mesh-like structures are 
utilized to obtain conformability for the on-body antennas. 
Although these materials facilitate the person’s mobility, such 
techniques still render the cumbersome integration and 
soldering of the antenna components. Also, the bending effects 
of the antenna significantly deteriorate the communication link 
robustness due to reflections and scatterings of the multipath 
EM waves while propagating on the curved body surface [13], 
[14]. The dent in the reliable communication link dramatically 
reduces the data rate. 

As the bending issues in wearable antennas are inevitable, in 
view of the same, the multiple-input-multiple-output (MIMO) 
antennas can overcome this menace. Nevertheless, compact 
wearable antennas can compromise the mutual coupling 
between the antenna elements, and the MIMO designs with 
improved isolations are generally recommended for enhanced 
performance. There are many isolation improvement 
techniques reported in the literature  [15]–[21] but do not fit for 
compact on-body antennas. The optimal placement of the 
antenna elements in the MIMO configuration can achieve the 
desirable miniaturization in the antenna structure [22]. A 
linearly polarized 2-port MIMO antenna design is reported in 
[23] for wearable applications in the lower ISM band. This 
design utilizes the ground plane as radiating element with an 
impedance bandwidth of 20%. In [24], a two-port wearable 
MIMO antenna design is reported on the jeans substrate. This
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TABLE I 
COMPARISON OF THE PROPOSED ANTENNA WITH THE REPORTED ANTENNAS 

 

EBG: Electromagnetic Bandgap ;  ��: not applicable;  −: not given 
 
antenna covers the frequency range from 2.74 to 12.33 GHz. A 
high impedance surface-based MIMO antenna is presented in 
[29] with an operating frequency from 2.4 to 2.49 GHz. It is 
noted that the MIMO designs aforementioned here demonstrate 
linear polarization characteristics. However, the MIMO designs 
with circular polarization (CP) increase the communication 
robustness and reduce the polarization loss and mitigate 
multipath interference, especially during the mobility of the 
person wearing the wearable device [30]. A CP wearable 
antenna in [9] is designed using flexible polydimethylsiloxane 
(PDMS) and silver nanowires. In [31], [32], wideband wearable 
CP filtering antennas are reported. In [22], a wideband CP 
MIMO antenna is designed for wearable biotelemetric devices. 
Indeed, the reported CP antennas can sustain reliable 
communication links and reduce polarization mismatch losses. 
However, they have been restricted to the single-input-single-
output (SISO) port configuration and further limited with the 
limited bandwidth of the 3-dB axial ratio (AR). Furthermore, 
all the reported LP and CP wearable antennas are not designed 
to operate in the mm-wave frequency band. Most of them have 
not considered the antenna conformability and coupling 
reduction between the antenna elements and safety issues, 
which are essential for wearable wireless technologies. In [6], 
the loop based microstrip antenna is proposed at the frequency 
of 60 GHz. A flexible antenna designed using a substrate of 
liquid crystal polymer working in the mm-wave (24-40 GHz)  
was reported in [25]. In [27], a microstrip line-fed circular patch 
operating in the mm-wave range (69.6 GHz) was proposed. In 
[28], a microstrip patch antenna printed on fingernail was 
reported in the mm-wave range (28 GHz), but the authors did 
not perform SAR analysis. All the reported antennas are 
designed for biomedical applications in the millimeter range, 
are linearly polarized, and are restricted to the SISO port only. 
Moreover, most of the antennas have not done bending and 
SAR analysis. While designing the wearable antenna, it is 

critical to ensure low levels of SAR value by minimizing the 
unwanted back radiations from the antenna [33]. In [26], [34] 
adopted the extra layer of electromagnetic bandgap structures 
at the backside of the antenna to lower the back radiations, 
which are usually transformed into heat by the lossy tissues. 
Additionally, to the best of the author’s knowledge, only the 
demonstrated work in [26] has reported the semi-flexible EBG-
backed mm-wave (24 GHz) two-port MIMO antenna for 
wearable applications. Certainly, the reported MIMO antenna 
leads to reduced heat absorption; nonetheless, the antenna could 
not achieve vertical compactness due to its multiplayer profile; 
and was also restricted to the single operating frequency band 
with linear polarization and narrow impedance bandwidth. 
In this paper, for the first time, a novel semi-flexible broadband 
wearable two-port MIMO antenna with vertical compactness 
due to a single layer profile is reported in the millimeter wave 
frequency spectrum (24.14–30.48 GHz). The proposed mm-
wave MIMO design is based on the loading of several sectoral 
slots at the periphery of the circular radiating patch. Each 
sectoral slot in the patch excites the corresponding resonance 
mode. The frequency of each resonance mode can be controlled 
by slot dimensions and its position in the patch. However, in the 
proposed design, all the sectoral patch fins have the same 
dimensions, making the resonance overlap leading to the 
wideband performance. Although the proposed MIMO antenna 
is a bit larger in size; but, still proves its novelty with a strong 
candidature in terms of diversified CP property, broad 
impedance bandwidth, easy-to-use geometry with comparable 
on-body radiation performance (gain and efficiency) and low 
SAR relative to state-of-the-art mm-wave antennas, as shown 
in Table I. Moreover, the lean availability of research articles in 
the literature similar to the proposed work on mm-wave bands 
further justifies the importance of the proposed wearable 
MIMO antenna. The mm-wave bands are also license-free, 

References 
(Year) 

[6] 
(2017) 

[25] 
(2018) 

[26] 
(2019) 

[27] 
(2020) 

[28] 
(2020) 

This work 
(2022) 

Antenna type Microstrip Loop Microstrip Patch Microstrip EBG Circular Patch Microstrip Patch Microstrip Patch 
Profile Planar (SISO) Planar (SISO) Planar (MIMO) Planar (SISO) Planar (SISO) Planar (MIMO) 

Substrate layer Single Single Dual Three Single Single 

Conformal × √ √ × √ √ 

Bending analysis × √ √ × × √ 
Elements �� NA 2 NA �� 2 

Frequency (GHz) 60 28, 36 24 69.6 28 27.10, 29.53 
Polarization Linear Linear Linear Linear Linear RHCP, LHCP 
Area (mm2) 14 × 10.5 11 × 12 27 × 27 3.5 × 3 14.96 × 17.45 36 × 22.5 

Volume (mm3) 169.05 13.2 370.33 11.445 130.53 411.48 
Sim. Enclosure On-body        On-body On-body On-body On body On body 
ARBW (GHz) × × × × × 0.35, 0.94 

On-body gain (dBi) 12.0 8.0-8.76 6.0 6.6 (peak) 7.4 6.1 
Rad. Efficiency (%) 63 90 80.5 - 80 > 80 

Application Biomedical Biomedical Biomedical Biomedical 
Non biomedical 

(5G) 
Biomedical 

1-g SAR (W/Kg) − − − − − 
1.64, 2.18 

(peak) 
Link Margin × × × × × Uplink / Downlink 
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compatible with the growing 5G technologies, and 
predominantly highly resistant to atmospheric attenuation [6]. 
Moreover, in the high-frequency band, the wearable antenna 
can easily satisfy the foremost requirement, i.e., energy 
efficiency, without compromising the requirements such as 
broad bandwidth, robust wireless link, high gain, channel 
capacity, and data rates to fulfill the body-centric applications 
beyond 6 GHz. 

This article consists of seven sections, after the introduction, 
organized as follows: Section II presents the mm-wave MIMO 
antenna design in homogeneous space, followed by its 
operating mechanism and CP property. Section III analyses the 
bending effects of the antenna, and section IV reports the 
antenna performance at different locations on the anatomical 
body model. This section further compares the near-field and 
far-field radiation parameters in simulation and measurement 
scenarios. Section V discribes the numerical calculation of 
MIMO diversity parameters, and section VI shows the safety 
validation of the proposed MIMO antenna through SAR 
evaluation and further checks the communication link capacity. 
Section VII winds up the article with a conclusion. 

II. OFF-BODY ANTENNA PERFORMANCE 

A. mm-wave MIMO antenna design: 

A wideband mm-wave 2-element MIMO antenna consisting 
of two circular-shaped radiating patches is designed on one side 
of the substrate, as shown in Fig. 1. Each antenna element is 
embedded with eleven sectoral slots and fed by a 50 Ω 
transmission line, and the width is calculated using the basic 
antenna design equations. The proposed antenna is printed on a 
semi-flexible material (RT/duroid 5880) having a relative 
permittivity (��) 2.2, loss tangent (tan δ) 0.0004, and thickness 
(ℎ) 0.508 mm. Fig. 1(a) presents the front view of the antenna 
design, in which a slotted circular patch of radius �� is fed with 
a microstrip line. All the metallic sectoral patch fins have the 
slant length �� (�� = ��) with an arc angle ��; except the fin 
(arc angle ��) connected with the feedline. The sectoral slots 
have dimensions �� (�� = ��) with an arc angle ��. A 
defected ground plane (Fig. 1(b)) embedded with two moon-
shaped slots (with radius �) is printed on the bottom side of the 
substrate. The overall footprints of the proposed MIMO antenna 
design are 22.5×36.0×0.508 mm3, and the optimized 
dimensions are given in Table II. 

 
B. MIMO antenna operating mechanism: 

The design iteration of the proposed MIMO antenna structure 
is shown in Fig. 2. The corresponding simulated S-parameters, 
axial-ratio (AR), and total gain in the far-field are presented in 
Fig. 3 (a and b). Initially, simulation in electromagnetic (EM) 
software CST Microwave Studio is iterated with design-1, 
consisting of two circular-shaped radiating patches connected 
with the respective feedlines, and the ground plane is intact. The 
single element of design-1 provides the two resonant peaks at 
25.7 and 29 GHz, as validated from the impedance plot in Fig. 
4. The resonant frequency (fr) is calculated using the following 
equations (1-2) [29] by treating the radiating patch as a circular 

waveguide [35], [36]. 

 

 

Fig. 1 Proposed MIMO antenna geometry (a) Front view (b) Bottom view. 

TABLE II 
DESIGN PARAMETERS OF THE PROPOSED ANTENNA (IN MM) 

 

Fig. 2 Design iteration steps of the proposed mm-wave MIMO antenna. 

Symbol Value Symbol Value Symbol Value 

� 22.5 �� 5.45 ��� 5.07 

� 36.0 � 7.63 ��� 15.14 

�� 8.84 � 6.8 �� 21.17° 

�� 1.48 �� 5.1 �� 8.83° 

�� 5.45 �� 6.45 �� 38.83° 
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(a) 

 

(b) 
Fig. 3 Simulated results of the proposed mm-wave MIMO antenna (a) S-
parameters (b) A.R and gain. 
 

�� =
�����

2���√��

                                                    (1) 

�� = �� �1 +
2ℎ

�����
��� �

���

2ℎ
� + 1.7726��

�/�

               (2) 

Here, �� = velocity of light in vacuum, �� = effective radius of 
the circular patch. Design-1 operates in the dual mode TM21 

(���= 5.135) and TM31 (���= 6.110); where ‘n’ refers to the 
number of circumferential variations and ‘m’ refers to the radial 
variations. As shown in the current distribution (Fig. 5), at 25.7 
GHz and 29 GHz, direction of the current varies twice and 
thrice in the radial direction, respectively; while travelling the 
circular boundary of the patch in the circumferential direction. 
However, a bit of asymmetry in the lower half of the surface is 
due to the feed microstrip line. However, at both the modes 
design-1 with r2 = 6.45mm (≈ ��/2) is found to be non-
resonating structure as |S11| is > -10dB in the targetted mm-wave 
frequency band (24-31 GHz). 

In order to obtain the impedance matching in the band of 
interest, a sectoral slot is embedded in the patch of the single 
element, and when rotated at the particular location on the patch 

makes the structure to resonate at different frequencies, as 
shown in Fig. 6. 

 

Fig. 4 Input impedance plot for the single element of design-1. 

 

Fig. 5 Current distribution (0 deg. phase) on the surface of the single element 
of design-1 (a) 25.7 GHz  (b) 29.0 GHz. 
 

Therefore, six sectoral slots with the optimized dimensions (l2 
and θ2) are incorporated in the two circular patches of 
symmetrical design-2. The design-2 iteration provides the two 
peaks at 24.12 GHz and 27.5 GHz, but still, the antenna 
structure stays non-resonant (see Fig. 3a). Subsequently, on 
increasing the optimized sectoral slots upto eleven in each 
element without losing the symmetricity, sectoral patch fins in 
the structure of design-3 resonated at five modes (24.16 GHz, 
27.68 GHz, 29.59 GHz, 30.89 GHz, and 31.55 GHz) with fairly 
improved matching. Also, the -10 dB bandwidth is more than 
500 MHz in most of the frequency bands. Fig. 7 shows the 
current distribution on the patch surface of design-3 at the first 
two resonant modes for brevity. At 24.16 GHz, on fins-1 to 6, 
the current with high intensity (red colour vectors) is going 
outside towards the periphery, whereas on fins-7 to 11, the 
current with high intensity going inside towards the centre. 
Note, fin-9 can be treated as a combination of two fins. From 
the surface current distribution, we can observe that in design-
3 the combination of different patch fins makes a wave of 
different modes that are encircling the patch periphery. 
Therefore, different combinations of patch fins are providing 
different resonances (see Fig. 3a). Moreover, most of the 
radiation takes place only from the edges of the slot, and the 
current on the periphery of the patch fins is not contributing to 
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the radiation significantly (because opposite current vectors 
cancel each other). In contrast, the current on the edges of the 
particular slot is in the same direction. Finally, to achieve the 
wide mm-wave frequency band of interest (24-31 GHz), all the 
resonating modes are merged by adding a moon-shaped slot 
(each with a diameter of length ��) beneath the patch in the 
ground of the proposed design-4. 

 

 

(a) 

 

(b) 

Fig. 6 Simulated |S11| results of the single element of design-1 for different 

angular position of a sectoral slot on the circular patch. 

 

Fig. 7  Current distribution (0 deg. phase) on the patch surface of design-3 at 
the first two resonant modes only for brevity. 
 

This design iteration provides the simulated impedance 
bandwidth from 24.14 to 30.48 GHz, as the moon shaped slots 
sustained the purely resistive impedance in the whole frequency 
range. Design-4 is the proposed MIMO antenna. Further, the 
|S11| value also improves to -37.29 dB and -34.33 dB at the two 
resonant frequencies, 25.11 GHz and 28.08 GHz, respectively.  
Additionally, the EM radiations from design-3 are circularly 
polarized (CP) at only 29.96 GHz with 3-dB bandwidth of 80 
MHz, whereas the proposed design-4 is circularly polarized at 
27.10 GHz and 29.53 GHz with wide impedance bandwidth due 
to the two moon-shaped slots in the ground plane. The 
simulated 3-dB AR bandwidth is 350 MHz and 940 MHz, 
respectively, with a total gain > 4dBi in the whole impedance 
bandwidth and a peak gain of 6.1 dBi at 26.08 GHz, shown in 
Fig. 3(b). Noted, when the sectoral slots are less than seven, 
design-1 and -2 do not exhibit CP characteristics. Hence, it 
verifies that CP characteristics are achieved due to the 
combination of moon-shaped slots in the ground plane and 
optimized eleven sectoral slots in the circular patch. 
Furthermore, the two antenna elements are well isolated from 
each other as simulated |S12| is < -25 dB in the entire frequency 
band. To have low mutual coupling, both the antenna elements 
are kept isolated from each other with the optimized edge-to-
edge separation distance (�) of ≈ ��/2 at the lower resonant 
frequency (fr = 25.11 GHz) in the wideband range. 
 
C. Circular polarization: 

The proposed MIMO antenna (design-4) radiates CP waves 
at 27.10 GHz and 29.53 GHz. At both frequencies, the 
vertically polarized electric field Eθ along the slant length of the 
fins and horizontally polarized field Eϕ in the radial direction of 
the fins can be elaborated by the surface currents on the sectoral 
patch and the slotted ground plane, as shown in Fig. 8(a-b). For 
brevity, the current distribution density is shown for port-1 
only. For CP radiation, amplitudes of Eθ and Eϕ must be equal, 
and their phase difference should be 90°. The 90° phase 
difference between the two radiations is obtained by having the 
slant length of each fin around half-wavelength  ��/2 at the two 
frequencies of the proposed antenna. At 27.10 GHz, the 
combined current vectors in the radial directions of all the fins 
leading to the Eϕ fields circulated in +ϕ direction (anticlockwise, 
i.e., RHCP) as time-phase (�t) changes quarterly from 0° to 
90°. In addition, the current on the periphery of the moon-
shaped slot in the ground plane travels in a clockwise (LHCP) 
direction in a phase quadrature that also supports RHCP 
radiation in the broadside. At 29.53 GHz, the Eϕ fields 
circulated in −ϕ direction (clockwise, i.e., LHCP) as �t 
changes quarterly. Moreover, the current on the periphery of the 
ground plane’s slot travels in an anticlockwise (RHCP) 
direction in a phase quadrature that supports LHCP radiation in 
the broadside. As surface currents due to each element of the 
proposed mm-wave MIMO antenna structure provides Eϕ fields 
in two different directions (+ϕ and –ϕ), while Eθ fields in the 
same direction (fin’s slant length)  at both the resonant modes; 
therefore, in broadside, the MIMO antenna radiates the RHCP 
waves at 27.10 GHz, and LHCP waves at 29.53 GHz. This 
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working mechanism is also consistent with Alford’s loop 
antenna [37]. 

 

Fig. 8 Simulated surface current distribution on the patch (thin arrows) and 
ground plane (thick arrows) at �t = 0° (left) and 90° (right) for port-1. 

 

Fig. 9 The proposed MIMO antenna in bent form with radius Rx and Ry in x-
and y-direction, respectively. 
 

III. CONFORMABILITY OF MIMO ANTENNA 

For wearable applications, this analysis is significant to carry 
out as the structure of the MIMO antenna, when placed on the 
body parts (chest, hand, and leg), can bend with the body 
curvature and detune the performance characteristics [18], [38], 
[39]. For such analysis, performance is characterized when the 
MIMO antenna structure is bent along x-and y-directions with 
radius Rx and Ry, respectively, as shown in Fig. 9. The radius 
values in both directions are chosen as per the typical body 

curvature [26].  

 

 

Fig. 10 Comparison of simulated and measured (worst case) results when the 
MIMO antenna is flat and in bent form with radius RX (a) |S11| and (b) A.R. 

 

 

Fig. 11 Comparison of simulated and measured (worst case) results when the 
MIMO antenna is flat and in bent form with radius RY (a) |S11| and (b) A.R. 
 

From Fig. 10(a-b), it is evident that the overall simulated -
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10dB |S11| bandwidth, including the two resonant peaks and 3-
dB AR bandwidth at both the resonant frequencies, shifts 
slightly to the lower frequency without any effective detuning 
in the performance when the bending gets more prominent in 
the x-direction. Moreover, a similar shift to the lower frequency 
with inconsequential detuning in the overall results is also 
observed when the bending gets notable in the y-direction, as 
shown in Fig. 11(a-b). The shift to the lower frequency relative 
to the flat version is expected as the current path on the radiating 
patch gets elongated due to bending in both directions. The 
measured results (measurement scenario for the bent antenna is 
shown further in Fig. 16(b)) for the worst bending scenario (Rx 

= 15mm, Ry = 20mm) are exceptionally following the 
corresponding simulated curves with noticeable variation in 
bandwidths and impedance matching. The simulated and 
measured gain and radiation efficiency of the proposed MIMO 
antenna is also analyzed for the worst bending scenario as 
shown in Fig. 12. The efficiency is more than 80% in the entire 
impedance bandwidth and gain improves to more than 5 dBi as 
unwanted coupling may have reduced between the elements 
due to bending. Notably, the measured performance for the 
worst bending cases follow the simulated performance 
convincingly, therefore, the proposed MIMO antenna is 
interestingly immune to the possible bending issues. 

 

Fig. 12 Comparison of simulated and measured (worst case) gain and radiation 
efficiency when the MIMO antenna is flat and in bent form with radius Rx and 
Ry. 

IV. ON-BODY ANTENNA PERFORMANCE  

In this section, the performance of the proposed MIMO antenna 
in terms of AR, gain, and S-parameters is analyzed and reported 
in the presence of a realistic anatomical human body model. 
The antenna structure is placed on different body parts (chest, 
hand, and leg) of the 3-D Gustav voxel model, as shown in Fig. 
13. Noteworthy, the gap between the skin surface and the 
MIMO antenna is taken as 4 mm to consider the real-time 
framework where the whole antenna system and circuitry 
module are placed over the body-worn clothes. Generally, in 
normal cases, the thickness of the clothes can be 1-6 mm, and 
beyond 6 mm, the antenna performance can be expected to 
resemble the off-body case as sufficient free space cover the 
area beneath the ground plane. Noted, the frequency domain 
simulations are carried out in the EM simulator CST using a 
workstation (32 cores and 1-TB RAM). Each full wave 
simulation takes about 90 minutes to execute. 

Fig. 14(a) compares simulated S-parameters for both the cases: 
on-body and off-body. It is observed that the impedance 
matching of the proposed MIMO antenna, particularly at the 
two resonant frequencies, gets worst hit by the body tissues. 
The cases of leg and hand are influenced the most as the 
curvature of these body parts may have restricted the current 
flow on the antenna, but for the chest, matching is flawless as 
the chest resembles a somewhat flat case. The higher frequency 
band shifts to the right by more than 1 GHz compared to the flat 
case, but the entire impedance bandwidth remains intact and 
acceptable. Further, the transmission coefficient (|S12|) stays 
well below -30 dB in the entire bandwidth for the on-body case. 
From Fig. 14(b), it is also noticed that the AR bandwidth and 
gain also exposes to some insignificant variations compared to 
flat case, but the far-field attributes stay almost stable for 
different locations of the proposed antenna on the human body. 

 

Fig. 13 The different locations of the proposed MIMO antenna on the surface 
of the anatomical voxel based Gustav human body model. 
 

Fig. 15 shows the fabricated prototype of the proposed MIMO 
antenna structure where the feed line is connected to a 
connector. Also, the adopted an off-body scenario to measure 
S-parameters in flat and bent form is shown in Fig. 16 (a and 
b), respectively. For easy bending, the bent antenna is backed 
by the 20 mm thick foam (�� ≈ 1) to mimic free space beneath 
the ground plane and it is placed on the curved adhesive tape. 
Fig. 17 shows the on-body approach we adopted to measure the 
S-parameters of the MIMO antenna at 4 mm height (including 
cloth layer) over the body parts of the living human body. 
Noteworthy, for on-body measurement of AR, gain, and 
radiation patterns, the fabricated MIMO antenna is placed over 
the chest mimicking phantom in a plastic container of size 120 
× 80 × 40 mm3 inside an anechoic chamber. As the dielectric 
properties of the human body are anisotropic in the environment 
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[40], the gel-based phantom is developed using the recipe 
provided in [41], [42] to mimic the real chest tissues at 27.10 
GHz and 29.53 GHz. Fig. 18(a) shows the comparison of 
measured S-parameters for both the cases: on-body and off-
body. As expected after observing the simulated |S11|, the 
measured |S11| shifts to the higher frequency, whereas 
impedance matching is improved without any loss in the entire 
bandwidth for both on-body and off-body scenario. 

 

 

Fig. 14 Simulated results when the proposed MIMO antenna is placed on chest, 
hand, and leg of the realistic body model (a) S-parameters (b) A.R and gain. 

 

Fig. 15 Fabricated prototype of the proposed mm-wave MIMO antenna. 
 

For the case of leg and hand, the shift is more with respect to 
the chest and flat case. The measured AR and gain in Fig. 18(b) 
are not harshly affected and follow the simulated results 
satisfactorily with improved 3-dB bandwidth for both on-body 
and off-body cases [43], [44]. The measured |S12| < -20 dB in 
the entire measured impedance bandwidth of the proposed 

antenna varies from 23.96 to 31.41 GHz, and the measured AR 
bandwidth varies from 25.84 to 27.35 GHz and 28.57 to 29.85 
GHz. It is worth to be mentioned that the measured performance 
of the proposed MIMO antenna is well tuned with the 
simulation, and the results are acceptable as evident from Fig. 
18. In Table III, the simulated and measured impedance 
bandwidth and AR bandwidth are compared for different 
positions of the MIMO antenna located on the human body. 
From this comparison, it is inferred that the performance of the 
proposed MIMO antenna is strongly immune for different 
positions on the human body. 

 

Fig. 16 Off body scenario to measure S-parameters of the fabricated MIMO 
antenna prototype (a) antenna in flat form (see inset) (b) antenna in bent form 
(see inset). 

 

Fig. 17 On body scenario to measure S-parameters of the fabricated MIMO 
antenna prototype. 

 

(a) 
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(b) 
Fig. 18 Comparison of simulated and measured results for off body and on-
body scenario (a) S-parameters and (b) AR and gain. 
 

The radiation pattern performance is studied for the proposed 
MIMO antenna for off-body (flat case) and on-body (chest) 
scenario as demonstrated in Fig. 19(a-b), and the corresponding 
measurement setup is shown in Fig. 17. Note, for the on-body 
performance, the RHCP and LHCP radiation patterns are 
simulated over the chest of the anatomical voxel human model 
but measured over the custom-made chest phantom. 
 

TABLE III 
COMPARISON OF IMPEDANCE AND AR BANDWIDTH 

 

 

Fig. 19 Radiation pattern measurement setup in anechoic chamber (a-b) off-
body.  
 
Although the radiations patterns are measured in free space also 
for the flat case, for brevity, only the measured radiation 
patterns (received power distribution) for the on-body case are 
presented in Fig. 20; which shows 2D normalized LHCP and 
RHCP radiation patterns at 27.10 and 29.53 GHz in the 
principal elevation planes E-plane (� = 00) and H-plane (� = 

900). The pattern plots show that at 27.10 GHz, measured 
RHCP surpassed LHCP by more than 20 dB and 9.34 dB in the 
zenith position (θ = 0˚) and in the azimuthal position (θ = 90˚), 
respectively. Whereas, at 29.53 GHz, LHCP surpassed its 
counterpart radiation by more than 25 dB and 12 dB  in the two 
positions, respectively. Overall, the patterns resemble the 
omnidirectional property at both frequencies by having good 
radiation coverage at all the upper and lower hemisphere angles 
in both the principal planes. The stable measured far-field 
performance in the vicinity of the chest phantom demonstrates 
the proposed MIMO antenna as an excellent candidate for 
biomedical applications in the mm-wave range. 

 

 

Fig. 20 Comparison of simulated and measured RHCP and LHCP patterns in 
on body scenario (chest) (a) � = 00 plane (b) � = 900 plane 

V. DIVERSITY PERFORMANCE OF THE MIMO ANTENNA 

This section presents the study of diversity parameters of the 
proposed mm-wave MIMO antenna when placed on the human 
chest to ensure the on-body performance quality in the MIMO 
configuration. The results are derived only for the on-body case 
(chest) for brevity. The simulated diversity parameters are 
further validated through comparison with the measured results. 

A. Envelop Correlation Coefficient (ECC) and Diversity Gain 
(DG) 

The ECC parameter signifies the difference in the radiation 
performance of an individual antenna element from the nearby 
elements. Ideally, the ECC should be zero for uncorrelated 
MIMO antenna elements, and practically, ECC < 0.5 is 
acceptable. The expression for ECC is given by (5) [45], [46]. 
In this 2-port MIMO system, ECC is evaluated using far-field 
radiation patterns. Here, the cross-polarization rate (���) is 
defined as [46]: 

��� =
��

��

= 1 

MIMO 
Position 

Sim. |S11|  
B.W (GHz) 

Meas. |S11|   
B.W (GHz) 

Sim. A.R 
B.W (GHz) 

Meas. A.R 
B.W (GHz) 

Flat  
(Air) 

24.13−30.48 23.96−31.41 26.91−27.42 
29.18−30.16 

26.37−27.15 
28.57−29.78 

Chest 23.75−30.39 23.99−31.66 26.04−27.05 
28.67−29.62 

26.63−27.27 
28.70−29.81 

Hand 23.72−30.72 23.64−30.87 26.03−27.17 
28.62−29.96 

26.38−27.35 
28.71−29.80 

Leg 23.67−30.82 23.69−31.15 26.08−27.12 
28.66−29.84 

25.84−27.28 
28.77−29.85 
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Further, the impact on the transmitted power due to diversity 
performance can be observed from diversity gain (��) of the 
MIMO antenna, which can be expressed as (6): 
 

�� = 10�1 − |����|�                                           (6) 

 
In Fig. 21, the simulated and measured values of ����  are 
consistently < 0.003 in the entire operating mm-wave band (24-
31 GHz). Since, the ECC depends upon the x-polarization level, 
and x-polarization value is low for the proposed MIMO antenna 
design, therefore, the ECC values are low. The lesser value of 
����  indicates the good decoupling characteristics of the 
proposed MIMO antenna for the on-body scenario. Moreover, 
both simulated and measured diversity gain (��) of the 
designed antenna stays above 9.9 dB across the entire 
impedance bandwidth. 

 

Fig. 21 Simulated and measured ECC and diversity gain of the proposed MIMO 
antenna. 

B. Mean Effective Gain (MEG) 

The gain performance of the proposed MIMO antenna can be 
analyzed by the MEG parameter (ξ), and its expression is given 
by (7) [34]: 
 

� =
��

���

= � � �
���

1 + ���
× ��(�, �)��(�, �)

�

�

��

�

+
1

1 + ���

× ��(�, �)��(�, �)� ��������                (7) 

 
Here, �� and �� represent the power gain patterns of the 

designed antenna. Noted, the difference between the MEG of 
the two ports should be < -3 dB in the case of a two-port MIMO 
configuration. The comparative results of MEG for port-1 and 
-2 are demonstrated in Fig. 22, where the MEG values for both 
the ports are not exceeding -6 dB across the operating frequency 
band. 

C. Total Active Reflection Coefficient (TARC) 

The TARC values signify the variation in reflection 
coefficient with a change in the phase angle of the signal 
feeding to the port. For the proposed two-port MIMO antenna 
elements, the TARC (�) is given by (8) [47]: 
 

� = �
|(��� + ������)|� + |��� + ������|�

2
               (8) 

 
here, θ = signal phase angle, S11/S22 = reflection coefficients of 
port 1/port 2, and S12/S21 = isolation between port-1 and -2. The 
calculated value of � for the designed antenna is shown in Fig. 
23. The phase of the input signal is varied from 0 to 1800 with 
regular intervals of 450. The value of � for different phase 
angles of the exciting signal is stable across the entire frequency 
band, which indicates the low mutual coupling between the two 
antenna elements. 

 

Fig. 22 Simulated and measured MEG for port-1 and -2 of the proposed MIMO 
antenna. 

 

Fig. 23 Calculated TARC at different angles of the proposed MIMO antenna. 
 

D. Channel Capacity Loss (CCL) 

The CCL (�ℂ) for MIMO antenna is defined as the flow of 
EM signal with maximum achievable data rate and with least 
distortion. The value of �ℂ can be calculated as (9) [48]: 
 

�ℂ = − log����(δ)                                                       (9) 
 
and, 
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∩��  ∩��

   
∩��  ∩��

� 

where, 
 

∩��= 1 − [|���|� + |���|�] 
∩��= −[���

∗ ��� + ���
∗ ���] 

∩��= −[���
∗ ��� + ���

∗ ���] 
∩��= 1 − [|���|� + |���|�] 

The comparison of �ℂ between its simulated and measured 
values are depicted in Fig. 24. The measured value of �ℂ is < 
0.26 bits/s/Hz which is quite acceptable over the desired 
millimeter frequency band. 

 

Fig. 24 Simulated and measured CCL of the proposed MIMO antenna. 
 

E. Multiplexing Efficiency (ME) 

Another important parameter of the MIMO antenna is 

multiplexing efficiency ��������� and it is given by (10) [49]: 

������� = �����[1 − |�|�]                                            (10) 

here, �� , �� are the radiation efficiencies of two radiating 
structures, and � = complex correlation coefficient between 
these two radiating elements (�. �. � = |����|�). The maximum 
multiplexing efficiency of the proposed MIMO antenna on the 
chest is found to be -0.43 dB throughout the operating 
frequency band. 

VI. COMMUNICATION LINK 

A. Specific absorption rate: 

The absorption of EM radiations emitted from the antenna 
operating in close contact with the human body ultimately 
raises the temperature of the surrounding tissues. The excess 
tissue heating beyond the permissible limit can be life-
threatening. At present, the exposure to the EM radiations is 
estimated by the dosimetric quantity, specific absorption rate 
(SAR). In our work, the SAR is evaluated numerically when the 
proposed MIMO antenna is placed 4 mm above the chest of the 
Gustav voxel model in the simulator. The evaluation is done 
considering the strictest of all, IEEE C95.1-1999 guidelines, 
which restrict the average SAR to 1.6 W/Kg for 1g of cubic 
tissue [50]. As the typical maximum value for wearable devices 
is 50 mW (17 dBm), therefore, when the single antenna element 
is given 50 mW of input power, the surrounding tissues in the 
neighbourhood of the chest provide the 1-g peak SAR value of 

2.18 W/Kg and 1.64 W/Kg at 27.10 GHz and 29.53 GHz, 
respectively. It is noticeable from Fig. 25 that the maximum 
absorptions are just below the slot in the ground, and the 
remaining intact ground plane is acting as a shield and 
preventing the exposure to harmful radiations. Conforming to 
the IEEE guidelines, the SAR value of the single element of the 
proposed MIMO configuration can lead to 1.6 W/Kg, only 
when excited with maximum input power of 36.70 mW (15.65 
dBm) and 48.78 mW (16.88 dBm), respectively. As the 
transmitter power values of the wearable devices are in the 
order of 0.1 mW (-10 dBm) [22], therefore, the operation of the 
MIMO antenna can be satisfactorily adopted for practical use 
in the mm-wave frequency band. 

  

Fig. 25 Peak SAR distribution for the proposed MIMO antenna on chest of the 
realistic Gustav human body model. 
 

B. Link margin: 

To investigate the communication capacity of the proposed 
wearable mm-wave MIMO antenna, the link calculations are 
performed in two different layouts at resonant frequencies 
27.10 GHz and 29.53 GHz. For brevity, polarization losses are 
neglected, and the antennas are assumed to be perfectly 
matched with 50Ω impedance at both the mm-wave frequencies.  

 
Layout-1(uplink): In this scenario, the MIMO antenna is 
considered to be located on the body surface (chest) and acts as 
a transmitter (Tx); whereas the ideal ��/2 long dipole antenna 
is assumed to be a receiver (Rx) installed in free space at a 
distance (d) from the Tx. Note that the transmitted power (Pt) is 
fixed at 10 dBm and 27 dBm, and Rx gain (Gr) is taken as 2 dBi 
to simplify the demonstration of uplink communication. 
Thereafter, the received power (Pr) is calculated by (11), where 
the Tx gain is �� and PL signifies the inevitable free-space path 
loss. The path loss in (12) can be controlled by the Tx−Rx 
distance [27]. Here, � is the free-space path loss exponent. In a 
multipath propagation environment, � becomes 1.5 for a line of 
sight (LOS) and 3.0 for non-line of sight (NLOS) 
communication, respectively. The Gaussian distribution with 
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standard deviation � gives the shadowing factor ��(taken as 0 
dBm in this article) and the reference distance (��) is taken as 
1.0 m [40].  

��(���) = ��(���) + ��(��) + ��(��) − ����(��)      (11) 

����(�) = 10� log�� �
�

��
� + 20 log�� �

���

��
� + ��         (12) 

From Fig. 26, it is observed that the MIMO antenna with high 
transmit power (27 dBm) can enable the dipole antenna with 2 
dBi gain to receive more than -50 dBm and -65 dBm power up 
to 10 m distance during LOS and NLOS link, respectively. 
Further, when the transmitted power is reduced to 10 dBm, the 
dipole antenna can still sufficiently receive more than -60 dBm 
and -80 dBm power up to 5 m distance during LOS and NLOS 
link, respectively. Moreover, the received powers at both the 
frequencies are comparable because at higher frequencies, the 
high radiation efficiency and path loss both get balanced. As per 
the SAR analysis, the maximum transmit power of 16 dBm can 
be delivered to the MIMO antenna within the safe limits; 
therefore, our investigation concludes that the proposed antenna 
can conduct reliable uplink communication with the highly 
sensitive mm-wave base-station transceivers up to a long and 
sufficient distance of 10 m. 

 

Fig. 26 Received power by the dipole antenna as a function of Tx−Rx distance 
in LOS and NLOS uplink communication. 
 
Layout-2(downlink): In this scenario, the wearable MIMO 
antenna on the body surface (chest) acts as a receiver (Rx); 
whereas an implantable capsule antenna for endoscopy 
applications is assumed to be a transmitter (Tx) with Pt = −4 
dBm located inside the stomach at a distance (d) from the Rx. 
The link margin (LM) is calculated using (13-18) to simplify 
the demonstration of downlink communication, and the link 
budget parameters are shown in Table IV. The available power 
from the Tx antenna is derived from (14), and the required power 
at the Rx antenna is derived from (15) for different bit rates such 
as 25 Mbps, 50 Mbps, 75 Mbps, and 100 Mbps. 
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TABLE IV 

 LINK BUDGET PARAMETERS FOR DOWNLINK COMMUNICATION 
 

Transmitter (Implant Antenna) 

Frequency, f (GHz) 27.10∕29.53 
Transmit power, Pt (dBm) -4 

Transmit antenna gain, Gt (dBi) -27 
EIRP (Pt + Gt) (dBm) -31 

Propagation 

Distance, d (m) 0-5 
Free space loss, Lf (dB) Adaptive (distance) 

Receiver (Wearable Proposed MIMO Antenna) 

Receive antenna gain, Gr (dBi) 4.1 
Ambient temperature T0 (K) 293 

Boltzmann constant, k 1.38×10-23 
Noise power density, N0 (dB/Hz) -203.9 

Signal  

Bit rate, Br (Mb/s) 25, 50, 75, 100 
Bit error rate 1×10-5 

Eb/N0 (ideal PSK), (dB) 9.6 
Coding gain, Gc (dB) 0 

Fixing deterioration, Gd (dB) 2.5 

 
To have a satisfactory communication link, 10-20 dB LM is 
chosen as a reference in this paper. From Fig. 27, it can be seen 
that the MIMO antenna can communicate effectively even for 
a high data rate of 100 Mbps up to a distance of 5 m with 10 dB 
LM. Note that the LM at a higher frequency is lower relative to 
a lower frequency for the same data-rate. This behavior can be 
expected due to the fact that the path loss increases as the 
frequency increases. Further, when the separation distance 
reduces to less than 1 m, as is typically the case between the 
wearable and implantable capsule antenna, the LM improves to 
40 dB. This concludes the strong candidature of the proposed 
MIMO antenna to handle high data rates at mm-wave 
frequencies. 

 

Fig. 27 Calculated link margin with varying data rates between reference 
implantable antenna and the proposed MIMO antenna. 

VII. CONCLUSION 

This article, for the first time, reported a semi-flexible 
circularly polarized two port MIMO antenna for wearable 
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application. The antenna operates in an mm-wave broad 
frequency range varying from 24 to 31 GHz, with RHCP 
radiations at 27.10 GHz and LHCP at 29.53 GHz. The 3-dB AR 
bandwidth varies from 25.84 - 27.35 GHz and 28.57 - 29.85 
GHz, respectively. The antenna’s performance in bending 
profiles along x and y-direction proved to be robust with a 
marginal shifting of the results to the lower frequency relative 
to the flat profile as the current on radiating patch gets elongated 
due to bending. In the on-body study, the MIMO antenna is 
located 4 mm above the surface of the chest, hand, and leg of 
the realistic voxel based Gustav human model. The S-
parameters for the case of hand and leg are worst affected with 
degraded impedance matching as the tissue surface is curved. 
But, in the case of the chest, the frequency response is least 
impacted due to the flat tissue surface. Nevertheless, the overall 
far-field performance stayed intact for on-body, as compared to 
off-body performance. Also, the diversity parameters of MIMO 
design are reported to demonstrate the quality of the proposed 
antenna in terms of ECC, DG, MEG, TARC, CCL, and ME.  
Further, the measured performance both in free space and on 
the surface of a custom-made in-vitro phantom is validated 
through comparison with the simulation. Finally, for safety 
concerns, the maximum input power of 40 mW and 47 mW is 
designated for the proposed antenna to avoid excess heating, 
followed by an on-body and off-body link study. In conclusion, 
the proposed mm-wave MIMO antenna is an excellent 
candidate for wearable biotechnologies.  
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            Abstract. Construction over Plastic soil can cause 

adverse effects on the performance of                            the earth structures, due 

to the low load carrying capacities of such soils. Many civil engineering 

structures like buildings, Major and Minor bridges, Under passes, and Flyovers 

collapse and undergo crack formation in areas where Plastic soil with poor 

load carrying capacity is present. Geosynthetic reinforcements have 

successfully been used in recent times as a low cost method for reinforcing 

such soils to improve their stability and bearing capacity. However, to recover 

significant benefit from the geosynthetics, the materials need to be placed at 

optimum locations within the foundation. Hence, in this paper, small scale 

laboratory footing tests have been performed to study the effect of depth of the 

first layer of reinforcement (u), Number of reinforcement layers (N), width of 

reinforcement (b) and the vertical spacing between reinforcements (h). The 

results obtained demonstrated that the placement and the loading condition of 

the geosynthetics greatly influences the bearing capacity of the foundation. 

The results obtained from the experimental analysis were used for the 

computation of a regression model in R Studio, for the determining the load 

carrying capacity of reinforced Soil foundation. The model presented obtained 

a confidence level of more than 95%, when parameters significant for the 

computation of load carrying capacity of square footing were included, thus 

showing great convergence with the experimental results 
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1. Introduction 

            In Geotechnical engineering, failure of a foundation constructed over Plastic soil 

is a very prevalent issue. The foundation may lose its stability due to poor load 

carrying capacity of the surrounding soil, which results in higher settlements 

than the acceptable values and deterioration in the load carrying capacity of the 

soil. Many researchers have proffered many solutions to mitigate these 

problems, through different soil improvement techniques. The first 

comprehensive study on soil reinforcement was conducted by [1], wherein 

aluminium strips were used to reinforce the sand beds. [2] examined the 

performance of strip footings on geogrid reinforced sand bed over a soft clay 

slope. The study showed that the use of geogrid layers in the replaced sand not 

only significantly improves the performance of footing but also leads to high 

reduction in the depth of reinforced sand layer required to achieve the allowable 

settlement. [3] carried out the laboratory model footing tests on reinforced soil 

bed and reported their results as a comparative study of effectiveness of geogrid 

and geotextile as soil reinforcement. The results showed that the geogrid is more 

efficient than the geotextile in respect of bearing capacity of foundation on 

reinforced sand. In in this paper, small scale laboratory tests have been 

performed and obtained results are presented. 

2. Material used: 

2.1  Soil: The geotechnical properties of the soil were determined as per 

Indian standards listed in Table 1. The soil was classified as a low 

compressible soil. 

2.2  Geosynthetics: A single type of geogrid, and geotextile were used 

in this study. The geogrid used was bi-oriented and was made of 

polypropylene thermoplastic, whereas, the Geotextile used was 

woven type also made of polypropylene material. The material 

testing certificate of geosynthetics as provided by the manufacturer 

is tabulated in Table 2.  The geogrid and geotextile in the study have 

been represented by GGR and GTX respectively, throughout the 

study. 

Table 1. Geotechnical properties of soil  

Properties Values Protocols/Standards 

Specific Gravity 2.67 IS 2720 (Part III) 

Liquid limit (%) 29 IS 2720 (Part V) 

Plastic limit (%) 20 IS 2720 (PartV) 

Plasticity index (%) 9 IS 2720 (Part V) 

Maximum dry Unit 

Weight (kN/m3) 
17.6 IS 2720(Part VII) 
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Optimum Moisture 

Content (%) 
15 IS 2720(Part VII) 

Angle of Friction 22˚ IS 2720 (Part XI) 

Table 2. Technical characteristics of geosynthetics (Courtesy: Supplier’s 

Data)  

Geosynthetic Property Data Unit Test Method 

Geogrid 

Mesh Type Quadrangular apertures - - 

Polymer Type Polypropylene - - 

Aperture Size 30 × 30 (MD × CMD) mm - 

Stiffness at 

0.5% Strain 
550 × 350 (MD × CMD) kN/m ISO-10319 

 

 

Geotextile 

 

 

 

Tensile 

Strength 
475 × 384 ( MD × CMD) kN/m IS 1969 

Opening Size 0.075 mm 
ASTM 

D4751 

Weight of 

fabric 
200 g/m2 

ASTM 

D5261 

Elongation at 

break 
30 × 28 (MD × CMD) (%) IS 1969 

3. Experimental Setup 

3.1  Preparation of test bed 

Test bed was prepared with dimensions of 750 mm × 450 mm × 600 

mm (L × B × H). Initially the soil was air dried and pulverized and then 

it was compacted at its maximum dry unit weight of 17.6 kN/m3. 

Predetermined water content was thoroughly mixed to soil to achieve 

the optimum moisture content, i.e. 15%.  In case of unreinforced 

condition, soil was compacted in three lifts, whereas for the reinforced 

case, the thickness of each lift was decided according to the spacing 

between the reinforcements. The soil was then poured into the tank and 

compacted using a rammer with a base of 150 mm diameter up to a 

marked height. During the test, the height of fall of the rammer, number 

of blows to be given, and the required amount of soil sample was 

determined to maintain the condition of uniformity of soil sample in the 

tank.  At the end of compaction, a spirit level was used to check the 

alignment of the horizontal surface of prepared test bed. 

3.2  Layout of Geosynthetics 

The geosynthetic configurations were decided according to testing 

procedure described in the testing programme i.e. at the respective u/B, 
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b/B, h/B, ratios, and number of reinforcement layers N. All the Five 

different dimensionless parameters (i.e. u/B, b/B, d/B, N and h/B) were 

varied to ascertain the optimums in geosynthetic placements. Geometry 

of geosynthetics reinforced bed is shown in Fig 1. 

 

Fig. 1 Geometry of geosynthetics reinforced bed 

3.3  Test Setup  

A number of laboratory footing tests were conducted on unreinforced 

and reinforced soil by using testing facilities developed at laboratory. 

The dimensions of the test set up are as follows: Length = 750 mm, 

width = 450 mm and height = 600 mm. The back and sides of the tank 

was fabricated from 20 mm thick steel sheet braced with structural steel 

member whereas front side of the tank consisted of acrylic sheet of 

20mm thickness for visual observation. An angle was fixed on the face 

of acrylic sheet to prevent its buckling during the compaction and 

loading. Inner surface of tank was greased to prevent the adverse effect 

of friction on the test results. A steel plate of size 75 mm × 75 mm was 

used as a model footing and the dimensioning of the tank were done in 

accordance with the footing width, so as to avert the boundary effect. 

Hence, dimensions of 10B, 6B, and 8B were chosen as the length, width 

and height of the tank respectively, where B is the model footing width, 

i.e. 75 mm. The base of the footing was kept rough by gluing the sand 

with epoxy glue. The tank was tested in loading frame consisting of two 

rigid and heavy steel plate columns of thickness 150mm attached to top 

head of the loading frame. A load cell of 25kN capacity was placed at 

centre between the footing plate and upper platen to avoid the eccentric 

loading. The output of the load cell was logged using a data logger in 

the form of pressure. Two dial gauges with accuracy of 0.001mm were 

used at points diametrically opposite to the footing. Average reading 

obtained by both the dial gauges was considered for settlement analysis. 

The test bed was tested as per the provision of (ASTM 1997) up to a 

settlement of 20 mm. where the load increments were applied and 

maintained at the obtained value until the rate of settlement was less 

than 0.03 mm/min over three consecutive minutes. Sitting load was 

applied initially over the footing to fix the footing over the soil base, so 

as to obtain planar strain conditions.  
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Fig. 2 General arrangements of testing setup 

3.4  Testing Procedure 

The aim of the study was to investigate the effect of reinforcements in 

bearing capacity of reinforced soil foundation. The model tests were 

conducted with both the reinforcements i.e. GGR, and GTX. The 

detailed experimental programme is shown in Table 3. Test series“A” 

was carried out on unreinforced soil footing bed to compare the results 

obtained by tests conducted on reinforced soil bed. Two series of tests 

(B and C) were conducted for both the reinforcements i.e. GGR and 

GTX. Initially, at reinforcement width equal to 5B, the u/B values were 

varied form 0.17, 0.34, 0.51, 0.68 and 0.85 respectively. Effect of 

number of reinforcement layers was estimated by fixing the top layer at 

maxima obtained from the previous test and varying the number of 

reinforcements until the effect of the reinforcement becomes 

diminished, or becomes considerably insignificant for any further 

extensions in number of reinforcement layers. The vertical spacing 

between the reinforcement layers was also fixed at optimum u/B value. 

Similar testing procedure were adopted for different reinforcement 

widths i.e. 4B and 6B.  The effect of spacing between two 

corresponding reinforcements was analysed by varying the distance 

between two reinforcements by a factor of 0.08 B, 0.16 B, 0.24 B, 0.32 

B and 0.4 B respectively and fixing the top layer at the optimum 

obtained from the previous tests. 

Table 3 Experimental programme 

Test 

Seri

es 

Reinforc

ement 
N u/B b/B h/B 

No. of 

test 
Remarks 

A 
Unreinfor

ced soil 
- - - - 3 

To estimate the 

improvements 

due to 

reinforcement 

B GGR 1 0.17, 5B - 5 To find out the 



Ankur Mudgal, Bibek Jha, Raju Sarkar, Amit Kumar Srivastava, Akshit Mittal 

and Nehal Jain 

 

TH-3-68                                                                                                                   

 
Proceedings of Indian Geotechnical Conference 

2021 

December 16-18, 2021, NIT Tiruchirappalli 

Test 

Seri

es 

Reinforc

ement 
N u/B b/B h/B 

No. of 

test 
Remarks 

0.34,0.51

,0.68,0.8

5 

optimum u/B 

value 

1,2,3,4,

5 

Optimum 

depth 
5B 0.34B 5 

To find the 

effect of number 

of layers of 

geogrid 

Optimu

m 

depth 

0.34 

4B, 

5B, 

6B 

 15 

To check the 

optimum values 

of geogrid width 

and number of 

geogrid layers. 

2 0.34 5B 

0.08 B, 

0.16 B, 

0.24B, 

0.32 B 

and 0.4 

B 

5 

To check the 

effect of vertical 

spacing between 

reinforcements 

C 
 

GTX 

1 

0.17, 

0.34, 

0.51, 

0.68,0.85 

5B  5 

To find out the 

optimum u/B 

value 

1,2,3,4,

5 

Optimum 

depth 
5B 0.34B 5 

To find the 

effect of number 

of layers of 

geogrid 

Optimu

m 

depth 

0.34 

4B, 

5B, 

6B 

 15 

To check the 

optimum values 

of geotextile 

width and 

number of 

geotextile 

layers. 

2 0.34 5B 

0.08 

B,0.16 

B, 0.24 

B, 0.32 

B and 

0.4 B 

5 

To check the 

effect of vertical 

spacing between 

reinforcements 
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4. Results and Discussion 

4.1  Determination of optimum depth of first layer of reinforcement 

The settlement measured from the dial gauges is considered as footing 

settlement and denoted as (s). The Ratio of footing settlement (s) to the 

width of footing (B) is defined as settlement ratio (SR), indicated in 

percentage. A non-dimensional parameter bearing capacity ratio (BCR) 

was calculated at each settlement ratio to give an incisive account of the 

improvement in load carrying capacity due to inclusion of 

reinforcement in the Plastic soil bed. The BCR is defined as the ratio of 

the bearing pressure of a reinforced soil to that of an unreinforced soil, 

when evaluated at the same settlement ratio. In this study, BCR was 

calculated at four different settlement ratios i.e., UBC, 4%, 8%, 12% 

and 16%. It should be noted that the BCR is similar to an improvement 

factor used by many researchers in their studies [4-5]. Another 

parameter Settlement reduction factor (SRF) being also used in the 

study, SRF can be calculated as  

SRF = 1 −
(𝑆)𝑟

(𝑆)𝑢𝑟
× 100    for s/B= UBC, 4%, 8%, 12% and 16% 

Where (S)ur = Settlement of unreinforced soil and (S)r = the settlement 

of reinforced soil bed at bearing pressure with respect to (S)ur. This 

Settlement reduction factor (SRF) is similar to percentage reduction 

settlement (PRS) used by [6-7] in their studies to quantify the 

performance improvement in settlement in terms of percentage. Many 

researchers have also considered settlement ratio (SR) as a parameter 

to compare the settlement reduction with the application of 

geosynthetics. Foundations are designed in accordance to the allowable 

bearing pressure of the soil. Thus, computation of ultimate bearing 

capacity (UBC) becomes substantial to correctly assess the increase in 

construction viability of the soil with applications of geosynthetics. To 

determine the optimum value of first depth of reinforcement layer, 

initially five tests were conducted on square model footing, supported 

by single layer of each geosynthetic. Fig. 3 (a-b) shows the pressure 

settlement curves for GGR and GTX respectively. As can be deciphered 

from the curves that bearing pressure of soil increases as the ratio of 

u/B increases. However the rate of increases in the bearing pressure is 

significant until a value of u/B = 0.34 after which bearing pressure 

rapidly decreases with increasing the u/B value. Fig 4 (a-b) depict the 

improvement factor versus u/B for GGR and GTX respectively. It can 

be observed from the graph that the BCR gradually increases as u/B 

value increase from 0.17 to 0.34, afterwards a decrease in BCR can be 

observed with increases in u/B. [8] reported somewhat similar findings 

that the bearing capacity of a square footing on a geogrid reinforced 

Soil bed improved significantly to a depth of placement of u/B =0.33. 

The probable reason of these optimum values of u/B is that when u/B< 
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0.34, the surcharge pressure was not sufficient to generate the friction 

at soil - reinforcement interface.  

  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
Fig.3 Pressure- settlement curves for (a) Geogrid (b) Geotextile at different 

u/B ratios 
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Fig. 4 Bearing Capacity Ratio (BCR) for (a) Geogrid (b) Geotextile at 

different u/B ratio  

4.2  Effect of number of reinforcement layers and effective depth: 

For ascertaining the effect of increasing number of reinforcements on 

the bearing capacity of the soil, the top layer of reinforcement was fixed 

at 25.5 mm (i.e. u/B =0.34) and then reinforcement layer was varied by 

fixing the vertical spacing of 25.5 mm till the effect of reinforcement 

becomes insignificant. The reinforcement ratio (d), which is defined as 

the ratio of the total depth of the reinforcement and the width of the 

footing was ascertained for each reinforcement case. The reinforcement 

depth below the base of the footing can be expressed as   

𝑑 = 𝑢 + (𝑁 − 1) × ℎ                                                                                                (1) 

Where u= first reinforcement depth below the base of footing, h = 

vertical spacing between two consecutive layers of reinforcement, N= 

Number of reinforcement layers. The pressure-settlement curves were 

plotted for each number of reinforcement layer to compare with 

unreinforced one. Fig.5 (a-b) show the pressure settlement for geogrid 

and geotextile respectively. As expected, the value of bearing pressure 

increases with increment in number of reinforcement layers. However, 

improvement in bearing capacity becomes almost insignificant after the 

addition of fourth layer and third layer which are located at a depths of 

1.36B and 1.02B for geogrid and geotextile respectively. The probable 

reason of bearing capacity improvement is that the increase in friction 

at the soil reinforcement interface, which increases with the increase in 

reinforcement layers. Also, better interlocking between the soil and 

geogrids and passive earth resistance can be attributed as the reason for 

(b) 
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the development of the bearing capacity. Better interlocking between 

the geogrid and the soil prevented the lateral deformation of the soil. 

As a result of applied load, tension is mobilized in the geosynthetics 

which resist the shear stresses developed in the soil below the loading 

area and transfer them to the stable soil, thus eventually increasing the 

depth of the failure zone thus, results in higher bearing capacity and 

settlement reduction. Similar findings were also observed by [8], they 

reported that the inclusion of geogrid reinforcements became 

insignificant after a 1.33B depth of reinforcement. On the basis of their 

findings, they reported a maximum of four geogrid layers as optimum 

reinforcement in case of a strip footing.  

 
Fig. 5 Pressure- settlement curves for (a) Geogrid (b) Geotextile at 

different reinforcement depth 

4.3  Effect of type of reinforcement 

 

GG

R 

 

 

(b) 
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Geogrid and geotextile of different stiffness are used in the present 

study. Technical characteristics of   geosynthetics are presented in 

Table. 3. Reinforcements used in the study were made of same material 

but the tensile properties of geotextile is higher than the geogrid. In 

order to investigate the effect of tensile properties of reinforcement in 

reduction in the development of bearing capacity of soil foundation bed, 

the values of BCR were estimated at different settlement ratios i.e. (4, 

8, 12, and 16% and UBC). Fig. 6 (a-b) depict the variation of BCR with 

reinforcement depth i.e. d/B for geogrid and geotextile respectively. 

The nature of the curve may be classified in to two groups; one for 

settlement level s/B< 4% (lower settlement level) in which ultimate 

bearing capacity lies and other for s/B>4% (higher settlement level). 

For the first group, geogrid impart much substantial improvement in 

bearing capacity than geotextile. The reason for the same can be 

explained that at lower settlement level, geogrid efficiently mobilized 

the lateral stress resistance capacity due to the confinement effect which 

plays a vital role in reinforcement mechanism. However for higher 

settlement (s/B> 4%), performance of geotextile is much better and 

gives more improvement than the geogrid. The reason behind this can 

be explained as, at certain settlement, geotextile requires higher 

deformation to perform on its full capacity due to its higher tensile 

strength. Generally, foundation constructions require to be constructed 

for the ultimate bearing capacity of the soil. Geogrid is better 

performing material than geotextile for limited settlement requirements 

or settlement upto ultimate bearing capacity. However, geotextiles 

primary function is to act as a filter or in drainage system behind 

retaining walls, adjacent to roads, and within slopes etc. thus can be 

considered as reinforcement material where small tensile strength is 

required. [9] presented the similar findings when they compared the 

geogrids with geotextile at a certain settlement level.  
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4.4  Influence of reinforcement width: 

The effect of reinforcement width was analysed by the variation of 

reinforcement width as 4B, 5B, and 6B. When comparing the values 

of BCR from Fig.7 (a-c) for the same number of reinforcement 

layers at a different reinforcement width, it is clear that the footing 

performance in terms of bearing capacity improvement for both 

the reinforcement geogrid and geotextile are significantly improved 

with an increase in reinforcement width. This significant 

improvement continues at around five times of width of footing for 

both the reinforcements. Consider, for example for the geogrid case 

 

(a) 

(a) 

GGR 

GTX

GTX 

Fig. 6 Variation of BCR vs reinforcement depth (d) for (a) Geogrid (b) 
Geotextile 

(b) 
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with N= 4 at UBC. The BCR increased from 1.44 to 1.56 when b/B 

ratio varied from 4 to 5. Further increment in b/B ratio from 5 to 

6, the BCR was increased from 1.56 to 1.58. It is observed that a 

maximum rise in BCR values was observed for b/B ratio between 4 

to 5 than those between 5 to 6. It is clear that satisfactory results 

may not be expected with increment in reinforcement width beyond 

6B. Similar to this finding, [5] reported that the optimum width of 

geogrid to reinforce the square footing resting over the sand 

observed at b/B = 5 - 5.93. They explained that the concept of 

optimum width of reinforcement comes from the fact that only 

those portion of reinforcement is mobilized the tensile strength 

effectively, which lies in the shear zone below the footing. Beyond 

the shear zone, some more length is required as anchorage to 

impart pull-out resistance to the reinforcement thus, the optimum 

width of reinforcement is sum of length of reinforcement in 

anchorage zone and shear zone on the both sides. Further 

increment in reinforcement width beyond the optimum value will 

not be effective and satisfactory results cannot be expected. [8] 

considers the similar findings, they suggested the optimum 

reinforcement width equal to five times of the footing when they 

used the different planer geosynthetics in reinforced soil 

foundation. The similar results can be observed in case of 

geotextile. 

 

 

Number of reinforcement layers (N)

0 1 2 3 4 5 6

B
C

R

0.8

1.0

1.2

1.4

1.6

1.8

GGR: s/B = 4%
GGR: s/B = 8%
GGR: s/B = 12%
GGR: s/B = 16%
GGR: UBC

GTX: s/B = 4%
GTX: s/B = 8%
GTX: s/B = 12%
GTX: s/B = 16%
GTX: UBC

  (a) 
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Fig. 7 Bearing capacity ratio (BCR) for (a) width of reinforcement = 4B (b) 

width of reinforcement = 5B (c) width of reinforcement = 6B 

4.5  Effect of vertical spacing between reinforcements 

Fig.8 shows the pressure settlement curves with variations of 

vertical spacing between two reinforcements. It can be seen that 

0.16B is the optimum vertical spacing for all reinforcements. 

Considering, for example, GGR case at settlement ratio of s/B = 

4%, the bearing capacity increases to 25.0% and then the 

improvement decreases to 24%,  23.0, 21.4 and 19.8 % (Bearing 

pressure = 445.3, 441.7, 438.2, 432.5 and 426.8kPa) for h/B ratios 

0.08, 0.16, 0.0.24, 0.32 and 0.4 respectively. The optimum value of 

vertical spacing was obtained at 0.16B for both the geosynthetics 

under central loading. Similar results were suggested by [8]&[10].   
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Fig 8. Variation of Improvement Factor versus h/B for (a) GGR  (b) GTX 

5. Regression Analysis   

Regression analysis was carried out on the results obtained from the 

experimental analysis. The analysis was carried out on a R Integrated 

Development Environment (IDE) RStudio. The analysis was carried 

out by considering five dimensionless parameters, viz. via. u/B, h/B,  N, 

Normalized stiffness and Normalized tensile strength and estimating 

the degree of significance of each parameter with the improvement 

factor, computed at ultimate bearing capacity of soil.  

For the purpose of analysis, data set was created using the results 

obtained from the experimental analysis, and imported into the RStudio 

framework. Bearing Capacity Ratio was kept as the Y intercept for the 

purpose of analysis and functioned as the dependent variable, and all 

 

(a) 
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the other parameters were analyzed for their influence on the 

improvement factor at the ultimate bearing capacity for all the 

reinforcements and their corresponding configurations. The relative 

importance of each independent parameter for computation of ultimate 

bearing capacity of a reinforced foundation was assessed by computing 

the individual t values for each of the variable. The higher the value of 

|t|, the greater is the variable significance. Table 4. shows the fittings 

obtained with different parameters. 

From Table 4. it can be observed that linear model including all 

dimensionless parameters is the best fitted for computation. Conducting 

linear regression including all parameters yields the following results 

as reported in Table 5.  

From the analysis, it can be observed that N is the most significant 

factor when computing the ultimate bearing capacity of reinforced 

foundation, with an overall t value of 23.911. Also, from the analysis 

of the obtained results, it can be concluded that spacing between 

reinforcements is more significant that the tensile modulus of the 

reinforcement for a range of 

                                                     0.08≤h/B≤ 0.4 

which is a critical observation, as the project cost is usually associated 

with the spacing between reinforcements. From Table 4. it can be 

observed that the highest adjusted R2 value is obtained when u/B, N and 

Norm. Tensile Strength are taken as the parameters for computation of 

the ultimate bearing capacity, even though the multiple R2 value 

reduces (confidence level still greater than 95%).  
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Table 4. Various possible linear models and their fittings 

Multiple R2 R2  adjusted Parameters 

0.9685 0.9524 u/B, h/B, N, Ns and Nt 

0.9657 0.9516 u/B, h/B, N and Nt 

0.9644 0.9537 u/B, N and Nt 

0.9599 0.9508 u/B, h/B, N and Ns 

0.9547 0.9499 u/B, N and Ns 

0.9511 0.9433 h/B, N, Ns and Nt 

0.5197 0.4416 u/B, h/B, Ns, Nt 

0.4785 0.4315 N 

0.2996 0.2277 h/B, Ns and Nt 

0.2768 0.2226 u/B and h/B 

0.2323 0.2141 h/B 

0.1884 0.1448 Ns and Nt 

0.1871 0.1678 Nt 

0.1796 0.1601 u/B 

0.1117 0.1107 Ns 

Table 5. Linear regression computations with all dependent variables 

 

Parameters Coefficients t Value 

u/B -0.1187 -3.009 

N 0.1948 23.911 

h/B 0.0159 2.175 

Ns 0.01956 0.678 

Nt -0.4798 -1.51 

Conclusions 

On the basis of obtained results following conclusions were drawn.  

1. The optimum depth of top most layer was found to be 0.34B times 

the width of square footing for both the reinforcements i.e. geogrid 

and geotextile whereas optimum depth of reinforcement (d) was 

obtained at d/B ratio of 1.36B and 1.02B for geogrid and geotextile 

respectively.   

2. The soil reinforced with geotextile behave differently from the 

geogrid. The improvement in bearing capacity increases with 

increasing in reinforcement layers. Optimum number of 

reinforcement layers was obtained at N=4 for geogrid reinforced soil 
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and N=3 for geotextile reinforced soil.  

3. The width of reinforcement also played a crucial role in amassing 

maximum benefit from reinforcements. A substantial improvement in 

performance of reinforcement was found when the width of 

reinforcements was equal to 5 times the width of footing for geogrid 

and geotextile.   

4.  For the foundation construction point of view, Geogrid was the best 

performing material. Although, geotextile performed better at higher 

settlement ratios, geogrid provided better reinforcement for lower 

settlement ratios for which the structures are usually designed for. 

5. Regression analysis showed that the most significant parameter for 

computation of the ultimate bearing capacity of the soil foundation is 

number of layers of reinforcements. 

6. The vertical spacing between reinforcements is a more significant 

parameter than the Normalized Stiffness and the Normalized Tensile 

Strength of the geosynthetic. 

7. The numerical model for computation of the ultimate bearing 

capacity includes number of layers of geosynthetics, Initial layer 

spacing and the normalized Tensile Strength. 
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Abstract. Landslides triggered by rainfall are very frequent in India, especially in the 

Himalayan region. despite various attempts, they are still occurring and causing heavy 

loss of life and civilization. As it is known that natural calamities are inexorable but the 

reduction in damage caused by them is possible., through preventive measures. For the 

prevention of landslides, we need to adopt various mitigation techniques but before 

that, an analysis of a slope’s stability is required to find a critical surface. In this study, 

a failed slope is considered in the Shimla district of Himachal Pradesh, and its stability 

before and after rainfalls of different intensities (throughout the year) was studied 

using numerical modelling. The repeated slope failure necessitates a numerical 

approach to comprehend the instability components because there have been no 

previous stability investigations of this slope failure. According to the results, the 

failure of this slope was primarily caused by rain during the monsoon. Before rainfall, 

the slope's F.O.S. was more than 1, indicating that it was stable; but, following rainfall, 

it drops to 0.801,0.578, and 0.576, respectively. This study further in the future can be 

used in designing a landslide early warning system. 

 

Keywords: Slope stability, rainfall-induced landslides, GeoStudio, Slope/W, Seep/W. 

 

1 Introduction 
 

The Himalayas is one of India's most prone areas to landslides, making it the ideal 

location to research all types of mass movements and slope failures that occur in nature. 

The Himalayas Mountain belt is geologically younger and comprises tectonically 

unstable geological formations. Himalayan province alone contributes to nearly 30% of 

the world’s total loss due to landslides (Li, 1990; Dahal et al, 2009). Rainfall-induced 

landslides are most common in the Himalayan region, especially in the monsoon season 

which results in heavy loss of life and property. The principle behind rainfall catalysing 

landslide is that when rainfall water infiltrates via pores present in the soil, it leads to 

the generation of positive pore water pressure which leads to decrement in effective 

stress thus resulting in a reduction of soil’s strength and ultimately leading to slope 

failure or landslide. Himachal Pradesh is one of the most landslide-prone states in India, 

mostly because of the deadly combination of (Unstable Himalayan formation and heavy 

rainfall). To prevent the loss due to rainfall-induced landslides, we have to study the 

stability criterion for which numerical techniques have been proven a reliable tool to 

study the stability of slopes and the effect of rainfall on them. 
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Fig. 1. Landslide Hazard Map of Himachal Pradesh (Source: HPSDMA) 

 

[1] Kotropi soil is tested chemically and geotechnically as part of the preliminary 

investigation. Helical soil nails with a diameter of 20 mm and a length of 6 m are used 

to stabilise the failed slope in the presence of favourable prevailing soil conditions. 

Determining the factor of safety using the limit equilibrium approach, which is 

additionally checked by numerical modelling using a finite element subroutine PLAXIS 2D. 

[2] The inherent qualities of soil materials that affect the stability of the current slope 

have been identified through the geotechnical study. To measure the connection 

between precipitation and slope collapse, an event-specific antecedent rainfall threshold has 

been proposed. To show the situation of pre- and post-failure stability of the slope, a 

two-dimensional limit equilibrium method has also been used. [3]A tiny catchment in 

Niihama city on Shikoku Island in western Japan was chosen because it had a history of 

seven slope failures brought on by severe rainfall brought on by a storm in October 

2004. Following extensive fieldwork and a series of laboratory experiments to calculate 

hydro-mechanical parameters in saturated and unsaturated conditions, seepage and 

slope stability modelling of these slope failures were carried out in the GeoStudio 

environment using the precipitation data of 1920 October 2004. In silty sand, the pore 

water pressure was quickly changing, according to the seepage modelling results, and 

larger topographic hollows were shown to have greater maximum pore water 

pressures.[4] has carried out an examination of slope stability using the Mohr-Coulomb 

and Hoek-Brown failure criteria. The comparable traits for the slope stability analysis 

are identified in this work. It is established that employing an inadequate approximation 

of the confining stress causes major mistakes in the present conversion relationships.[5] The 

coupled model is established between internal erosion and unsaturated flow. It 

investigates how internal erosion affects slope stability and pore water pressure profiles. 

There is parametric research on hydraulic and erosion parameters. The findings of the 

numerical example demonstrate that internal erosion occurs mostly in the area inside 

the wetting front, which speeds up the wetting front's advance and reduces slope 

stability.[6] investigates rain-soaked soil-related landslides that occurred in Seoul, 

Korea. Used laboratory, field, and numerical methods to study landslides brought on 

by rainfall. The utilised approach is suited for simulating landslides, according to a 
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significant correlation between the numerical results and the analysed data.[7] Even in 

coarse-grained soils, pore pressure builds up because the movement does not allow for 

volume change, which results in the liquefaction of the soil mass. This results in a 

reduction in soil shear strength, making the slope unstable.[8] The main flaw of limit 

equilibrium approaches, which only satisfy statics equations, is that they fail to take 

strain and displacement compatibility into account. This has two detrimental effects. 

One is that it is unable to account for local differences in safety factors, and the second 

is that computed stress distributions are frequently erroneous. 

As there have been very few studies conducted in this area, more research is required 

to demonstrate the viability and applicability of numerical modelling in this Himalayan 

Mountain belt region, which is particularly vulnerable to rainfall-induced landslides. 

To minimise the limitations of limit equilibrium analyses, the Morgenstern–Price 

method is used in this study which satisfies both force and moment equilibrium. The 

goal of this study is to determine whether numerical modelling can accurately simulate 

landslides in the Himalayan region under consideration, where rainfall is the primary 

cause of landslides. This study explains the role of rainfall in slope instability, which 

can be used to develop a rainfall-intensity duration model. 

 

 
2 Study Location 

 
The research area is close to Mishnu road near Bhajawa village of Shimla district of 

Himachal Pradesh, India (Fig.2). The place is shown in the satellite image retrieved 

below by Google Earth. The area is vulnerable to landslides brought on by rains. 

 

Fig. 2. Showing the location of the research area 

 

2.1 Description of Study Area 

To conduct the study of stability analysis a failed slope’s data is taken from the Bhukosh 

Portal of the Geological Survey of India which is 30-33 m (on a 1/3 scale) in height 
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with a slope angle of 43○ (Fig.3). This slope has already failed during the monsoon 

season of the year 2016. Loose and heavily worn quartz mica schist and gneiss were 

found on the slope. The grain size distribution of slope matter is nonuniform and 

contains rock pieces embedded in the soil. 
 

 
Fig. 3. Geometry of Study Slope 

 

2.2 Material Properties and Tests 

The landslide was separated into three equal portions along the landslide slope to collect 

samples from the site: the higher, middle, and lower sections. At various depths of 0.5 

m, 1 m, and 1.5 m, soil samples are taken from each area using the core cutter method 

in open pits. Compaction, direct shear test as per IS 2720(Part 13):1986, and 

consolidometer tests are only a few examples of experiments that are carried out. 

Modelling in Finite Element analysis is based on the outcomes of these parameters. 

Results of these tests give the value of the Natural moisture content as 12%, Saturated 

unit weight of soil as 16 kn/m3, Cohesion as 12 kn/m2, and Angle of internal friction 

32○ under UU Condition of the triaxial test as per IS 2720(Part 12):1981, and 

Coefficient of permeability as 0.0026 m/hr. 

 
2.3 Rainfall Characteristics 

The southwest monsoon, which is a result of the orographic precipitation conditions, is 

primarily responsible for the rainfall in this research area. The southwest monsoon 

occurs from June through September, with the heaviest rainfall occurring in July. The 

Climate Hazards Group InfraRed Precipitation with Station data (CHIRPS) provided 

data on the study's monthly precipitation variation (Fig.4). For the simulation of slope 
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conditions during the monsoon period, rainfalls of three different intensities are 

considered. The reason for considering 6.6 mm/day,33 mm/day, and 100 mm/day 

rainfall intensities is that 6.6 mm/day is the highest monthly rainfall intensity value for 

the monsoon period, and 100 mm/day is the maximum daily rainfall in July and 

33mm/day is rainfall intensity over which there is no significant change in F.O.S of 

slope indicating complete failure. 
 

 
Fig. 4. Showing monthly precipitation variation of the year 2016 (Source: CHIRPS) 

 

3 Methodology 

 
3.1 Numerical Modelling 

In this study to examine the soil slope, GeoStudio 2020 Software is used. Complete 

numerical modelling is performed in three phases. In the first step Slope/W tool which 

is a method based on the limit equilibrium approach was used to examine slope stability 

before the rainfall then using the finite element approach, Seep/W was used to model 

the rainfall, and the results were obtained from Seep/W again used in Slope/W to 

examine the stability of saturated slope following heavy rainfall. 

 
3.2 Seepage Analysis During Rainfall 

Based on the 2D finite element approach using SEEP/W, we can obtain Pore water 

pressure generated by rainfall of appropriate intensity concerning stated material 

property, slope geometry, and corresponding starting and boundary conditions. The 

mechanism behind its work is that it solves Darcy’s equation for a given slope condition 

by using a numerical discretization technique and executes water flow governing 

equations for the calculation of 2D seepage (Paswan & Shrivastava,2022). 
 

𝜕 (𝑘 
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3.3 Stability Analysis 

The slope’s stability is examined using the GeoStudio software's Slope/W tool and is 

based on the limit equilibrium approach. Although there are other ways to calculate a 

slope's factor of safety, the Morgenstern-Price approach is what we'll be using in this 

research. This approach is used because it has the benefit of taking into account both 

force and moment equilibrium. 

 
3.4 Geometry Modelling 

The study used numerical analysis to create four geometry models. The first model is 

for slope stability study before rainfall, while the other three models are for 

investigation of slope stability following rainfalls with intensities of 6.6mm/day, 

33mm/day, and 100mm/day, respectively. The reason behind choosing these intensities 

of rainfall is to consider all three possibilities of minimum, moderate and maximum 

rainfall. Two boundary conditional models are presented for demonstration. 
 

 
Fig. 5. Showing model of the unsaturated slope before rainfall 
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Fig.6. Showing model of the saturated slope after rainfall 

 

4 Results and Discussion 

 
4.1 Before Rainfall 

This section deals with the outcomes of numerical modelling. To study the effect of 

rainfall on the stability of the slope, a factor of safety for the slope before rainfall is 

examined and it is found to be more than 1 (Fig.7). which justifies that the slope is 

stable when there is no rainfall. This analysis is also giving a critical slip surface on 

which factor of safety is minimum or we can say critical. Thus, information can be 

utilised for future mitigation purposes. 
 

Fig. 7. Shows that the F.O.S of the slope is more than 1 before rainfall 
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4.2 After Rainfall 

Now the analysis is carried out using different rainfall intensities and boundary 

conditions to observe the variation in factor of safety due to infiltration of the rainwater. 

is done in 2 parts, firstly seepage analysis is performed in the Seep/W tool, and then its 

results are used in Slope/W to find the stability of slopes. (Fig.8,9,10) Showing factor 

of safety for slopes with different rainfall intensities and it is very conclusive from them 

that F.O.S is decreasing with an increase in rainfall intensity. The factor of safety is 

0.801 for rainfall intensity of 6.6mm/day and further decreasing to 0.578 for rainfall 

intensity of 33mm/day which is understandable as more infiltration of rainfall water 

causes the development of more pore water pressure resulting in a decrease in value of 

effective stress and ultimately leads to decrease in value of F.O.S but after rainfall 

intensity of 33mm/day, it is found that there is no significant change in values of F.O.S 

and possible reason of this is that slope is completely failed at rainfall intensity of 

33mm/day and any further increase in rainfall intensity is not causing any difference in 

the value of F.O.S that’s why F.O.S safety at 100mm/day rainfall intensity is also 

coming out to be 0.576. 
 

Fig. 8. Shows that the F.O.S of the slope is 0.801 for rainfall intensity of 6.6mm/day 
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Fig. 9. Shows that the F.O.S of the slope is 0.578 for rainfall intensity of 33mm/day 

 

Fig. 10. Shows that the F.O.S of the slope is 0.576 for rainfall intensity of 100mm/day 

 
Figure 11 is showing a plot of shear mobilisation and shear resistance before 

implementing rainfall intensity on the slope model. As we can see the value of shear 

resistance is more than shear mobilisation, which indicates that the value of forces that 

participate in slope failure is less than forces that are contributing to the stability of the 

slope, hence our slope is stable before rainfall. 
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Fig. 11. Showing Shear Mobilised vs Shear Resistance comparison before rainfall 

 

 
Figure 12 is showing a plot of shear mobilised and shear resistance after implementing 

rainfall intensity of 6.6mm/day on the slope model. As we can see, the value of shear 

mobilisation is more than shear resistance now, which indicates that the value of forces 

that participate in slope failure is more than forces that are contributing to the stability 

of the slope, ultimately failing the slope. 
 

Fig. 12. Showing Shear Mobilised vs Shear Resistance comparison after rainfall 
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Fig. 13. Shows an increase in pore water pressure with an increase in rainfall intensity and 

hence causing slope instability 

 

 
 

 
Fig. 14. Shows a decrease in effective normal stress with an increase in rainfall intensity and 

hence causing slope instability 
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5 Conclusions 
 

In this study, an investigation is carried out to study the effect of rainfall intensity on a 

soil slope. The major findings of this study are: 

 

(1) Factor of safety before rainfall or pre-monsoon was greater than 1, 

indicating a stable slope. 

(2) Factor of safety for the slope after rainfall of intensity of 6.6mm/day 

was 0.801 which is less than 1 and hence indicates an unstable slope. 

(3) Factor of safety for the slope after rainfall of intensity of 33mm/day 

was 0.578 which is very less than 1 and hence shows the critical failure 

condition. 

(4) Factor of safety for the rainfall intensity of 100mm/day is 0.576, 

indicating that the slope has already completely failed before the such 

high intensity of rainfall, hence showing no significant reduction in the 

safety factor value. 

(5) As this study confirms that rainfall is the main culprit behind landslides 

and slope instability in this area, this study can be used as a base to 

determine a rainfall intensity–duration threshold model which can be 

further used as a landslide early warning system for this location. 

 
Future Scope and Limitation 

 
There is a need for more studies for the validation and comparison of results obtained 

from numerical simulation with actual physical modelling results. This study only talks 

about the effect of rainfall intensities on slope stability but not about any remedial 

technique. 
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ABSTRACT

In this study, a series of white-light-emitting strontium niobium oxide {Sr4-
Nb2O9: xDy3? (x = 0.01, 0.03, 0.05, 0.07, and 0.10 mol)} phosphors were syn-

thesized via solid-state reaction approach and analyzed by using XRD, SEM,

diffuse reflectance, photoluminescence (PL), and temperature-dependent PL

(TDPL) spectroscopy. The cubic structure of Sr4Nb2O9 microparticles was

identified by inspecting the diffraction pattern of the freshly generated phos-

phor. The formation of heterogeneous microstructures, including some aggre-

gation, was seen in the SEM image of Sr4Nb2O9 phosphor. Diffuse reflectance

and PL were examined for varying dopant ions concentration to explore the

optical luminescence characteristics of Sr4Nb2O9 phosphor materials. Further,

absorption spectra were obtained by using the diffuse reflectance spectra. The

PL spectra of as-prepared phosphor exhibit two peaks at 483 nm and 580 nm,

corresponding to the 4F9/2 ?
6H15/2 and 4F9/2 ?

6H13/2 transitions, respec-

tively. By correlating absorption and PL spectra, Judd oflet parameters were

evaluated. The intensity of PL spectra of as-prepared phosphors increases up to

7 mol% and beyond that, it decreases. It is also affirmed that the PL intensity is

maximum for the 7 mol% Dy3? ions-doped Sr4Nb2O9 sample. The PL lifetime of

the level 4F9/2 was evaluated by exciting the Dy3? ions at 350 nm. By applying

the Inokuti-Hirayama model to decay curves, the energy transfer process was

explored. The CIE chromaticity coordinates of all the as-prepared phosphors lie

in the white zone of the chromaticity diagram. The PL intensity remains 71% at

200 �C that of at room temperature, indicating the phosphor’s exceptional
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thermal stability. From the aforesaid findings, it is observed that Sr4Nb2O9: Dy3?

phosphor is a promising choice for lighting and luminescent devices.

1 Introduction

Over several years, the crystalline luminescent

materials incorporated with lanthanide or transition

metal ions have been gained extensive consideration

owing to their potential utility in diversified fields of

optoelectronics applications. The crystalline lumi-

nescent material such as phosphor is one of the spe-

cial classes of luminescent materials, consisting of an

inert host lattice doped with activator ions in small

concentrations and the host provides a suitable site

for the accommodation of dopant [1]. Typically, some

materials like oxides, oxynitrides, nitrides, and sul-

fides doped with a small amount of (RE) rare-earth

(4f) or transition (3d) metal ions can be taken as host

materials.

Researchers intensively investigated the lumines-

cent materials doped with RE ions due to the vast

area of applications like in optical temperature sen-

sors, lighting, drug delivery, and solar cells [2, 3]. At

the current time, lighting equipment is based on

white-light-emitting diodes (w-LEDs) which have

numerous benefits like reduced energy consumption,

extended lifespan, and environmentally friendly

nature over incandescent lamps, tungsten bulbs, and

fluorescence. Replacing these traditional lamps/

bulbs, w-LEDs developed a new generation of light

sources that attract researchers to this field [4]. The

commonly produced w-LED is fabricated using blue-

light-emitting InGaN LED chip layered with YAG:

Ce3?, which transforms part of blue light into yellow

light and results in a cool white light generation. Due

to the lack of red components, problems such as poor

color rendering index, halo effect, and thermal

quenching occur [5]. Numerous research works have

been investigated on UV/n-UV LED coated with

multicolor emitting phosphors as these have high

color rendering index (CRI) ([ 90). However, these

UV/n-UV LED excitable phosphors have low lumi-

nous efficiency because of different degradation

schedules of red, green, and blue-emission. So, a pre-

requisite candidate for the manufacturing of w-LEDs

with UV/n-UV chips is single-phase phosphor [6, 7].

The currently active research field is based on

luminescent phosphor, to increase the efficiency and

variety of uses of currently available SSL devices.

The commercially available phosphor (pumped

with UV/n-UV light) based on sulfide and nitride has

some drawbacks like low efficiency and less chemical

stability, whereas the oxide-based phosphors are an

excellent choice for numerous applications like SSL

and display devices because of their extraordinary

moisture resistance, chemical inertness, chemical

stability, wide band gap, cost effectiveness, and eco-

friendliness [8–11]. Currently, niobates are consid-

ered rising luminescent hosts because of exceptional

properties, including diverse crystal structure, wide

transparency range, non-linear property, good

chemical stability, and high electro-optical and high

mechanical performance [12], which results in

extensive applications in microwave resonators,

pyroelectric field, ferroelectric, photocatalytic, and

photorefractive device field [13]. Alkaline earth nio-

bates are categorized as an excellent material having

high scientific and technological importance because

of the exceptional photocatalytic, ionic conductive,

non-linear optical, photorefractive, and piezoelectric

properties used in the applications like delay lines in

filters, acoustic transducers, beam deflector, and

optical modulator [14, 15]. Owing to the above-

mentioned scientific properties offered by alkaline

earth niobates, it could be an excellent host for SSL

technology.

The RE ions-induced phosphors have been pre-

pared and utilized for many applications. In RE ions,

the trivalent dysprosium (Dy3?) ion has the capabil-

ity of producing white light due to the presence of

red, blue, and yellow emission bands owing to 4f–4f

transitions. Due to the Stark splitting effect of the

peaks, these Dy3? transitions might be broad or

divided into multiple peaks [16, 17]. The yellow

band’s strength is dependent on the host’s crystal

field environment, which helps generate white light

by varying the Y/B ratio in Dy3? ions-doped host

[16]. Recently, work on Dy3? ions-doped oxide-based

phosphors has been reported by various groups.

Recently, J.Y Si and his group investigated the

luminescence properties of host-sensitized MgNb2-
O6-based phosphors. They observed three emission
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bands at 488, 583, and 668 nm for the transitions 4F9/

2 ?
6H15/2,

4F9/2 ?
6H13/2, and 4F9/2 ?

6H11/2,

respectively, which lie in the blue, yellow, and red

regions [18]. Ge Zhu et.al developed the novel nio-

bate phosphors SrBaNb4O12:Re
3? (Re = Eu, Dy, Sm,

and Pr). The electronic and luminescence properties

show a strong connection with rare-earth ions con-

centration. The observed CIE coordinate for the

SrBaNb4O12:Dy3? is (0.418, 0.433) [19]. Mete Kaan

Ekmekci and his group studied the Dy3?-doped

CoNb2O6 phosphor. The observed CIE coordinates

and CCT values confirmed that the as-prepared

phosphors are a potential candidate for the W-LEDs

applications [20]. Bin Deng et.al studied the lumi-

nescent stability of Dy3? ions-activated KCa2Nb3O10

and the observation affirmed the potential of the

phosphor for the W-LEDs utilization [21]. Moreover,

all the recent trends in the field of white phosphor are

summarized in Table 1. However, as far as we know,

work based on PL characteristics of Dy3? ions-doped

Sr4Nb2O9 phosphor has not been done. Therefore,

this motivated us to prepare Dy3? ions-doped Sr4-
Nb2O9 phosphor to understand its photonic

properties.

In the present work, strontium niobium oxide

(Sr4Nb2O9) phosphor doped with the various Dy3?

ions concentrations has been synthesized via solid-

state reaction (SSR) and then characterized through

different techniques such as X-ray diffraction (XRD),

scanning electron microscopy (SEM), energy-disper-

sive spectroscopy (EDS), Fourier transform infrared

spectroscopy (FT-IR), PL, time-resolved photolumi-

nescence (TRPL), and temperature-dependent pho-

toluminescence (TDPL). The optical band gap was

evaluated using the diffuse reflectance (DRS) UV–vis

spectrum and the Kubelka–Munk function. Further,

J–O parameters have been evaluated by transforming

diffuse reflectance spectra into absorption spectra.

The efficient excitation and emission bands are

obtained. The TRPL, CIE chromaticity coordinates,

and thermal stability of Dy3? ions-doped Sr4Nb2O9

phosphor have been studied for the direct utility in

n-UV/blue-pumped display and lighting devices.

2 Experimental

2.1 Materials and synthesis procedure

The samples Sr4Nb2O9 (SNB) phosphors doped with

Dy3? ions have been manufactured through a solid-

state reaction at a high temperature. The precursor

materials SrCO3 (98%), Nb2O5 (99.9%), and Dy2O3

(99.9%) were used, having high purity for the phos-

phor synthesis. The stoichiometric ratio according to

Sr4Nb2O9: xDy3?(x = 0.0, 0.01, 0.03, 0.05, 0.07, and

0.10 mol) was taken by weighing the chemicals on an

electric balance and mixed in an agate mortar for 2 h

until the homogeneous mixture was obtained, and

then transferred to an alumina crucible. The crucible

was then placed in an electric furnace for sintering (at

1350 �C) for 7 h. This step was followed by a period

during which the samples were allowed to cool to get

an ambient temperature. Ultimately, the processed

samples were crushed one more time before being

characterized.

2.2 Characterization techniques

Thermogravimetric analysis (TGA) and differential

thermal analysis (DTA) curves for mixture powder

were recorded using instruments (Setaram, LABSYS

evo). The structural analysis has been examined by

XRD method through (Bruker, model-D8 Advance)

diffractometer accoutered with filter (nickel) and

radiation source (Cu Ka) having wavelength

k = 1.5406 Å within the range 20� B 2h B 80�. The

Table 1 Summary of some

current white phosphors Sample Key parameters Value References

InNbTiO6:0.06Dy
3? Thermal stability 50% [17]

MgNb2O6:0.015Dy
3? Lifetime 0.77 ms [18]

SrBaNb4O12:0.01Dy
3? CIE color coordinates (0.418, 0.433) [19]

SrNb2O6:3Dy
3? Quantum efficiency 32.51% [22]

Ca3WO6:0.04Dy
3? Activation energy 0.105 eV [23]

These current white phosphors encouraged us to synthesize the phosphor which should have high

thermal stability([ 50%) [17], less lifetime (\ 0.77 ms) [18], CIE close to the (0.33, 0.33), high

quantum efficiency([ 32.51%) [22], and higher activation energy([ 0.105 eV) [23].
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SEM and the EDS elemental analysis were examined

with the help of EVO MA 10 VPSEM. FT-IR spectra of

the as-prepared phosphors were recorded with the

help of Nicolet IS50 FT-IR apparatus. The DRS has

been carried out with a spectrophotometer (Jasco,

V-770) having deuterium and halogen light sources.

The PL excitation and PL emission spectra were

recorded using a spectrofluorophotometer accou-

tered with a Xenon lamp (300 W) as an excitation

source (Jasco, 8300FP). The Hitachi F 7000 spec-

trofluorometer along with a microsecond Xenon flash

lamp (450 W) was used for the measurement of PL

decay. The TDPL was recorded using the ocean

optics spectrometer (FLAME-S-XR1-ES) and sample

holder with heating assembly.

3 Results and discussion

3.1 Thermal properties

TGA and DTA curves of un-doped SNB phosphor, as

displayed in Fig. 1, were utilized to investigate the

thermal behavior of the prepared materials. There are

three stages of weight loss in the TGA curve. The

initial weight loss is obtained between 450 and

650 �C, and the corresponding weight loss is nearly

0.504%. Further, the peak in DTA supports the

weight loss of the first stage, which causes evapora-

tion and dehydration of surface water. In the second

stage, weight loss of nearly 1.552% between 650 and

800 �C is ascribed because of the release of CO2 gas.

The third weight loss (* 9.028%) is between 800 and

1400 �C. The endothermic peak observed at 1084 �C
could be because of the formation of Sr4Nb2O9 phase.

Beyond 1084 �C, no weight loss has been observed.

The total weight loss is 11.084% in Sr4Nb2O9 sample

up to the calcination temperature 1400 �C from the

TGA profile. Hence, the Sr4Nb2O9 sample was sin-

tered at different temperatures ([ 1084 �C) to obtain

the crystalline phase.

3.2 Crystal structure and crystallite size
analysis

The XRD patterns of un-doped and doped (7 mol%)

SNB samples follow the standard data (Card No.

048-0558), as shown in Fig. 2. The XRD patterns

affirm that the as-prepared sample is crystallized in

cubic structure with Fm3m space group and the lat-

tice parameters of a = b = c = 8.207 Å, a = b = c =

90.00�, and V = 553.52 Å3. The diffraction patterns

for Dy3? ions-doped SNB samples are also analogous

to the standard data, which signifies that the Dy3?

ions are effectively absorbed in the SNB host without

any structural changes. The ionic radius of Dy3? ion

is smaller than the ionic radius of Sr2? ion. So, the

Dy3? can effectively replace the Sr2? ion and occupy

4c/4d site. For this reason, the Dy3? ions are doped in

Fig. 1 TGA-DTA curve for un-doped SNB sample

Fig. 2 XRD patterns of un-doped SNB and SNB: xDy3?

(x = 7 mol%) samples and compared with standard data
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Sr4Nb2O9 phosphor, and accordingly, the amount of

Sr2? precursor is reduced in the raw materials. The

proximity in the ionic radii of Dy3? and Sr2? ions

allows us to contemplate the substitution of Dy3?

ions at the sites of Sr2? ions in Sr4Nb2O9, host lattice.

The XRD pattern recorded confirms the effective

doping of the Dy3? ions in the host lattice without

any structural changes. Using the diffraction data, the

average crystallite size (D) is evaluated using the

Debye-Scherer equation available in the literature

[24]. The values of full width at half maximum

(FWHM) and Bragg’s diffraction angle, derived from

the XRD patterns to estimate the crystallite size, are

represented by b and h, respectively. The average

crystallite size for Dy3? (7 mol%) ions-doped SNB

sample is 43.65 nm.

3.3 Morphological study

The SEM image of the as-prepared SNB sample is

taken at different resolutions to explore the mor-

phological characteristics and presented in Fig. 3a, b.

The SEM image displays the spherical shape and

smooth surface of SNB particles that are appropriate

for phosphor-converted w-LED. The particles show

agglomeration due to the high-temperature sintering

of phosphor with a size in micron (1–1.5 lm). It is

reported that agglomeration is caused by smaller

particles with a larger ratio of surface to volume than

bulk particles [25]. As a result, smaller particles can

have a lot of surface energy; thus, to reduce it, smaller

particles clump together to form larger particles. The

structure of the crystal, size, chemical composition,

and the morphology of the luminescent materials are

strong factors in concluding their properties and

applications. The morphology affects the PL

properties through geometric effects. The peculiar

shapes of particles and the roughness of their surface

bring about scattering which leads to less absorption

and decreased the luminous efficiency.

3.4 Energy dispersive spectroscopy (EDS)

The elemental composition of un-doped SNB and

SNB:7 mol% Dy3? samples are analyzed using the

EDS spectrum and elemental mapping. The EDS

spectrum of un-doped SNB sample is exhibited in

Fig. 4a. The EDS spectrum affirms the peaks of Sr,

Nb, and O elements in the as-prepared SNB sample.

Also, the inset data of Fig. 4a show the element’s

weight% and atomic% in the SNB sample, which

confirms the preparation of the SNB host. The ele-

mental mappings are displayed in Fig. 4b, and the

findings unveiled that the constituents Sr, Nb, and O

are evenly distributed in the as-prepared SNB sam-

ple. Figure 5 demonstrates the SEM image, SEM–EDS

mapping and EDS spectrum of the SNB:7 mol% Dy3?

sample to study its morphology and elemental com-

position. As depicted in Fig. 5a, the SNB:7 mol%

Dy3? sample exhibit spherical and smooth micron

particles. Figure 5b–e shows the elemental mapping

and results revealed that the elements Sr, Nb, O, and

Dy are evenly distributed over the grains. The EDS

spectrum is shown in Fig. 5f which revealed that the

spectrum shows strong peaks of Sr, Nb, and O ele-

ments along with the Dy tiny peaks and without any

impurity elemental peaks, in SNB: 7 mol% Dy3?

phosphor demonstrating that the Dy3? ions are suc-

cessfully incorporated in the host matrix. The com-

positional elements are displayed in the inset of

Fig. 5f.

Fig. 3 a, b SEM images of

un-doped SNB sample
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3.5 FT-IR spectral analysis

The FT-IR spectra are recorded from 500 to 2500 cm-1

to investigate the as-prepared sample’s chemical

bonding and molecular structure. Figure 6 demon-

strates the FT-IR spectra of all the as-prepared Dy3?

ions-doped SNB samples that contain six shoulders at

599.7, 663.4, 863.9, 1447.8, 1980.5, and 2322.8 cm-1,

are tabulated in Table 2. The anti-symmetric stretch-

ing band at 599.7 cm-1 is eventually related to Sr–O

vibrations [26]. The vibrations from 663.4 cm-1

strongly indicate the existence of NbO6 octahedra in

this work [27]. The energy band at 863.9 cm-1 is

ascribed to the Nb–O stretching in the NbO6 octahe-

dron [28]. The intense band at 1447.8 cm-1 is ascribed

to the absorption of water molecules because of the

contact of the sample with the environment [29]. The

asymmetric stretching of carbonates (CO3
2-) is

observed at 1980.5 cm-1 [25]. The band at

2322.8 cm-1 is assigned to the gaseous CO2 [30]. The

band position moves to a lower wavenumber with

the increase in the Dy3? ions concentration. This

might be attributed to the variation of the environ-

ment around the NbO6 octahedra. Therefore, FT-IR

scattering is sensitive to local structural changes such

as the coordination state and defects, and when

foreign ions are incorporated into the crystal struc-

ture, the position of the bands is shifted.

3.6 Diffuse reflectance study and optical
band-gap measurement

The DRS is measured in between 250 and 2500 nm for

the SNB:xDy3? (x = 1, 3, 5, 7, and 10 mol%) samples,

presented in Fig. 7. The spectra consist of five inho-

mogeneous band edge peaks and contain the

absorption edge at 283 nm, which can be set as the

absorption wavelength for the SNB host. The peaks

centered at 737, 793, 891, 1073, and 1266 nm corre-

sponding to the absorption transitions of Dy3? ions

from the 6H15/2 ground state to 6F3/2,
6F5/2,

6F7/2,
6F9/

2 ?
6H7/2,

6F11/2 ?
6H9/2 states, respectively [31]. The

fewer absorption peaks at lower wavelengths result

from the 4f–4f transition of Dy3? ions [32]. The

spectra indicate that the Dy3? ions-doped SNB

phosphor effectively absorbs in near-UV and NIR

regions.

The absorption spectra are transformed from the

DRS using the Kubelka–Munk function mentioned in

the literature [33, 34]. The optical band gap (Eg) of

SNB: xDy3? (x = 1, 3, 5, 7, and 10 mol%) is deter-

mined with the help of the equation given in the

reported literature [35, 36]. A graph between hm

Fig. 4 a EDS spectrum of un-

doped SNB sample [Inset

shows the elements weight and

atomic percent]. b SEM–EDS

mapping of un-doped SNB

sample
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Fig. 5 a SEM images. b–e SEM–EDS mapping. f EDS spectrum of SNB: 7 mol% Dy3? phosphor [Inset shows the elements weight and

atomic percent]
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(incident energy) and [F(R) hm]2 (Tauc Plot) is plotted
for SNB:xDy3? samples, which are shown in Fig. 8.

The direct band gap of SNB is calculated by extrap-

olating the slope equal to zero, and results reveal that

with increasing Dy3? ions concentration, optical band

gap decreases, which comes out to be in the range

4.005–4.038 eV and mentioned in Table 3.

3.7 Bonding parameters

The DRS is taken and transformed to absorption

spectra by using the Kubelka–Munk function and are

used to obtain the nephelauxetic ratios (b) and

bonding parameters (d). The b and d give information

about the bonding nature of Dy3? ions with the sur-

roundings using the absorption spectra. The b values

and bonding parameters are determined using the

equation mentioned in the reported work [37, 38] and

mentioned in Table 3.

The sign of the bonding parameter exhibits the

nature of Dy3? ions with the surroundings. The

positive sign is assigned to covalent nature, while the

negative sign is assigned to an ionic nature [39]. The

positive values of d for SNB: xDy3? (x = 1, 3, 5, 7 and

10 mol%) phosphors show the covalent nature of

Dy3? ions with the SNB matrix.

3.8 Judd-Ofelt analysis

Judd-Ofelt (J-O) theory is a basic technique for the

evaluation of different radiative parameters of lumi-

nescent materials. The J-O theory in correlation with

the absorption spectra is used to evaluate experi-

mental (fexp) as well as calculated (fcal) oscillator

strength values of SNB: xDy3? (x = 1, 3, 5, 7 and

10 mol%) phosphors [40]. The fexp is calculated by the

following equation [41]:

f exp ¼
2:303mc2

NApe2

Z
e mð Þdm ¼ 4:32� 10�9

Z
e mð Þdm ð1Þ

where m is single electronic mass, c represents the

speed of light, NA represents Avogadro Number, e(m)
represents the transition’s molar absorbance at m
(cm-1) wavenumber and dm is the half of the band

width of the absorption peak at m wavenumber.

Fig. 6 FT-IR spectra of un-doped SNB and SNB: xDy3? samples

Table 2 Assignments of FT-

IR peak positions of Dy3?

ions-doped SNB phosphors

Band position (cm-1) Band Assignment References

599.7 Sr–O vibration [25]

663.4 Existence of NbO6 octahedra [26]

863.9 Nb–O stretching in NbO6 octahedron [27]

1447.8 Absorption of water molecules [28]

1980.5 Asymmetric stretching of carbonate (CO3
2-) [25]

2322.8 Gaseous CO2 [29]

Fig. 7 Diffuse reflectance spectra of SNB:xDy3? phosphors
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The J-O theory describes the fcal in transition from

the ground state to the excited state (w to w0) as [42]:

fcal ¼
8p2mcm

3h 2J þ 1ð Þ
n2 þ 2
� �2

9n

X
k¼2;4;6

Xk wJ U kð Þ�� ��D E
w0J0

���
���2

ð2Þ

here h, m, J, n and m is the Planck’s constant, the mass

of an electron, the total angular momentum of the

ground state, the index of refraction and the wave

number of the transition respectively. Xk (k = 2, 4, 6)

represents the intensity parameters of J-O, kUðkÞk is

the doubly reduced matrix elements of the unit ten-

sor operator with rank k and are independent of the

matrix (host) which are evaluated from absorption

transition. The least square fit method is applied to

find r.m.s deviation by using the equation given in

the literature [43]. The smaller values of r.m.s. devi-

ation between fcal and fexp validate the J-O theory.

The oscillator strength is in direct relationship with

the probability of absorption between the energy

levels of the ground state and excited state. The

smaller values of r.m.s deviation show the best fit

between calculated (fcal) and experimental (fexp)

oscillator strength. The oscillator strengths with r.m.s.

deviation and intensity parameters of SNB: xDy3?

(x = 1, 3, 5, 7 and 10 mol%) phosphors are listed in

Tables 4 and 5, respectively.

X2[X6[X4 is the trend followed by the Xk val-

ues of Dy3?-doped SNB phosphor. These parameter

values are of great importance because of their use to

calculate the asymmetry in the environment of RE

ions, the nature of bonding, and the bulk properties.

The X2 parameter exhibits covalent character domi-

nance while structural dependency can be explained

by the X4 and X6 parameters [44]. The highest value

of X2 among all the Xk parameters reveals the bond

between RE and ligand ions to be extremely covalent

with asymmetric RE site [45]. This favors the out-

comes drawn from the analysis of bonding parame-

ters. The r (root-mean-square value of oscillator

strengths) can be depicted as the best fit between fexp
and fcal and is calculated using the formula from the

literature [46, 47].The values of fcal and fexp are in

good agreement and confirmed by the small value of

r.

3.9 Photoluminescence properties

It is essential to identify the excitation wavelength for

a better understanding of the emission spectra of the

as-prepared SNB phosphors. The excitation spectrum

of SNB:xDy3? phosphors are recorded at the emission

wavelength of 580 nm. The photoluminescence exci-

tation (PLE) spectra are presented in Fig. 9, contain-

ing the eight peaks located at 324, 336, 350, 365, 389,

423, 454, and 472 nm corresponding to the transition

of Dy3? ions from the ground state (6H15/2) to
6P3/2,Fig. 8 Tauc plots of SNB:xDy3? phosphors

Table 3 Direct band gap (Egd), Nephelauxetic (b) ratio, and Bonding (d) parameter of Dy3? ions-doped SNB phosphors

Parameters SNB: 1 mol% Dy3? SNB: 3 mol% Dy3? SNB: 5 mol% Dy3? SNB: 7 mol% Dy3? SNB: 10 mol% Dy3?

Direct band gap (Egd) 4.038 4.035 4.026 4.017 4.005

b 0.9785 0.9812 0.9795 0.9796 0.9799

d 0.0218 0.0191 0.0209 0.0208 0.0204
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4I9/2,
6P7/2,

6P5/2,
4I13/2,

4G11/2,
4I15/2, and 4F9/2,

states, respectively. The highly intense peak at

350 nm that corresponds to the 6H15/2 ?
6P7/2 tran-

sition is considered the excitation wavelength for

recording the emission spectra and the peaks position

is in good agreement with the published literature

[31, 48, 49]. The excitation spectral intensity varies

with the concentration of Dy3? ions in SNB phosphor.

The optimum excitation intensity is obtained for

7 mol% Dy3? ions-doped SNB phosphor.

The emission spectrum of SNB:7 mol% Dy3?

phosphor under 324, 350, and 365 nm excitation

wavelengths is depicted in Fig. 10. Each spectrum

contains three bands at 483, 580, and 672 nm corre-

sponding to the electronic transitions 4F9/2 ?
6H15/2,

4F9/2 ?
6H13/2, and

4F9/2 ?
6H11/2, respectively, and

among these, the band at 580 nm is highly intense.

The excited wavelength 350 nm is considered as the

optimized wavelength for the as-prepared phosphors

as the spectrum at 350 nm has higher intensities for

all the peaks in comparison to other excited

wavelengths.

To determine Dy3? ions concentration effect on the

PL intensity, emission spectra are recorded for

Table 4 Experimental (fexp 9 10–6), calculated (fcal 9 10–6) oscillator strengths and r.m.s deviation (drms9 10–6) of Dy3? ions-doped

SNB phosphors

Transitions from 6H15/2 ? SNB:1 mol%

Dy3?
SNB:3 mol%

Dy3?
SNB:5 mol%

Dy3?
SNB:7 mol%

Dy3?
SNB:10 mol%

Dy3?

fexp fcal fexp fcal fexp fcal fexp fcal fexp fcal

6F11/2 ?
6H9/2 0.018 0.018 0.037 0.037 0.545 0.545 0.492 0.492 0.061 0.061

6F9/2 ?
6H7/2 0.005 0.005 0.011 0.011 0.018 0.017 0.013 0.013 0.016 0.016

6H7/2 0.006 0.006 0.015 0.015 0.022 0.024 0.017 0.018 0.022 0.023
6H5/2 0.005 0.004 0.011 0.009 0.016 0.014 0.012 0.011 0.015 0.013
6H3/2 0.001 0.001 0.002 0.002 0.003 0.003 0.001 0.002 0.002 0.002

drms(9 10–6) ± 0.001 ± 0.001 ± 0.001 ± 0.001 ± 0.001

Table 5 Comparison of Judd–Ofelt intensity parameters X2, X4

and X6 (10
–22 m2) for Dy3? ions-doped SNB phosphors

Glass name X2 X4 X6 Order

SNB: 1 mol% Dy3? 1.494 0.0452 0.545 X2[X6[X4

SNB: 3 mol% Dy3? 3.268 0.2987 1.333 X2[X6[X4

SNB: 5 mol% Dy3? 4.789 0.4347 2.044 X2[X6[X4

SNB: 7 mol% Dy3? 4.380 0.4061 1.602 X2[X6[X4

SNB: 10 mol% Dy3? 4.880 0.4754 1.802 X2[X6[X4

Fig. 9 PLE spectra of SNB:xDy3? phosphors under 580 nm

emission

Fig. 10 Emission spectra of SNB:7 mol% Dy3? phosphor under

various pumping wavelengths (324, 350, 365 nm)
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variable Dy3? ions-doped SNB phosphors. Figure 11

illustrates the PL spectra of SNB:xDy3? (x = 1, 3, 5, 7,

and 10 mol%) phosphors at the excitation wave-

length of 350 nm. The spectra contain two intense

bands at 483 nm, 580 nm, and one weak band at

672 nm corresponding to the electronic transitions
4F9/2 ?

6H15/2,
4F9/2 ?

6H13/2, and 4F9/2 ?
6H11/2,

respectively. The intense yellow band at 580 nm is

related to the low symmetry and hypersensitive

transition of Dy3? ions. On the other hand, the blue

band at 483 nm is insensitive to the environment with

the high symmetry of Dy3? ions [50, 51]. Ionic radii of

Dy3? ions (0.912 Å) are lower than the Sr2? ions

(1.18 Å) surrounded with six atoms, allowing Dy3?

ions can efficiently replace Sr2? sites with low

symmetry.

Furthermore, it can be readily observable that 4F9/

2 ?
6H15/2 transition splits into a maximum of J ? 1/

2 (J is total angular momentum) stark manifolds in

the blue-emission region due to the crystal field effect

caused by surrounding ions [52]. Furthermore, the

Y/B ratio, also known as the asymmetry ratio, is the

relative measure of band intensities at 580 nm to

483 nm that is used to assess the effectiveness of Dy3?

ions-doped phosphors. The asymmetry ratio is found

close to 1, indicating the appropriate white emission

for as-prepared Dy3? ions-doped phosphor [53]. The

Y/B ratio for this investigation is in the range of

1.23–1.54, indicating that Dy3? ions are placed at non-

inversion symmetry positions in the host matrix, as

shown in Table 6. With the increment of Dy3? ions’

concentration, the positions of the peak remain

unaffected with an enhancement of emission peak

intensity, and the maximum intensity is for Dy3? ions

(7 mol%)-doped SNB phosphor which is regarded as

optimum concentration. The luminescence intensity

diminishes as the concentration of Dy3? ions rises

further due to the phenomena of concentration

quenching [54, 55]. The intensity fluctuations with

doping concentration are depicted in the inset of

Fig. 11 and confirm the concentration quenching for

the transition (4F9/2 ?
6H13/2) at 7 mol% for the as-

prepared Dy3? ions-doped SNB phosphor.

The energy level diagram, represented in Fig. 12,

shows the emission, excitation, and cross-relaxation

process of Dy3? ions in the SNB host matrix.

The difference between the energy levels above
4F9/2 is very trivial and results in non-radiative de-

excitation; hence, 4F9/2 level is populated. Owing to

the large energy gap between 4F9/2 and 4F3/2, multi-

phonon relaxation can be neutralized and 4F9/2 de-

excitation implies the radiative energy transfer via

transitions 4F9/2 ?
6H15/2,

4F9/2 ?
6H13/2, and

4F9/

2 ?
6H11/2 [56]. The cross-relaxation mechanism is

possible through the non-radiative decay mentioned

below:

CR1 : 4F9=2 þ 6H15=2 ! 6F3=2 þ 6F9=2 þ 6H7=2

� �
;

CR2 : 4F9=2 þ 6H15=2 ! 6F3=2 þ 6F11=2 þ 6H9=2

� �
:

The distance between the nearest Dy3? ions is

reduced with the increment in dopant concentration,

leading to a non-radiative transfer of energy between

the dopant ions. Therefore, as the concentration of

Dy3? ions increases after an optimum concentration

(7 mol%), the probability of non-radiative transfer

increases and finally results in a decrement in lumi-

nescence efficiency. Hence, there is necessary to cal-

culate the mean distance (Rc) between the

Fig. 11 Emission spectra monitored at 350 nm for SNB:xDy3?

phosphors [Inset shows the variation of intensity with the Dy3?

ions concentrations in SNB phosphors]

Table 6 Colorimetric parameters along with Y/B ratio for

SNB:xDy3? phosphor with excitation of 350 nm

SNB: xDy3? Y/B ratio Color coordinates CCT(K)

X Y

x = 1 mol% 1.35 0.358 0.380 4646

x = 3 mol% 1.39 0.368 0.387 4396

x = 5 mol% 1.25 0.374 0.392 4254

x = 7 mol% 1.54 0.375 0.393 4242

x = 10 mol% 1.23 0.365 0.383 4467
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neighboring dopant ions at which non-radiative

energy transfer takes place in SNB:xDy3? (x = 1, 3, 5,

7, and 10 mol%) phosphor. Blasse proposed the

relation for the mean distance calculation, which is

given as follows [57]:

Rc ¼ 2
3V

4pNXc

� �1
3

: ð3Þ

The unit cell volume is V, the dopant ions optimum

concentration is Xc, and the number of cationic sites

in the host lattice is N. The critical distance of energy

transfer in SNB:xDy3? between the nearest Dy3? ions

according to the values V = 553.52 Å3, N = 2, and

Xc = 0.07 is 19.62 Å. The de-excitation of Dy3? ions is

broadly divided into radiative and non-radiative

processes. Radiative transfer is not an effective

quenching process for the majority of rare-earth ions

while the non-radiative process includes internal

relaxation and multipolar interactions between the

ions. Exchange-type interaction takes place when the

critical distance is less than 5 Å and multipolar

interaction when it exceeds than 5 Å. Consequently,

it proceeds through multipolar interaction [58].

Electric multipolar transitions are responsible for the

concentration quenching mechanism as the critical

distance is substantially bigger than the exchange

interaction distance. Therefore, the mechanism for

the concentration quenching may be due to electric

multipolar interactions among the closest Dy3? ions

in SNB phosphor.

3.10 Radiative parameters

The radiative parameters of SNB:xDy3? (x = 1, 3, 5, 7,

and 10 mol%) phosphors can be evolved from the

integration of calculated J–O parameters and the

experimentally obtained results. J–O theory states

that the transition probability (radiative) from the

stable state (ground) to the excited state is the sum of

the dipole transition (electric) probabilities and the

dipole transition (magnetic) probabilities.

The AR (radiative transition probability), sR, AT

(total radiative transition probability), and bR for the

SNB:xDy3? (x = 1, 3, 5, 7, and 10 mol%) phosphors

are evaluated using the literature [59, 60] and tabu-

lated in Table 7. The AR evaluated with the help of J–

O theory describe that the radiative transition from

state 4F9/2 to lower levels affects the luminescence

performance of the as-prepared SNB phosphor. The

value of the branching ratio and radiative transition

probability is higher for the 4F9/2 ?
6H11/2 transition.

The radiative transition probability (AR) will give the

probability of a certain transition from the excited

state to a lower state by radiative decay. Radiative

probability is the inverse of a radiative lifetime. The

luminescence efficiency is the ratio of the observed

Fig. 12 Energy level diagram

of Dy3? ions in the

SNB:xDy3? phosphors
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lifetime to the radiative lifetime, and the higher value

of this ratio corresponds to higher efficiency. The

branching ratios indicate the occurrence of stimu-

lated emission from the excited states. The larger

value of the branching ratio reveals that the as-pre-

pared phosphor is excellent for luminescent appli-

cations [61].

3.11 PL decay study

PL Decay curves for SNB:xDy3? phosphor under

kem = 580 nm and kex = 350 nm at room temperature

are depicted in Fig. 13.

The recorded decay curves are fitted best with the

double exponential equation given as follows [62]:

I tð Þ ¼ I0 þ A1 exp � t

s1

� �
þ A2 exp � t

s2

� �
; ð4Þ

where I(t) is the PL intensity at time t (in second) and

I0 is the intensity at the initial time. A1 and A2 rep-

resent the fitting constants. s1 and s2 denote the

2 decay lifetimes for the double exponential equation.

The average decay time (savg) is calculated with the

formula given in the literature [63]. The lifetime val-

ues decrease with an increase in dopant concentra-

tion, i.e., Dy3? ions concentration in the range of 0.64–

0.55 ms, shown in Fig. 13, due to the non-radiative

migration of energy. The quantum efficiency ðgQEÞ is
the ratio of the number of the emitted photon to the

number of absorbed photons, and in this case, it is

defined as the ratio of an observed lifetime (s) and the

sr of the
4F9/2 energy level. The gQE can be evaluated

with the equation mentioned below as follows:

gQE ¼ s
sr
: ð5Þ

The lifetime values and the quantum efficiencies

are presented in Table 8. The quantum efficiencies of

the as-prepared phosphors lie in the range 65.21–

71.12%. The gQE for optimized Dy3? (7 mol%) ions-

doped SNB phosphor is found to be 71.12% and

higher in comparison to other reported work [22].

The Inakutti-Hirayama (I-H) model has been

applied to the decay curves for optimized Dy3?

(7 mol%) ions-doped SNB phosphor to find out the

involved energy transfer process. The decay curve of

SNB:xDy3? (x = 7 mol%) has been fitted for s = 6,

s = 8, and s = 10 using the equation given below [64],

and the curve shows the best fit for s = 6 as shown in

Fig. 14:

It ¼ I0 � exp � t

t0
�Q � t

t0

� �3
s

 !
; ð6Þ

where, It addresses the luminescent intensity at time

t, to represent the donor lifetime in the absence of the

acceptor, and Q is the parameter of energy transfer.

The ‘‘s’’ illustrates the type of interaction between the

Table 7 Transition probability (AR) (s-1), luminescence

branching ratio (bR), and total transition probability (AT) (s-1)

and radiative lifetime (sR) (ms) for the observed emission

transitions of Dy3? ions-doped SNB phosphors

Transition AR bR AT sR

SNB: 1 mol% Dy3?

4F9/2 ?
6H15/

2

1.23 0.0057 214.62 4659

4F9/2 ?
6H13/

2

1.23 0.0215

4F9/2 ?
6H11/

2

4.60 0.1405

SNB: 3 mol% Dy3?

4F9/2 ?
6H15/

2

3.09 0.0138 223.88 4466

4F9/2 ?
6H13/

2

10.58 0.0473

4F9/2 ?
6H11/

2

30.75 0.1374

SNB: 5 mol% Dy3?

4F9/2 ?
6H15/

2

4.74 0.0204 231.95 4311

4F9/2 ?
6H13/

2

15.75 0.0679

4F9/2 ?
6H11/

2

31.27 0.1348

SNB: 7 mol% Dy3?

4F9/2 ?
6H15/

2

3.75 0.0164 229.26 4361

4F9/2 ?
6H13/

2

13.81 0.0602

4F9/2 ?
6H11/

2

31.21 0.1361

SNB: 10 mol% Dy3?

4F9/2 ?
6H15/

2

4.77 0.0203 235.18 4251

4F9/2 ?
6H13/

2

17.44 0.0741

4F9/2 ?
6H11/

2

31.63 0.1345
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activator ions in a particular host. For the present

sample, the best I–H fit has been noticed for s = 6

implying that the d–d (dipole–dipole) interaction

dominates among Dy3? ions in SNB phosphor. The I–

H fit corresponding to s = 6 for SNB:xDy3? phosphor

is shown in Fig. 15. The energy transfer parameter

(Q) was calculated using the formula available in the

literature [65, 66], and the value of Q comes out to be

0.6309 for Dy3? (7 mol%) ions-doped SNB phosphor.

3.12 CIE coordinates

For the confirmation of the emission color of

SNB:xDy3? (x = 1, 3, 5, 7, and 10 mol%) phosphors,

the chromaticity coordinates have been evaluated

Fig. 13 PL decay profile for SNB: xDy3? phosphor at kex = 350 nm and kem = 580 nm
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from the emission spectra under excitation of 350 nm

wavelength. The CIE chromaticity coordinates are

calculated to be (0.358, 0.380), (0.368, 0.387), (0.374,

0.392), (0.375, 0.393), and (0.365, 0.383), for

SNB:xDy3? (x = 1, 3, 5, 7, and 10 mol%) phosphors,

respectively, and these are close to the standard

white point (0.333, 0.333) as shown in Fig. 16. The

CCT (Correlated color temperature) parameter help

in evaluating the quality of light of a source and

estimated by applying the McCamy’s polynomial

formula available in the literature [67].

The CCT values generally estimate the light’s

‘‘warmness’’ and ‘‘coolness’’ and for less than 3200 K

it is warm and for greater than 4200 K, it is cool. The

calculated CCT values for various Dy3? ions-doped

SNB phosphors are 4646, 4396, 4254, 4242, and 4467 K

and lie in the region of cool white luminescence.

The CIE chromaticity coordinates and the CCT

values are listed in Table 6. The calculated CIE

coordinates expose the application of Dy3? ions-

doped SNB phosphors in the lighting and display

devices. The color purity is evaluated by the formula

mentioned in the literature [68]. The color purity for

Dy3? (7 mol%) ions-doped SNB phosphor is evalu-

ated to be 25.65% under the excitation wavelength of

350 nm, and it has been corroborated with previous

reported work CaSrAl2SiO7:Dy3? (37.72%), Sr9Al6-
O18:Dy3? (32.23%), and Sr9Al6O18:Dy3? (79.92%)

[69–71].

3.13 Temperature-dependent PL properties

In general, UV/Blue LED chips are coated by phos-

phors, which generate heat around 120–150 �C dur-

ing the operation, and as a consequence, the

efficiency of lighting devices drops. Hence, thermal

quenching is an essential characteristic of lighting

devices. PL spectra collected at various temperatures

are used to investigate the thermal quenching per-

formance of Dy3? (7 mol%) ions-doped SNB phos-

phor. Figure 17 depicts the TDPL spectra at the

excitation wavelength of 350 nm for Dy3? (7 mol%)

ions-doped SNB phosphor.

The spectra show that as the temperature rises (30

to 200 �C), the emission strength decreases because of

the non-radiative transition increment, and hence, the

rate of intensity reduction alters over the emission

peaks. With the increment in temperature, the PL

intensity decreases because of thermal quenching

although PL peaks position remains unaltered,

prompting the good color stability of the phosphors

[72]. The thermal characteristics of SNB:xDy3? phos-

phors are concerned with Nb5? energy states. There

are two quenching mechanisms for the phosphor, one

responsible for the displacement among the ground

and excited state, the second one is associated with

the thermal stimulated ionization process from the 5d

level to the conduction band (CB) [73]. The light of a

particular wavelength excites the electron to the CB

and thereafter is captured by the trap, subsequently

liberating the electrons to CB and Dy3? ions recap-

turing them. Hence, the thermal stability is related to

the ionization process, which can be influenced by

band structure. With the increase in temperature, the

electrons are easily excited to the CB and resulting in

the decrement of the band gap. Hence, more energy

from the excited state is lost and weakens the thermal

quenching. The phosphors PL intensity decreases

with the increase in temperature up to 200 �C known

as temperature-dependent luminescence quenching

and attributed to enhanced electron–phonon

Table 8 Photoluminescence lifetime and quantum efficiency of

the 4F9/2 states for the SNB phosphors

SNB: xDy3? Lifetime (ms) Quantum efficiency

x = 1 mol% 0.6493 69.98%

x = 3 mol% 0.6263 70.21%

x = 5 mol% 0.6131 70.96%

x = 7 mol% 0.6129 71.12%

x = 10 mol% 0.5544 65.21%

Fig. 14 I–H model fit of SNB:xDy3? (x = 7 mol%) sample for

s = 6, 8, 10
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interactions which is dominated by non-radiative

transitions rather than efficient ET [74]. The inset of

Fig. 17 exhibits the plot between relative integrated

intensity and temperature for 4F9/2 ?
6H13/2

transition, taking the intensity of PL spectra at 30 �C
as 100% of the optimized sample. The PL intensity of

the as-prepared SNB phosphor at 150 and 200 �C
comes out to be 83% and 71%, respectively, in

Fig. 15 I–H model fit of SNB:xDy3? samples
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contrast to the values at 30 �C, which is higher than

the other cited work [75, 76]. The system returns to

the ground state by means of a non-radiative multi-

phonon relaxation which increases with the incre-

ment of the temperature and finally results in thermal

quenching. The above results conclude that the as-

prepared SNB phosphor has exquisite thermal sta-

bility. The DE (activation energy) has been computed

by using the Arrhenius equation mentioned below

[77, 78]:

IT ¼ Io

1þ Cexp � DE
KBT

� 	 ; ð7Þ

where Io and IT represent the emission intensity at

30 �C and at a particular temperature T, respectively.

KB and C denote the Boltzmann constant and arbi-

trary constant, respectively. For determining DE, the
graph between the ln[(Io/ IT)-1] and 1/ KBT is plotted.

Figure 18 represents the plot with linear fitting and

the slope comes out to be -0.135. Hence, the DE can be

0.135 eV approximately for Dy3? (7 mol%) ions-

doped SNB phosphor, which is higher in comparison

to the previously reported work [23, 79]. Aforemen-

tioned TDPL results indicate that as-prepared phos-

phor is thermally stable.

4 Conclusion

In conclusion, Dy3? ions-doped SNB phosphors were

effectively produced using a solid-state reaction

technique. The peaks in the XRD pattern can be

identified to be a cubic Sr4Nb2O9 crystal structure,

well matched with the JCPDS card no. 048-0558 of

SNB phosphor. The average crystallite size of Dy3?

(7 mol%) ions-doped SNB phosphor was 43.65 nm.

The SEM image manifests agglomerated particles

with smooth surfaces having spherical shapes and

sizes in the range 1–1.5 lm. Using the EDS spectrum,

all of the elements in the desired samples were

revealed. The sample’s optical band gaps (Eg) lie in

the range 4.005–4.038 eV, which were determined

using DRS. J–O intensity parameters were evaluated

Fig. 16 CIE chromaticity diagram of SNB:xDy3? phosphor

Fig. 17 Temperature-dependent PL properties of 7 mol% Dy3?

ions-doped SNB phosphor [Inset displays the relative emission

intensity variation for 4F9/2 ?
6H13/2 transition with temperature

in the range from 30 to 200 �C]

Fig. 18 Plot between ln[(I0/IT)-1] versus 1/KBT
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by transforming DRS spectra into absorption spectra.

The excitation spectra affirm the several excitation

bands in UV/n-UV and blue regions. At the most

intense excitation peak (350 nm), recorded emission

spectra contain two significant peaks in yellow and

blue regions arising out of the transitions 4F9/

2 ?
6H13/2 and 4F9/2 ?

6H15/2, respectively. The

optimal concentration of Dy3? ions in the Dy3? ions-

doped SNB phosphor was found to be 7 mol%. Var-

ious radiative parameters have been evaluated by

correlating absorption and emission spectra. The d–d

interaction was shown to be the reason of the con-

centration quenching, which was also confirmed by

the I–H model. The quantum efficiency of the Dy3?

(7 mol%) ions-doped SNB sample comes out to be

71.12%. The samples’ CIE coordinates lie in the cool

white region. The effect of temperature on the PL

characteristics shows that the intensity endures to

71% at 200 �C that of to 30 �C. The above-mentioned

results reflect that the Dy3? ions-activated SNB

phosphor can serve as a host for white LEDs and

other luminous devices.
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A B S T R A C T   

Herein, synthesis and electrochemical analysis of SnSe based alternative alloy anode and its composites with 
Super P (SnSe/C) and MWCNT (SnSe/MWCNT) have been attempted via a facile high-energy ball milling 
method. The X-ray diffraction (XRD) of the synthesized materials has been observed to confirm the phase for
mation. The morphological studies are analyzed using FESEM and TEM to see the shape, size and distribution of 
particles. In contrast, Energy Dispersive Spectroscopy (EDS) and Raman spectroscopy confirm the homogeneous 
mixing of SnSe with Super P and MWCNT. Electrochemical analysis of all three compositions has been carried to 
explore the specific capacity, efficiency and cyclic performance. The lithium-ion diffusion coefficient is estimated 
using CV at different scan rates, EIS, and GITT for the SnSe, SnSe/C, and SnSe/MWCNT samples. For all three 
prepared anodes, the Li+ diffusion coefficient is calculated using EIS, CV, and GITT and it was found to be in the 
range of 10− 15 cm2s− 1, 10− 14 to 10− 15 cm2s− 1 and 10− 12 to 10− 14 cm2s− 1, respectively. Among all three anode 
materials, SnSe/MWCNT showed higher values of Li-ion diffusion coefficient, indicating that the SnSe/MWCNT 
electrode has superior kinetics over SnSe/C and SnSe.   

1. Introduction 

With increasing development in the field of the global economy and 
with the growth of population, several problems, such as climate change 
and the excessive depletion of fossil fuels, have driven significant 
worldwide attention toward the development of energy storage devices 
for renewable sources. In the recent past, Lithium-ion Batteries have 
gained significant popularity in the field of electronic and energy storage 
devices because of their outstanding features such as high energy den
sity, low maintenance, very low memory effect, and minimal self- 
discharge [1]. Furthermore, LIBs have been demonstrated to be one of 
the most efficient strategies for storing energy for various portable to 
large-scale devices such as mobile phones, laptops, digital electronics, 
and electric vehicles [2]. The most vital part of a battery is the electrode 
material that decides the transportation of charges and storage of energy 
[3]. Hence, the key to achieving better electrochemical performance is 
the electrode material [4,5]. Since the commercialization of LIBs in the 
year 1990–91, the commonly used anode in LIBs was graphite. Still, it 
has certain limitations, such as low gravimetric and volumetric capacity 
as well as safety concerns which make graphite inappropriate anode 
material for the next generation LIBs. On the other hand, carbonaceous 

electrode materials have the low theoretical capacity and cannot alone 
be sufficient to meet the modern power requirements [6]. Therefore, 
developing alternative novel anode materials is of utmost need to aid in 
high storage capability and safer operability of LIBs. The elements 
belonging to group IV like Si, Ge and Sn have proven themselves among 
the favourable anode materials owing to their higher specific capacities 
in comparison with carbon-based anode material. Out of these anode 
materials, tin has gained immense attention due to its theoretical ca
pacity of 994 mAhg− 1, high packaging density and safer thermodynamic 
potential in comparison to carbonaceous anode materials [7–9]. 

Metallic Tin undergoes an alloying reaction with lithium leading to 
the formation of Li4.4Sn, incorporating 4.4 Li-ions per unit formula and it 
also has a higher electrochemical potential vs Li/Li+ as compared to 
graphite, which in result enhances its stability and safety as anode in Li- 
ion batteries. As a result, a considerable amount of research has been 
done on tin-based anodes. However, the commercialisation of tin-based 
anodes is still not possible due to their large volume expansion during 
cycling process leading to particle cracking and capacity deterioration 
[3,10,11]. To remove these obstacles, different strategies have been 
adapted such as nano-structuring, and the use of inter-metallics or 
composite material instead of pure metal. Nanosized anode materials 
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could offer a better solution by providing a good strain accommodation, 
improving the specific capacity and rate capability due to enhanced 
interfacial area and kinetics of Li-ion diffusion [12]. Sn easily reacts with 
elements of group VA and group VI A to form binary or ternary com
pounds (Sn-M, Sn-M-M’), hence, one such approach is to make alloy of 
Sn with inactive materials that could hinder the expansion/shrinkage of 
volume during charging or discharging such as Sn–Sb, Sn–Co, Sn–Ni, 
Sn–Cu etc. Another approach could be composites with conductive 

materials such as carbon, polypyrrole, polyaniline to enhance electro
chemical performance [12,13]. 

In this study, SnSe alloy and its composites with Super P and Multi 
Walled Carbon Nanotubes (MWCNTs) have been synthesized via high 
energy ball mill method using Tin and Selenium metal powder, Super P 
and MWCNTs as precursors. Super P and MWCNTs are among the most 
carbonaceous materials with characteristics like high electronic con
ductivity, great thermal stability and mechanical properties. MWCNTs 
are widely used to make composites with anode materials owing to its 
excellent properties which enhances the cyclic performances of LIBs by 
preventing them from collapsing after long cycles and decreasing the 
volume expansion during cycling maintaining structural integrity. Super 
P acts as a buffer when used in anode material to suppress the volume 
change during lithiation/de-lithiation process. 

2. Experimental 

2.1. Synthesis 

SnSe material was prepared using high energy ball mill (HEBM). For 
the synthesis, Sn powder (99.9% purity) and Se powder (99.5% purity) 
were first grounded and then added to a stainless-steel vial containing 
steel balls. The vial was sealed in glove box in order to create an inert 
atmosphere. Milling was done effectively for 15 h at a rotary speed of 
350 rpm. 

After the milling, SnSe particles were obtained. Similarly, SnSe/C 
and SnSe/MWCNT composite were synthesized using Sn metal powder, 
Se metal powder, Super P and MWCNTs under the same conditions as 
mentioned above. The Schematic diagram of synthesis route is shown in 
Fig. 1. 

2.2. Structural and morphological characterization 

For the determination of crystal structure, characterization of the 
synthesized SnSe, SnSe/C, and SnSe/MWCNT samples was facilitated by 
an X-ray Diffractometer (RIGAKU ULTIMA IV) equipped with CuKα1 
radiation having a wavelength of 1.54 Ǻ. The XRD data was observed 
and recorded between the range of 10o to 70o. The morphologies were 
investigated using a Hitachi s-3700 scanning electron microscope. For 
TEM imaging, FEI Tecnai G2 20 S-Twin microscope was used. RAMAN 

Fig. 1. Schematic diagram for synthesis of SnSe, SnSe/C and SnSe/MWCNT composite.  

Fig. 2. XRD patterns for SnSe, SnSe/C and SnSe/MWCNT along with super P 
and MWCNT. 

Table 1 
Average Crystallite size for SnSe, SnSe/C and SnSe/MWCNT.  

Parameter SnSe SnSe/C SnSe/MWCNT 

D(nm) 
δ (nm− 2) × 10− 3 

42 
0.56 

23 
1.89 

26 
1.47  
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studies were carried out using Renishaw Laser Spectrometer, Invia II 
model. For DC electrical measurements, activation energy was measured 
at a source voltage of 1.0 V, and DC resistance was measured at a varied 
voltage from − 10 V to 10 V using a KEITHLEY 6517A electrometer. For 
the pellet formation of the prepared samples, they were homogeneously 
mixed with 2.5 wt% of Polyvinyl Alcohol (PVA), and then circular pel
lets of a diameter of 10 mm were made using a hydraulic press (pressure 
~ 7 tons). The obtained pellets were then annealed at 250 ◦C for 2 h to 
evaporate the binder. Electrical contacts on pellets were made by 
coating both circular sides with silver paste and were then annealed at 
150 ◦C for 1 h to eradicate the moisture from the surface of the pellet. 

2.3. Electrochemical characterization 

To perform electrochemical measurements, a homogenous slurry 
comprising active material, Super P and PVDF in the ratio 80:10:10 (by 
weight) in NMP solvent was prepared. Then, the prepared slurry was 
evenly spread over a Cu foil using automatic coating unit. Then the 

coated slurry was kept at 80 ◦C overnight to dry out the solvent in the 
slurry. After drying, the disk electrodes of 16 mm diameter were 
punched and, then the electrodes were pressed between two stainless 
steel twin rollers to improve adherence between active material and 
current collector. The half cell (CR2016) was fabricated in Mbraun glove 
box work station and for the assembly of half-cell lithium chip, celgard 
2400 and 1 M solution of LiPF6 dissolved in DMC and EC in the ratio 1:1 
(by volume) was used as counter electrode, separator and electrolyte, 
respectively. 

3. Results and discussion 

3.1. Structure and morphological analysis 

The wide scan XRD patterns of synthesized SnSe, SnSe/C and SnSe/ 
MWCNT samples are shown in Fig. 2 along with the individual super P 
and MWCNT. All obtained peaks in the XRD pattern are assigned to 
25.20o (201), 26.45o (210), 29.42o (011), 30.40o (111), 31.08o (400), 

Fig. 3. FESEM micrographs of (a-b) SnSe, (c-d) SnSe/C, (e-f) SnSe/MWCNT.  
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37.20o (311), 43.34o (411), 47.30o (302), 49.60o (511) and 54.47o (420) 
planes of SnSe which matches well with the JCPDS file: 00–048-1224 as 
an orthorhombic structure with space group, pnma. No extra diffraction 
peaks were noticed. Hence, the XRD patterns confirm the high purity of 
the SnSe/C and SnSe/MWCNT composite in proper phase. It also in
dicates that the addition of Super P or MWCNT has no effect on the phase 
formation of SnSe and does not affect the crystal structure of SnSe. Also 
no oxidation reaction took place during the synthesis process [14]. The 
average crystallite size of the SnSe, SnSe/C and SnSe/MWCNT com
posites has been calculated using Scherrer’s formula given by: 

D =
kλ

βcosθ
(1)  

where D, β, λ, k and θ represents crystallite size, FWHM, wavelength of 
the x-ray radiation, CuKα1 (0.154 nm), shape constant, ~ 0.9 and 
Bragg’s angle, respectively. The dislocation density, δ represents the 
deficiency in the particles can be calculated using the formula given 
below [15]; 

δ =
1

D2 (2) 

Table 1 summarizes the calculated values obtained from the XRD 
analysis. 

Fig. 3 shows the FESEM images of the SnSe, SnSe/C and SnSe/ 
MWCNT. As depicted in Fig. 3(a-b), SnSe consist of irregularly shaped 
micro-sized particles with the average particle size of 0.65 μm which 
consist of agglomerated primary nanoparticles. However, the addition of 
Super P enhances the morphology and regularity of SnSe particles as 
shown in Fig. 3(c-d). The SnSe/C composite displays the aggregated and 
nearly spherical shaped particles with average size of 0.1 μm consisting 
of agglomerated primary nanoparticle. Such morphology is quite good 
for electrode materials because the agglomeration of primary nano
particles can increase the adherence between the electrode and the 
electrolyte, hence enhancing the battery performance. Whereas, SnSe/ 
MWCNT composite shows slightly larger irregular shaped micro-sized 
particles. The average size of particles was found to be 0.3 μm. 
MWCNTs have cylindrical thread like structure which gives large 

Fig. 4. Elemental mapping images of Sn(blue), Se(green), C (Red) of (a-d) SnSe/C composite, (f-i) SnSe/MWCNT, (e) the result of EDS analysis for SnSe/C, (j) the 
result of EDS analysis for SnSe/MWCNT. (For interpretation of the references to colour in this figure legend, the reader is referred to the web version of this article.) 
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interlayer spacing hence promoting better exchange of Li-ion in/out of 
the electrode material. Furthermore, the structure of MWCNTS is such 
that it does not deform even after multiple charge-discharge, making it 
as an excellent anode. As can be seen from Fig. 3(d-e), the SnSe/MWCNT 
composite consist of SnSe particles well surrounded by clusters and 
bundles of MWCNT and some of the SnSe particles are well covered by 
MWCNT. This composite structure may help to reduce the damage of 
SnSe structure during cycling giving excellent electrochemical perfor
mance as compared to bare SnSe [15]. 

Fig. 4 (a-e) depicts the elemental mapping of SnSe/C, images of the 
EDS mapping proves that SnSe and Super P was homogeneously mixed 
in the sample. Fig. 4(f-j) shows elemental mapping of SnSe/MWCNT 
confirming the uniform distribution of Sn, Se and MWCNT throughout 
the prepared sample. The detailed morphology of SnSe, SnSe/C and 
SnSe/MWCNT was further investigated using TEM and is shown in 
Fig. 5. As shown in Fig. 5(a), SnSe composed of primary nanoparticles of 
size 4–10 nm, whereas the SnSe/C composite consist of agglomerated 
nanoparticles in the range of 2–6 nm which are well surrounded by 
clusters of carbon which acts as a buffer and can help in preventing huge 
volume change during charging and discharging. The TEM images of 
SnSe/MWCNT as shown in Fig. 5(c), consist of well dispersed MWCNTs 
in the composite. 

To further confirm the presence of carbon and MWCNT in the 

Fig. 5. The TEM images of (a) SnSe (b) SnSe/C composite (c) SnSe/MWCNT.  

Fig. 6. Raman Spectra of MWCNT, Super P, SnSe, SnSe/C and SnSe/MWCNT.  
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composites of SnSe, Raman spectra for the prepared sample were carried 
out. Raman spectrum of SnSe, SnSe/C, SnSe/MWCNT, Super P and 
MWCNT are shown in Fig. 6. As can be depicted from the Fig. 6, the 
Raman spectra of Super P and MWCNT shows two broad peaks close to 
1340 cm− 1 and 1580 cm− 1. The carbon D (1340 cm− 1) band is due to the 
disordered structure or defects in carbon, whereas G band (1580 cm− 1) 
is attributed to the stretching of Carbon-Carbon bond and is found in all 
sp2 carbon materials. As can be seen from the Raman spectra,. these two 
D and G bands are present in SnSe/C and SnSe/MWCNT composite, 
while these bands are absent in bare SnSe confirming the presence of 
carbon in SnSe/C and SnSe/MWCNT composites [16]. 

The effect of temperature on electrical conductivity was investigated 
for the synthesized samples. Fig. 7(a) illustrates an Arrhenius plot, in 
which ln (σDC) is plotted against the reciprocal of temperature for SnSe, 
SnSe/C and SnSe/MWCNT. The slope of curves yields the activation 
energy for the synthesized samples. The Arrhenius equation in its 
functional form can be expressed as: 

σDC = σoexp
− Ea

KBT
(3) 

Here, KB, T, and Ea denotes Boltzmann constant, absolute tempera
ture and activation energy, respectively. 

The electronic conductivity, σDC was calculated at room temperature 
using the following equation: 

σDC =
1
R

(
L
A

)

(4) 

Where, R, L and A represents resistance of the sample, thickness of 
the pellet and the area of the pellet, respectively [17]. Fig. 7(b) shows I- 
V characteristic curve for SnSe, SnSe/C and SnSe/MWCNT at room 
temperature. The DC resistance value has been calculated using the 
slope of the I-V Curve. Hence, the DC conductivity has been obtained. It 

was found that conductivity increases with an increase in temperature, 
showing a semiconducting behaviour. Among the three tested materials, 
SnSe/MWCNT have the lowest activation energy and the best conduc
tivity. The calculated values are shown in Table 2. 

3.2. Electrochemical analysis 

Cyclic Voltammetry study of SnSe, SnSe/C, SnSe/MWCNT anodes 
were obtained at 0.2 mV/s scan rate from 0.01 to 2.5 V for the first four 
cycles as depicted in Fig. 8(a-c). During the initial cathodic scan, SnSe, 
SnSe/C and SnSe/MWCNT show a sharp peak at around 1.02 V, 1.21 V 
and 1.05 V respectively. This could be due to the conversion reaction of 
SnSe into Sn and Li2Se. However, in the proceeding cycles this cathodic 
peak is shifted to 1.26 V for SnSe/C and SnSe/MWCNT and vanishes in 
the case of bare SnSe indicating that this conversion reaction is irre
versible in case of SnSe anode. On further discharging, another reduc
tion peak was observed at around 0.5 V- 0.6 V. It may occur possibly due 
to the decomposition of electrolyte and hence forming Solid Electrolyte 
Interface (SEI) layer on the electrode surface. The peak around 
0.06–0.21 V can be ascribed possibly due to the alloying of Sn with Li to 
form LixSn (where x ≥ 4.4). For initial oxidation scan, the observed 
peaks between 0.5 V to 0.63 V can be attributed to the de-alloying 
process of LixSn. However, small peaks arising in SnSe/C and SnSe/ 
MWCNT electrodes at 1.8 V and 2.2 V could be due to the re-oxidisation 
of Sn and Li2Se to form SnSe and extraction of Li-ion. This is supple
mented by the reduction peak at 2.02 V and repetition of these anodic 
peaks in the subsequent cycles. This implies that in composite anodes, 
the decomposition of SnSe is a reversible process which is occurring due 
to the addition of Super P and MWCNT [18]. It is well known that carbon 
source in the composite can decreases the polarisation promoting the 
better insertion/de-insertion of Li-ions in the electrode [19]. Moreover, 
the CV profile of SnSe/C shows suppression of Li2Se as compared to SnSe 
and SnSe/MWCNT, this could indicate that at the equilibrium potential 
range, there is little retardation of the decomposition reaction this could 
be due to the amorphous carbon (Super P) used in the SnSe/C. However, 
there are only limited reports related to this mechanism [20]. As can be 
seen from CV graphs, SnSe/MWCNT shows the best repeatability as 
compared to SnSe and SnSe/C. 

The Lithiation and de-lithiation reaction mechanism of SnSe, SnSe/C 
and SnSe/MWCNT are as follows: 

Lithiation process for SnSe, SnSe/C and SnSe/MWCNT 

Fig. 7. (a) Variation of conductivity (lnσDC) with temperature (1000/T) for SnSe, SnSe/C and SnSe/MWCNT (b) I-V curve at room temperature for SnSe, SnSe/C and 
SnSe/MWCNT. 

Table 2 
Calculated DC conductivity values of (a) SnSe (b) SnSe/C and SnSe/MWCNT.  

Sample Activation Energy 
(meV) 

DC resistance 
(Ω) 

DC Conductivity 
(S/cm) 

SnSe 232 10 × 106 9.76 × 10− 9 

SnSe/C 229 9.1 × 106 2.44 × 10− 8 

SnSe/MWCNT 157 6.36 × 106 1.86 × 10− 7  

S. Rajput et al.                                                                                                                                                                                                                                  



Solid State Ionics 394 (2023) 116206

7

SnSe+ 2Li+ + 2e− →Sn+ Li2Se (5)  

Sn+ xLi+ + xe− +Li2Se→LixSn+Li2Se (0 ≤ x ≤ 4.4) (6) 

De-lithiation for SnSe, 

LixSn+ Li2Se→Sn+ Li2Se+ xLi+ + xe− (7) 

De-lithiation for SnSe/C and SnSe/MWCNT, 

LixSn+ Li2Se→Sn+ Li2Se+ xLi+ + xe− (8)  

Sn+ Li2Se→Li2− ySnSe+ yLi+ + ye− (9) 

Fig. 9 (a-c) shows CV data of SnSe, SnSe/C and (c) SnSe/MWCNT, 
respectively, at various scan rates of 0.05 mV/s, 0.1 mV/s and 0.2 mV/s. 
This test is used to study the dynamic behaviour, and to calculate the Li- 
ion diffusion coefficient of SnSe, SnSe/C and SnSe/MWCNT electrodes. 
With increasing scan rate, the peak intensities of cathodic and anodic 
reaction also increase [21]. 

For a diffusion-controlled process, the relation between the square 
root of scan rate (ʋ0.5) and peak current density (IP) should be a linear 
one as shown in Fig. 9(d-f). The Randles-Sevcik eq. (10) is used to 
determine the relationship and the value of chemical diffusion coeffi
cient [22]. 

IP = 0.4463n3/2F3/2CLi+ +AR− 1T − 1D
(Li+)1/2 v1/2 (10)  

where IP, n CLi+, A, F, R, T, ʋ and D(Li)+ represents peak current density, 
charge transfer number, Li-ion concentration in electrodes, electrode 
area, Faraday’s Constant, Gas Constant, absolute temperature, scan rate 
and diffusion coefficient, respectively [21]. 

Diffusion coefficient was calculated around cathodic and anodic 
peaks for SnSe, SnSe/C and SnSe/MWCNT. All the calculated values of 
diffusion coefficient are given in Table 3. From the calculated values, it 
can be seen SnSe/MWCNT shows the higher diffusion coefficient value 
as compared to SnSe/C and SnSe implying the best diffusion properties. 

In order to investigate kinetic behaviours of bare SnSe, SnSe/C and 
SnSe/MWCNT, EIS was performed before cycling. EIS measurement is 
used to examine the prepared electrodes materials since the internal 
impedance of a cell is a vital characteristic that has a direct effect on its 
electrochemical performance. Fig. 10(a) shows the Nyquist plots of 
SnSe, SnSe/C and SnSe/MWCNT at Open Circuit Voltage (OCV) tested 
from 10 mHz to 100 kHz frequency. Each spectrum at high to medium 
frequencies consists of a semicircle and a straight inclined line at lower 
frequencies. EIS analysis has been performed using equivalent circuits 
with R, C and Q combination to fit the impedance data. The equivalent 
circuit is shown in Fig. 10(inset), where Rs and Rct denotes the resistance 
due electrolyte and electrode-electrolyte interface respectively, RSEI and 

Fig. 8. Cyclic voltammograms (CV) curves of (a) SnSe (b) SnSe/C (c) SnSe/MWCNT at 0.2 mV/s scan rate from 0.01 to 2.5 V.  
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CSEI may arises due to the transfer of Li-ions through SEI layer, Cdl is the 
double layer capacitance and ZW corresponds to the Warburg impedance 
and it corresponds to the tail at low frequency [14,22,23] From EIS 
graphs, it can be seen that the SnSe/MWCNT has the smallest diameter 
of the semicircle as compared to SnSe/C and bare SnSe revealing that the 
charge transfer resistance (Rct) for SnSe/MWCNT composite is much 
smaller than the SnSe, whereas the Rct value of SnSe/C lies in between 
SnSe/MWCNT and SnSe. For SnSe/C composite, obtained Rct value 
could be due to the conducting nature and dispersing effect of carbon, 
whereas for SnSe/MWCNT there is the easy transfer of Li-ions in the 
charge transfer process due to the tubular structure of MWCNT which 
also improved the electrochemical performance of SnSe/MWCNT. 

Fig. 10(b) shows the relationship plot between Z’ and ω-0.5. The 
fitting results are shown in Table 4. 

The diffusion coefficient in the bulk material can be calculated using 

Fig. 9. Cyclic Voltammetry at various scan rate of (a) SnSe (b) SnSe/C and (c) SnSe/MWCNT, cathodic and anodic peak current versus ʋ0.5
, (d) SnSe (e)SnSe/C and (f) 

SnSe/MWCNT. 

Table 3 
Calculated D(Li)+ values of (a) SnSe (b)SnSe/C (c) SnSe/MWCNT from cyclic 
voltammetry.  

SnSe Anodic peak Cathodic Peak 

D(Li)+

(cm2s− 1) 
9.67 × 10− 15 2.44 × 10− 15 

SnSe/C Anodic Peak Cathodic Peak 
D(Li)+

(cm2s− 1) 
3 × 10− 15 0.83 ×

10− 15 
1.08 × 10− 14 

SnSe/ 
MWCNT 

Anodic Peak Cathodic Peak 

D(Li)+(cm2s− 1) 1.05 ×
10− 15 

5.65 ×
10− 14 

5.11 ×
10− 14 

3.9 ×
10− 15 

1 ×
10− 14 

1.4 ×
10− 14  
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the given equation: 

DLi+ =
0.5R2T2

A2n2F2C2σω2
(11)  

where DLi+, R, A, n, T, C, F and σω is the Diffusion Coefficient (cm2s− 1), 
Boltzmann Constant(8.314 J mol− 1 K− 1), Electrode Area (cm2), no. of 
electrons, absolute temperature (K), lithium ion concentration (mol 
/cm3), Faraday’s Constant and Warburg Factor (Ω s− 1/2), respectively. 
The relation of Z′ and σω is given below: 

Z ′

= Rs +Rct + σωω− 1/2 (12) 

Eq. (12) has been used to calculate the Warburg factor, σω by using 
the slope of Bode plot. By substituting the values in eq. (11), diffusion 
coefficient was calculated [24,25]. The calculated values of DLi+ are 
listed in Table 4. The estimated values of DLi+ from EIS are in accordance 
with the values calculated from cyclic voltammetry. 

Fig. 11(a) displays initial galvanostatic charge-discharge profiles of 
SnSe, SnSe/C and SnSe/MWCNT in the range 0.01 to 2.5 V (current 
density = 50 mA/g). During initial discharging, a common plateau was 
observed around 1.25 V in all three electrodes attributing to the 
decomposition of SnSe into Li2Se and Sn followed by a slope at ~0.6 V 
arising due to the development of the SEI layer and slope around 0.3 V 
was due to the alloying reaction of metallic Sn with Li. Whereas, during 
charging a slope at ~0.5 V was noted in all three electrodes attributing 
to the de-alloying reaction of Li2Sn. However, another slope is observed 
at around 1.9 V arising due to the oxidation process of Sn and Li2Se to 

Fig. 10. (a) Nyquist plots of SnSe, SnSe/C and SnSe/MWCNT (b) relationship between real part of resistance (Z’) and inverse square root of angular frequency (ω-0.5).  

Table 4 
Calculated DLi+values of (a) SnSe (b) SnSe/C (c) SnSe/MWCNT from EIS results.  

Parameter SnSe SnSe/C SnSe/MWCNT 

Rs (Ω) 12 15 4 
Rct (Ω) 110 43 19 
DLi+(cm2s− 1) 2 × 10− 15 2.19 × 10− 15 6.55 × 10− 15  

Fig. 11. Galvanostatic charge-discharge profiles of SnSe, SnSe/C and SnSe/MWCNT for (a) 1st cycle (b) 10th cycle.  
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form SnSe. After initial discharge cycle, the plateau at 1.25 V vanished in 
SnSe but not in SnSe/C and SnSe/MWCNT indicating that the decom
position of SnSe is reversible in SnSe/C and SnSe/MWCNT. The SnSe/ 
MWCNT electrode showed highest initial discharging-charging capacity 
of 1107mAh/g-955 mAh/g (coulombic efficiency of 86%), whereas 
SnSe/C and SnSe electrode shows an initial discharging-charging ca
pacity of 1069 mAh/g − 865 mAh/g (coulombic efficiency of 80%) and 
910mAh/g-724 mAh/g (coulombic efficiency of 79%), respectively. 
Fig. 11(b) shows the charge discharge curve of 10th cycle. SnSe 
discharge and charge capacity after 10 cycles were recorded to be 
384mAh/g and 328mAh/g, whereas SnSe/C and SnSe/MWCNT shows 
much higher values of charge-discharge of 617mAh/g-647mAh/g and 
678mAh/g-700mAh/g respectively even after 10 cycles. The higher 
capacity of SnSe/C and SnSe/MWCNT electrodes could be due to the 
lithiation/de-lithiation of Super P and MWCNT and reversible decom
position of SnSe in the composite. 

Fig. 12(a) shows the rate performance of SnSe, SnSe/C and SnSe/ 
MWCNT electrodes at different C-rates and the obtained discharge ca
pacities are tabulated in Table 5. It can be observed, SnSe/MWCNT 
demonstrate best rate capability among all three electrodes at each 
current density. Fig. 12(b) shows the comparison of cycling behaviour of 
SnSe, SnSe/C, SnSe/MWCNT, Super P and MWCNT half cells at 500 mA/ 
g. The SnSe electrode shows a rapid decay in capacity maintaining a 
capacity of 229mAh/g after 100 cycles. The reason of poor performance 

could be due to the structural and volumetric change during lithiation/ 
de-lithiation of SnSe. Whereas, SnSe/C and SnSe/MWCNT shows better 
cycling performance maintaining capacity of 405mAh/g and 564mAh/g 
even after 100 cycles, respectively. The reason of improved cycling 
behaviour of SnSe/C could be attributed to the good dispersion of SnSe 
within Super P and the conducting, buffering effect of Super P. Whereas, 
the reason for better cycling behaviour of SnSe/MWCNT could be 
attributed to the tubular structure of MWCNTs which can alleviate 
volume change during cycling and reduce the pulverization of SnSe 
particles, thus preserving the connectivity of SnSe particles [18]. 

Moreover, the structure of MWCNTs is such that it decreases the Li- 
ion diffusion length which leads to enough electrode and electrolyte 
interphase to absorb Li-ions. 

To further investigate the cycling effect on the morphologies of the 
electrode, FESEM was carried out after cycling. Fig. 13(a-f) shows the 
FESEM images of SnSe, SnSe/C and SnSe/MWCNT after 100 cycles. As 
can been seen from the Fig. 13(a-b), there are major cracks visible in the 
SnSe electrode and SnSe particles have been completely destroyed after 
100 cycles. For SnSe/C electrode after 100 cycles, there are few cracks 
appeared on the SnSe/C electrode and particle morphology have not 
changed much, whereas SnSe/MWCNT electrode shows no cracking and 
remains integral though the presence of MWCNT is not visible in the 
image but there is a presence of a very thin gel like layer on the SnSe/ 
MWCNT electrode after cycling which could be related to the increased 
capacity [26]. 

Another method, Galvanostatic Intermittent Titration Technique 
(GITT) has been studied to understand Li-ion insertion and extraction 
kinetics of electrodes and hence used to determine Li-ion diffusion co
efficient [27]. Fig. 14 (a-c) shows GITT curves of SnSe, SnSe/C and 
SnSe/MWCNT between 0.01 and 2.5 V. For titration process, the cells 
were first discharged for 10 min at a current density of 40mAg− 1 and 
were put on rest for 30 min. The obtained GITT curves shows plateaus 
which is in accordance with obtained CV curves for the same electrode. 
The Li-ion diffusion coefficient is calculated using the given equation 
which is based on Fick’s second law [28]: 

Fig. 12. (a) Rate performance (b) Cycling performance of SnSe, SnSe/C and SnSe/MWCNT (Symbols: represents charge and repre

sents discharge). 

Table 5 
Specific discharge capacity of SnSe, SnSe/C and SnSe/MWCNT at various cur
rent density.  

Specific Discharge Capacity (mAh/g) 

Current Density 
mAg− 1 

SnSe SnSe/C SnSe/MWCNT 

80 
160 
420 
800 

557 
462 
315 
213 

648 
537 
409 
282 

799 
697 
575 
381  
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DLi+ =
4
π

(
mBVM

MBA

)2

⎛

⎜
⎜
⎜
⎜
⎝

ΔES

τ
(

dEτ
d
̅̅
τ

√

)

⎞

⎟
⎟
⎟
⎟
⎠

2

(

τ≪ L2

DLi+

)

(13)  

where τ, L, A, mB, VM and MB is the duration in which electrode stays at 
rest, thickness of the electrode, surface area of the electrode, mass, 
volume and molecular weight of the active material, respectively. When 
the change in cell potential exhibit a linear relationship when plotted 
against square root of duration time (τ) as shown in Fig. 14(g-i), then eq. 
(13) can be re-written as: 

DLi+ =
4
πτ

(
mBVM

MBA

)2(ΔES

ΔEτ

)2(

τ≪ L2

DLi+

)

(14)  

where, ΔES represents the steady-state voltage change during the cur
rent pulse, after eliminating the iR drop occurring from the electrical 
internal resistance and ΔEτ is the change in potential for the charge/ 
discharge during the constant current pulse, and can be directly ac
quired from GITT curves [22,29]. 

The Li-ion diffusion coefficients are calculated from the GITT curve 
at all steps for discharging except for 1st discharge due to large variation 
and plot of log (DLi+) as a function of Voltage (V) as shown in Fig. 14(d-f). 
As can be seen from Fig. 14(d-f), the three electrodes showed three 
minimum Li-ion diffusion coefficient points at voltage shown in graph. 
These obtained minimums are due to a phase transition from strong 
attractive interaction between the host matrix and the intercalation 
species. Compared to the Cyclic Voltammetry, these potentials are the 
redox potentials. The lithium-ion diffusion coefficient from these three 

points for SnSe, SnSe/C and SnSe/MWCNT are summarized in Table 6. 
The obtained lithium diffusion coefficient may not be completely ac
curate considering the calculation error in dE/dx and deviation in 
parameter VM. Therefore, the calculated DLi+ values showed slight 
variation when compared to the results obtained from EIS and CV. 

4. Conclusion 

Synthesis of SnSe, SnSe/C and SnSe/MWCNT composites have been 
successfully carried out via high energy ball milling route as an anode 
material for Li-ion batteries. SnSe/C and SnSe/MWCNT composite 
exhibited better reversible capacity, cycle life and rate performance than 
SnSe. The initial cycle discharge capacity of SnSe/C and SnSe/MWCNT 
has been observed as 1069 mAh/g and 1107mAh/g, respectively. 
However, after 100 cycles, the specific capacity of SnSe/C and SnSe/ 
MWCNT electrodes is maintained at 385 mAh/g (capacity retention of 
36%) and 495 mAh/g (capacity retention of 43.8%). The enhanced 
electrochemical performance of SnSe/C and SnSe/MWCNT was assigned 
to the good dispersion of SnSe within Super P and the conducting, 
buffering effect of Super P and to the tubular structure of MWCNTs 
which can alleviate volume change during cycling and reduce the pul
verization of SnSe particles. Thus, preserving the connectivity of SnSe 
particles and also, due to the reversible decomposition of SnSe and 
lithiation/de-lithiation of Super P and MWCNT. CV, EIS and GITT 
measurements were used to determine Li-ion diffusion coefficient of 
prepared electrodes. The Li + diffusion coefficient from EIS calculations 
for SnSe, SnSe/C and SnSe/MWCNT were in the range of 10− 15 cm2s− 1. 
The Li + diffusion coefficient from CV calculations was found to be in 
the range of 10− 14 to 10− 15 cm2s− 1and from GITT calculations it was 

Fig. 13. FESEM micrographs of (a-b) SnSe, (c-d) SnSe/C, (e-f) SnSe/MWCNT after 100 cycles.  
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found to be in the range of 10− 12 to 10− 14 cm2s− 1. The Li + diffusion 
coefficient value obtained from GITT is higher than the values obtained 
from CV and EIS. This difference in value is due to the different equi
librium conditions. The CV and EIS were performed under more equi
librium conditions than GITT and electrode has more relaxation time. 
Among bare SnSe, SnSe/C and SnSe/MWCNT samples, SnSe/MWCNT 
showed higher values of Li-ion diffusion coefficient, indicating that the 
SnSe/MWCNT electrode has superior kinetics over SnSe/C and SnSe. 
Hence, SnSe/MWCNT may be good alternate as a probable anode ma
terial for lithium-ion batteries. 
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	       ABSTRACT
Agro-waste can provide a non-metallic, environmentally friendly bio-precursor for the 
production of green silica nanoparticles. To manufacture silica nanoparticles from rice husk, 
biogenic silica nanoparticles were generated using an alkaline precipitation approach. 
Rice husk as a source of silica nanoparticles is environmentally and economically valuable 
because it is a plentiful lower price agricultural derivative that can be used to help with waste 
management. During the synthesis process, the dose of rice husk ash was used at 5 g at 
pH 7, alkali dose concentration of 0.5 M, reaction period of 3.5 h, and temperature of 90°C 
that produced maximum silica nanoparticles with a yield of 88.5%. To optimize the silica 
nanoparticle production from rice husk ash Box Behnken Design (BBD) a subcategory of 
the response surface methodology (RSM) was accomplished. BBD model was successfully 
matched, as evidenced by the high correlation values of adjusted R2 0.9989 and predicted 
R2 0.9977. Silica nanoparticles’ amorphous form generated from rice husk ash is indicated by 
XRD analysis 2Ө peak at 22.12° and UV-Vis Spectroscopy absorbance peak at 312 nm. The 
amorphous shape of silica is amorphous and crystalline defined through XRD. nanoparticles 
generated from rice husk ash is indicated by FESEM analysis and EDX analysis, confirming 
that the SiO2 elemental configuration comprises the highest concentration of Si and O. The 
existence of a siloxane group in the produced compound was revealed by FTIR spectra 
stretching vibrations at 803.69 and 1089.05 cm-1

INTRODUCTION

Rice is among the greatest crops cultivated around the 
world since it is one of the most important food varieties 
and a supplier of nourishment for individuals. In contrast 
to 2020, the estimated global rice production has increased 
from 513.2 million tons to 519.7 million tons in 2021 (FAO 
2021).  As a result of generation and refining in the industry 
of agriculture, rice husk accounts for the major residue. Due 
to its characteristics like lignin, cellulose, hemicellulose 
content, hard surface, a small quantity of proteins, and high 
silicon quantity, rice husk can’t be bacterial decomposed 
easily and is also insoluble in water (Soltani et al. 2015). In 
many countries, mostly rice husk has pointlessly burned and 
it is responsible for the air pollution problem. Additionally, 
composting of rice husk generates a huge quantity of 
methane. Rice husk contains approximately 20% of rice 
in weight ratio and incineration of these rice husks under 
500-700°C of controlled temperature can generate ash and 

also amorphous silica (Kang et al. 2019). As compared 
to other crops, silica act as a unique crop residue in rice 
(Setiawan & Chiang 2021). The silica-separated rice husk 
is eco-accommodating as a result of its procurement from 
natural items and affordable because of the low-cost raw 
substance value.

The development of silica dioxide nanoparticles has 
drawn gigantic consideration in the world of science and 
technology in light of their broad use in different fields 
like biomedical fields, drug delivery systems, pesticides 
degradation, thermal insulators, humidity sensors, and 
electronic devices (Bharti et al. 2015, Bapat et al. 2016, 
Nazeran & Moghaddas 2017, Chong et al. 2018, Kano et 
al. 2019). According to previous studies, SiO2 nanoparticles 
have been synthesized using natural resources like rice 
husk, marine sponges and diatom, coal fly ash, sand, and 
sugarcane bagasse (Sankar et al. 2018, Falk et al. 2019, 
Aphane et al. 2020, Ismail et al. 2021). One of these natural 
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resources that are easily accessible in huge amounts is a 
byproduct of rice. There are different methods of silica 
nanoparticles synthesis like biotransformation method, 
microwave synthesis, thermal decomposition technique, 
laser ablation, chemical precipitation, plasma-assisted 
aerosol precipitation, sol-gel method, vapor-phase reaction, 
sonochemical synthesis, mechano-chemical method, 
hydrothermal synthesis, precipitation method, and pyrolysis, 
etc. (Krishna et al. 2021). Due to some environmental and 
technical problems like harsh experimental conditions, costly 
chemicals, and long-time and complex technologies in all 
these above syntheses, they are not environment friendly 
and economical to produce silica nanoparticles, thus, it is 
intriguing to build up flexible and elective techniques for 
acquiring nano silica from such biomass. There is a solution 
approach to a vital field of nanotechnology’s potential 
applications for the present innovation. Furthermore, 
because the reuse of biomass assets has the potential to be 
extremely beneficial for eco-companion nanotechnology 
and nanoscience, the production of SiO2 nanoparticles 
from rice husk has been extensively researched utilizing 
several exploratory methodologies. Chemical reaction 
techniques such as hydrothermal synthesis, acid-alkali 
leaching, microwave, combustion synthesis, precipitation, 
sonochemical, pyrolysis, and sol-gel are popular methods 
for producing SiO2 nanoparticles from rice husk (Dubey 
et al. 2015, Sankar et al. 2016, Gao et al. 2017, Peres et al. 
2018, Sankar et al. 2018, Almeida et al. 2019, Bui et al. 
2020). When involving the biomass asset, rice husk is used 
to create silica as a siliceous substance at an unimaginable 
pace of gig tons/year, since rice husk contains an amorphous 
form of silica 90% (Hossain et al. 2018). After reviewing 
the literature, we found a persuasive and straightforward 
procedure for producing bio-created silica from a variety of 
rice husk sources. We used a rapid sonochemical method to 
demonstrate the properties of amorphous silica nanoparticles 
obtained from brown rice husk, which is one of the simplest 
methods for obtaining excellent silica of high quality from 
siliceous biomass reserves. The surface-to-volume ratio 
and microstructural size of silica oxide nanoparticles can 
be easily regulated by adjusting the sonication period 
throughout the sonochemical process. The optical, textural, 
morphological, and structural aspects of rice husk-derived 
silica oxide nanoparticles were investigated, as well as the 
impacts of sonochemical procedure duration on the objective 
properties (Sankar et al.2018). Because of the foregoing, rice 
husk is regarded as the greatest economically significant 
silica source.

Subsequently, we present a simple technique for 
synthesizing biogenic silica nanoparticles of high purity 
from rice husk and evaluated their biocompatible qualities. 

The silica nanoparticle was well characterized by different 
methods like X-Ray Diffraction, UV-VIS spectroscopy, 
Fourier Transform Infrared, Field Emission Scanning 
Electron Microscopy, and Energy Dispersive X-Ray. Silica 
nanoparticles have been made synthetically by various 
methods involving substance reductants.

MATERIALS AND METHODS

Material

For this study, rice husk (RH) was taken as a raw material 
from a rice mill. An analytical-grade chemical was used to 
make the nanoparticles.

Process of Silica Nanoparticles Synthesis

To remove dust and soil, rice husk was cleaned thoroughly 
with tap water adhering to it until the water was clear. The 
pH was then neutralized by washing it with distilled water. 
The rice husk was then rinsed and dried out in the sunlight 
for two days before being dried for 3 h at 90°C. The dried 
rice husk was ground into flour. The dried rice husk was then 
ignited at 600°C for 4 h to generate a grey powder of rice 
husk ash (RHA). A 500 mL NaOH (0.5M) solution was used 
to disperse the rice husk ash. For dissolving silica, stirring 
was done with a magnetic stirrer at 200 rpm for 3.5 h at a 
particular temperature of 90°C to form a solution of sodium 
silicate. Whatman no. 41 filter paper was used to filter the 
resultant solution. The filtrate from the sodium silicate solution 
was permitted to cool to room temperature. To generate silica 
precipitation, with regular stirring the sodium silicate solution 
was titrated with H2SO4 acid solution to pH 7. The solution 
was then agitated for one day before being aged for two days 
to let the silica gel to develop. Finally, using distilled water, the 
gel-containing solution was filtered, fragmented, and washed, 
yielding a fresh silica gel that was lyophilized overnight to 
get rid of water. For further characterization, the produced 
SiO2 nanoparticles are stored in vacuum desiccators. Fig. 1 
represents an alkali-based silica extraction process.

	

𝑆𝑆𝑆𝑆𝑆𝑆2 + 2𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁 → 𝑁𝑁𝑁𝑁2𝑆𝑆𝑆𝑆3 + 𝐻𝐻2𝑂𝑂 
𝑁𝑁𝑁𝑁2𝑆𝑆𝑆𝑆𝑆𝑆3 + 𝐻𝐻2𝑆𝑆𝑆𝑆4 → 𝑆𝑆𝑆𝑆𝑆𝑆2.𝐻𝐻2𝑂𝑂 + 𝑁𝑁𝑁𝑁2𝑆𝑆𝑆𝑆4 

 Optimization and Characterization of  
Silica Nanoparticles

For value addition, silica production from rice husk using 
alkali digestion was precisely carried out at optimum pH, 
alkali dose concentration, digestion time, temperature, and 
adsorbent concentration.

Optimization has a lengthy history of research, notably 
in the subject of operational analysis, which has resulted in 
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Fig. 1: Extraction process of silica nanoparticles from rice husk.

a plethora of methodologies. The influence of interaction 
among the elements is overlooked in traditional single-factor 
time testing because the experimenter modifies a single 
factor while keeping the other factors constant. Response 
surface methodology is a systematic analytical strategy for 
investigating the correlations between design features and 
responses to gain better overall knowledge with the fewest 
possible experiments (Cheng et al.2015). The Box Behnken 
generates designs that have favorable statistical features, 
allowing the quadratic model to be used. Response surface 
methodology optimizes processes and products by using 
quantitative data in an experimental design to discover and 
simultaneously solve multivariate equations. (Li et al. 2019).

The standard RSM, the Box–Behnken design model, 
for optimization, was built using Design Expert software 
13. The optimum pH, NaOH concentration, temperature, 
time, and raw material dose were determined using a five-
variable Box Behnken design. The design was chosen 
because it meets the majority of the requirements for silica 
nanoparticle production optimization. The fundamental goal 

of response surface methodology is to find the process’s 
optimum practical conditions that meet the operating criteria. 
There were 46 experiments in the quadratic model’s Box 
Behnken design (BBD). The design variables of BBD for 
silica nanoparticle production include pH (2-12), NaOH 
concentration (0.3-0.8 M), Temperature (40-130°C), time 
(2-5 h), and raw material dose (3-8 gm). To characterize 
the connection between independent variables and their 
observed responses, the equation employed was a quadratic 
polynomial (Cheng et al. 2015). The following is the model 
equation:

	 𝒀𝒀𝑷𝑷𝑷𝑷𝑷𝑷𝑷𝑷    =     𝜷𝜷𝟎𝟎+∑ 𝜷𝜷𝒊𝒊𝒙𝒙𝒊𝒊
𝒏𝒏
𝒊𝒊=𝟏𝟏 + ∑𝒊𝒊=𝟏𝟏

𝒏𝒏−𝟏𝟏 ∑ 𝜷𝜷𝒊𝒊𝒊𝒊𝒙𝒙𝒊𝒊𝒙𝒙𝒋𝒋
𝒏𝒏
𝒋𝒋=𝟏𝟏 + ∑ 𝜷𝜷𝒊𝒊𝒊𝒊𝒙𝒙𝒊𝒊

𝟐𝟐𝒏𝒏
𝒊𝒊=𝟏𝟏 + e                                 		

	𝒀𝒀𝑷𝑷𝑷𝑷𝑷𝑷𝑷𝑷    =     𝜷𝜷𝟎𝟎+∑ 𝜷𝜷𝒊𝒊𝒙𝒙𝒊𝒊
𝒏𝒏
𝒊𝒊=𝟏𝟏 + ∑𝒊𝒊=𝟏𝟏

𝒏𝒏−𝟏𝟏 ∑ 𝜷𝜷𝒊𝒊𝒊𝒊𝒙𝒙𝒊𝒊𝒙𝒙𝒋𝒋
𝒏𝒏
𝒋𝒋=𝟏𝟏 + ∑ 𝜷𝜷𝒊𝒊𝒊𝒊𝒙𝒙𝒊𝒊

𝟐𝟐𝒏𝒏
𝒊𝒊=𝟏𝟏 + e                                 	 …(1)

Where, Ypred is the approximation value of the reactive 
variable, β0 is constant, βi, βii, βij are the linear, quadratic, 
and interaction constants of the regression coefficients, 
and xi and xj are the independent variables in the form of 
coded values and e is the residual error. The consequences 
of the silica nanoparticle manufacturing were analyzed us-
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ing model graphs and analysis of variance (ANOVA) like 
three-dimensional graphs, expected vs actual value plots, 
and contour plots.

The properties of the Silica nanoparticles like functional 
groups, phase identification, surface topography, size 
analysis, determining elemental composition and absorbance 
were determined using Scanning Electron Microscopy 
(JSM-7610F Plus, JEOL Japan), X-Ray Diffraction (Rigaku 
Miniflex-II Diffractometer, Japan), Energy Dispersive 
X-Ray Analysis (EDX), UV-Vis Spectroscopy (Shimadzu) 
and Fourier Transform Infrared (Spectrum Two, Perkin 
Elmer).

Optimization of Silica Nanoparticles Synthesis

Effect of pH: The influence of pH on silica extraction 
was studied from pH 2 to pH 10 using 5 gm rice husk 
ash dissolving in 0.5 M NaOH solution at 100°C for 4 
hours. Silica extraction productivity improved when the 
pH was raised from 2 to 7, which was 29.56% to 88.5%  
(Fig. 2(a)). Further increases in pH did not lead to a signif-
icant increase in silica nanoparticle yield. The results show 
that the optimum pH of 7 results in a dose for getting the 
maximum output of silica nanoparticles from rice husk ash. 
This optimum pH for silica synthesis was 7. Similar find-
ings were made by Yang et al. (2019) of China in their in�-
vestigation on mesoporous silica aerogels. 

Effect of alkali dose: To study the NaOH concentration 
effect on the digestion of 5 g rice husk ash to manufacture 
silica nanoparticles varying dose of alkali was studied at 
pH 7 for 4 hours at 100°C. When the NaOH concentration 
was elevated from 0.3 M to 0.5 M, the silica elimination 
rose from 40.6 % to 88.5 %. (Fig. 2(b)). Further rise in 
the alkali dose did not result in a substantial increase in 
the production of silica nanoparticles. As a result, in the 
given digestion conditions, the optimum dose of NaOH 
concentration for silica extraction was found as 0.5 M. In 
their research, Ghorbani et al. (2015), of Iran study on silica 
nanoparticles, employed a similar NaOH concentration and 
observed similar results.

Effect of Digestion Time

The influence of processing time on silica extraction was 
studied for 5 grams of rice husk ash at pH 7, 0.5 M NaOH, 
and 100°C digesting temperature over time intervals ranging 
from 0.5 to 6 hours. It has been detected that the silica 
production was elevated from 16.91 % to 88.45 % when 
the digestion period was increased from 0.5 to 3.5 hours  
[Fig. 2(c)]. However, increasing the duration beyond 3.5 
hours there was no considerable increase in silica nanoparticle 
extraction, hence 3.5 hours was considered to be the ideal 
reaction time for rice husk ash working dose aforementioned 
specified digestion states for silica extraction. According to 

Yang et al. (2019), in a China study on mesoporous silica 
aerogels, the optimal time was 4 hours since there was no 
significant extraction after that. 

Effect of temperature: To study the influence of digestion 
temperature ranging from 30°C to 150°C on silica extraction 
from rice husk ash (5 gm) in 0.5 M NaOH solution at pH 
7, with a digestion time of 3.5 hours. The silica extraction 
efficiency escalated from 14.8 % to 88.45% when the 
digestion temperature was elevated from 30°C to 90°C 
(Fig. 2(d)). However, an increase in the temperature did not 
result in a substantial increase in nanoparticle extraction. The 
optimum temperature for extraction of silica nanoparticles 
was found 90°C. Manaa (2015) from Egypt’s study on silica 
products also noted comparable outcomes.

Raw material dose: A variable dose of 2 gm to 10 gm 
of rice husk ash was used to extract silica nanoparticles 
while keeping the alkali dose constant at 0.5 M NaOH 
and a digestion period of 3.5 hours at 90°C. As shown in  
Fig. 2(e), the raw dose concentration increasing from 2 to 
5 gm increased the silica extraction from 54.8% to 88.5 %. 
Though, raising it after 5 gm did not yield a remarkable rise in 
silica nanoparticle extraction. As a consequence, a 5 g dose of 
rice husk ash was discovered to be ideal for the largest yield 
of silica nanoparticles. Ghorbani et al. (2015) revealed a 5.0 
g optimum dose of rice husk ash in their research.

RSM-BBD Analysis

Design Expert Software 13 was used to analyze the data 
performance for regression analysis. The encoded versions 
of a second-order polynomial equation, Eq. (2), that reveals 
silica nanoparticle production is shown below:

Silica Production (%)

𝑌𝑌𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃 = +89.17 + 26 𝐴𝐴 + 6.38 𝐵𝐵 + 10.63 𝐶𝐶 + 
2.56 𝐷𝐷 + 2.56 𝐸𝐸 + 2.00 𝐴𝐴𝐴𝐴 + 2.00 𝐴𝐴𝐴𝐴 + 2.50 𝐴𝐴𝐴𝐴 + 

0.0000 𝐴𝐴𝐴𝐴 − 4.25 𝐵𝐵𝐵𝐵 − 1.75 𝐵𝐵𝐵𝐵 − 1.50 𝐵𝐵 − 
+1.25 𝐶𝐶𝐶𝐶 − 1.0000 𝐶𝐶𝐶𝐶 + 2.75 𝐷𝐷𝐷𝐷 − 31.29 𝐴𝐴2 − 

4.29 𝐵𝐵2 − 6.79𝐶𝐶2 − 2.37 𝐷𝐷2 − 1.04𝐸𝐸2 
 

		  …(2)

Fisher’s F-test was accustomed to determining the 
arithmetical significance of the polynomial equation.  
Table 1 shows the study of data variability for the response 
surface quadratic model. Table 1 also includes the regression 
coefficients for the quadratic, linear, intercept, and interaction 
factors of the model. The p-values of the model terms were 
used to determine their significance. An F-test revealed that 
the model was extremely effective, with a Fvalue of 2122.78 
and a p-value < 0.0001. The “lack-of-fit” F-value of 3.81 
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and p-value of 0.0716 suggested that the “lack-of-fit” was 
insignificant in comparison to the pure error.

In Predicted vs. Actual (Fig. 3), Contour (Fig. 4), 
and 3D response-surface (Fig. 5) plots show the kind of  
interactions between the five studied variables, as well as 
the relationship between experimental levels and responses 
of each variable.

Characterization of Silica Nanoparticles

Fourier transform infra-red (FTIR) spectroscopy: Fig. 
6 shows the FTIR spectrum of silica dioxide nanoparticles. 
Specifically, the Si-O-Si vibration peak could be seen. 
The bending vibration, asymmetric stretching vibration, 
and symmetric stretching vibration are assigned to the 
transmittance peaks of Si-O-Si at 469.49 cm-1, 1089.05 
cm-1, and 803.69 cm-1, correspondingly (Mohd et al. 
2017, Nandiyanto et al. 2016, Wibowo et al. 2017). The 
silica surfaces produced a broad peak at 3149.79 cm-1 

due to the hydroxyl stretching vibration produced by the 
remaining adsorbed water and the silanol group vibration. 
(Chen et al. 2014). The H-O-H bond in molecular water is 
liable for the bending vibration, the band saw at roughly  
1626.26 cm-1 (Chen et al. 2014). The carboxyl side groups 
show a symmetric stretching peak at 1406.01 cm-1 (Sarkar et 
al.2014). As in charged amines (C=NH+), the 2359.78 cm-1 
band exhibits NH+ stretching (Lade et al. 2015). The findings 
are consistent with previous research on silica nanoparticles 
(Ghorbani et al. 2015, Manna 2015).

X-Ray powder diffraction: The SiO2 nanoparticles XRD 
patterns made from rice husk ash shown in Fig. 7. The broad 
peak in the XRD pattern of rice husk ash at 22.12° established 
the amorphous nature of silica (Wibowo et al. 2017), which 
is appropriate for the formation of sodium silicate solution, 
however sharp peaks at 31.37°, 45.16°, 55.99°, and 75.02° 
specify the silica nanoparticles crystalline nature (Wahab et 
al. 2019). As a result of these XRD peaks, it was concluded 

Table 1: Analysis of variance for response surface quadratic model.

Source Sum of Squares df Mean Square F-value p-value

Model 22996.83 20 1149.84 2122.78 < 0.0001 significant

A-pH 10816.00 1 10816.00 19968.00 < 0.0001

B-NaOH Concentration 650.25 1 650.25 1200.46 < 0.0001

C-Temperature 1806.25 1 1806.25 3334.62 < 0.0001

D-Time 105.06 1 105.06 193.96 < 0.0001

E-Raw Material Dose 105.06 1 105.06 193.96 < 0.0001

AB 16.00 1 16.00 29.54 < 0.0001

AC 16.00 1 16.00 29.54 < 0.0001

AD 25.00 1 25.00 46.15 < 0.0001

AE 0.0000 1 0.0000 0.0000 1.0000

BC 72.25 1 72.25 133.38 < 0.0001

BD 12.25 1 12.25 22.62 < 0.0001

BE 9.00 1 9.00 16.62 0.0004

CD 6.25 1 6.25 11.54 0.0023

CE 4.00 1 4.00 7.38 0.0118

DE 30.25 1 30.25 55.85 < 0.0001

A² 8545.47 1 8545.47 15776.25 < 0.0001

B² 160.74 1 160.74 296.76 < 0.0001

C² 402.56 1 402.56 743.19 < 0.0001

D² 49.23 1 49.23 90.88 < 0.0001

E² 9.47 1 9.47 17.48 0.0003

Residual 13.54 25 0.5417

Lack of Fit 12.71 20 0.6354 3.81 0.0716 not significant

Pure Error 0.8333 5 0.1667

Cor Total 23010.37 45
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Fig. 3: Predicted vs. Actual plots.

that the rice husk contains a mixture of crystalline and 
amorphous silica phases. It was obvious that no other 
material impurities were present based on the peak positions 
of the observed spectra (Wahab et al. 2019). The creation 
of an amorphous form of silica nanoparticles has varied 
applications in our daily lives and adds to the beneficial 
effect (Raut & Panthi 2019). Peaks in the XRD pattern of 
silica nanoparticles generated by alkaline precipitation from 
rice husk ash are amorphous and contain a small proportion 
of crystalline silica (Wahab et al. 2019).

Scanning electron microscope (SEM) and EDX analysis: 
Scanning electron microscope images reveal the spherical 
shape structure of silica nanoparticles (Fig. 8). The silica 
nanoparticles produced were approximately 61.87 nm in size. 
A small portion of the generated SiO2 particles formed an 
aggregation of SiO2 nanoparticles, according to the findings. 
As a result, amorphous silica nanoparticles were discovered 
in nature, as seen in Fig. 8. Ahmad et al. (2017) also made 
similar observations.

EDX confirmed the chemical configuration of silica 
nanoparticles. The strongest peaks are displayed by oxygen 

and silica existent in silica nanoparticles, indicating that 
SiO2 nanoparticles are generated. The non-appearance of 
other elements indicated that extensive washing with water 
had eliminated most of the soluble ions. During the thermal 
decomposition of rice husk, metal contaminants have also 
been from the rice husk transported along with the volatiles. 
Akhayere et al. (2019), reported similar results for synthetic 
silica in their elemental analysis.

UV-visible spectroscopy: The absorption band edge of 
silica nanoparticles by UV-visible spectroscopy was analyzed 
between 200 and 700 nm and a major adsorption band has 
been discovered at 312 nm with an absorbance of 1.91  
(Fig. 9). The absorbance of nanoparticles is strongly 
influenced by wavelength and sample amount. The presence 
of silica nanoparticles is indicated by these observations, which 
lead to a Si-O-Si link. Patil et al. (2018) reported comparable 
findings.

CONCLUSIONS

The percentage yield of nano silica produced from rice husk 
ash at 600°C was 88.5%. The surface response approach using 
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(a)  (b) 

 
 

(c) (d) 

 Fig. 4: Contour plots showing the interaction between (a) pH vs. raw material dose (b) NaOH concentration vs. raw material dose (c) Temperature vs 
raw material dose (d) Time vs. raw material dose.

the BBD model was successfully matched, as evidenced by 
the high correlation values of Adjusted R2 0.9989 and 
Predicted R2 0.9977. FESEM analysis of nano-silica 
particles from rice husk ash has shown its agglomeration 
form, with a particle diameter of 61.87 nm. The form of 
the particles was observed to be consistent. The presence 

of a significant broad peak at 22.12 on the XRD spectrum 
suggested that the nano-silica made from rice husk ash was 
mainly amorphous. The existence of hydrogen-linked groups 
siloxane and silanol in silica was established by FTIR data. 
The occurrence of O and Si in the ultimate formation, SiO2 
nanoparticles, was confirmed by EDX analysis. Biosynthesis 



484 Mikhlesh Kumari et al.

Vol. 22, No. 1, 2023 • Nature Environment and Pollution Technology  

  

(a) (b) 

  

(c) (d) 

 Fig. 5: 3D Response surface plots showing the interaction between (a) pH vs. raw material dose (b) NaOH concentration vs. raw material dose  
(c) Temperature vs. raw material dose (d) Time vs. raw material dose.
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Fig. 6: FT-IR spectra SiO2 nanoparticles prepared from rice husk.
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Fig. 7: XRD of SiO2 nanoparticles prepared from rice husk.
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 Fig. 8: (a) SEM images taken with 1 μm (10,000) index (b) SEM images taken with 1 μm (8,000) index (c) SEM images taken with 1 μm (5,000) index 
(d) EDX of SiO2 nanoparticles.
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of silica nanoparticles using rice husk is an environmentally 
favorable, cost-effective green synthesis method. Rice husk 
as an origin of silica nanoparticles has a beneficial economic 
and environmental influence because it is a plentiful lower 
valuable agronomic by-product that can help with agro-waste 
clearance. In industry and agriculture, biosynthesized silica 
nanoparticles can be employed for a variety of applications.
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Fig. 9: UV-Visible Spectroscopy of SiO2 nanoparticles procured from rice husk.
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a b s t r a c t 

This study examined the atmospheric Black Carbon (BC) and Organic Carbon (OC) data for 

two years from January 2019 to December 2020 in Monrovia, Liberia. This study is the 

first of its kind in Monrovia, Liberia and the Mano River Union region. The objective is to 

evaluate the temporal variation in BC and OC over Monrovia and locate the probable local 

and regional source locations contributing to BC and OC therein. We also presented here 

the relationship of BC and OC with meteorological parameters. The highest BC ( ∼1.4 μg 

m 

−3 ) and OC ( ∼14 μg m 

−3 ) concentrations were observed in January 2019 and 2020. A 

clear seasonal effect was found in both years, with high mean BC ( ∼4.9 μg m 

−3 ) and OC 

( ∼10 μg m 

−3 ) during the dry season (November to April). Diurnal variation suggested high 

BC and OC during 5:0 0–7:0 0 AM, 12 noon, 2:00 PM, and 4:00–7:00 PM. Long-range trans- 

portation and local emission sources were studied using Conditional Bivariate Probability 

Function (CBPF), and Concentration Weighted Trajectory (CWT). CBPF indicated that higher 

BC and OC concentrations were experienced when the wind was blowing from the South 

(at > 2 ms −1 ) and North-West (1–2 ms −1 ) where a lot of shipping activities are carried out. 

CWT for BC showed that the air mass passes over Senegal through Guinea Bissau via the 

Atlantic Ocean while for OC, on the Atlantic Ocean and Freeport of Monrovia, indicating 

shipping emissions as probable sources. The results of this study can help policymakers 

devise appropriate strategies to control the BC and OC emissions over Monrovia, Liberia. 

© 2022 The Authors. Published by Elsevier B.V. on behalf of African Institute of 

Mathematical Sciences / Next Einstein Initiative. 

This is an open access article under the CC BY-NC-ND license 

( http://creativecommons.org/licenses/by-nc-nd/4.0/ ) 

 

 

 

 

Introduction 

Black carbon (BC) and Organic carbon (OC) are some of the significant environmental pollutants that can affect air quality, 

change climate patterns, can enter deep into the human respiratory system leading to severe health problems, like cardio- 

vascular diseases, respiratory diseases, cancer, etc. [ 9 , 37 , 40 ]. BC and OC originate from incomplete combustion operations of

biomass or fossil fuels and are major contributors to ambient air fine particulate matter (PM 2.5 ) [ 9 , 37 ]. An investigation in

Barcelona, Spain demonstrated that the BC-related respiratory mortality rate increased by 10% with an increment of 1.4 μg 

m 

−3 on the list of air pollutants [19] . According to Tefera et al. [34] , carbonaceous constituents (BC and OC) comprise a con-

siderable fraction of atmospheric PM 2.5 ; 69.8 ± 9.3% of 24-h averaging of PM 2.5 , ranging from 46% to 94% in Addis Ababa,
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Fig. 1. Location of interested area (Monrovia). 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Ethiopia, Africa. As claimed by the WHO report, BC and other toxic pollutants contribute not only to global warming but

also to the increased premature deaths of 7 million [38] . 

Analysis of Africa indicated that air contamination already negatively affected African countries’ financial strength and 

death rate. If potential and adequate measures are not taken, this effect could be stronger in the nearer future increasing

diseases and death rates [13] . Liberia has been one of the underdeveloped countries in Africa and the world at large, the

effect of air pollution and climate change is anticipated to be extreme since Liberia lacks a proper monitoring system and

adequate support [11] . Stakeholders and citizens have low knowledge of Liberia’s air quality. After the civil war in the

country, it had been at a fast rate of development such as; infrastructure development, the increase of import and export

of goods from the Freeport via the Atlantic Ocean, and also the increase of human population had led to the demand of

charcoal for domestic and commercial use, leading to poor air quality. According to CEICdata.com, [6] , Liberia had a mean

annual PM 2.5 showing 18 μgm 

−3 in 2017, 17.3 μgm 

−3 in 2016, and 16.6 μgm 

−3 in 2015, showing a steady increase since 2015

clearly showing that PM 2.5 levels exceed 10 μgm 

−3 of WHO Interim Target-1 Value (% of Total) - Country Ranking, [22] . 

Many studies have been carried out on PM 2.5 and BC in Africa as well as the western region of Africa including Abidjan

Ivory Coast, Dakar Senegal, Bamako Mali, and Nigeria which border and neighbor Liberia [ 10 , 18 , 26 ]. But to the best of our

knowledge, no study on both OC and BC has been carried out so far in Liberia. Environmental Protection Agency in Liberia

[12] , the Liberian government body recognizes that reducing the concentration of BC and other pollutants over Monrovia 

will avoid crossing important thresholds such as 1.5 ◦C temperature rise above pre-industrial levels and potential climate 

stumbling focus, which is in the capacity to impact the poor and vulnerable environment. This current investigation is the 

first study conducted on Monrovia, the capital city of Liberia, the Mano River Union, aiming to determine the air quality

in Monrovia and to explore the potential source of air pollutants therein. The specific objectives of this study were to 1)

Evaluate temporal variation in BC and OC over Monrovia; and 2) locate the probable local and regional source contribution 

to BC and OC concentration in Monrovia, Liberia. 

Methodology 

Study area 

The observation site Monrovia ( Fig. 1 ) which is the capital of Liberia located on Cape Mesurado on the Atlantic Ocean.

Monrovia is the largest and the most populated city in Liberia with a total area of 194.25 km 

2 and a total population of lit-

tle above 939,524 according to the 2008 census, accounting for 28% of Liberia’s population. Monrovia can be located within 

latitude 6.315 °N and longitude −10.8074 °W. The city of Monrovia is realizing rapid urbanization and growth, which is cate-

gorized with the increase in population. Due to the rapid developments in and around Monrovia, and a non-decentralization, 
2
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Fig. 2. Flowchart of the methodology. 

 

 

 

 

 

 

 

 

 

 

 

Monrovia is faced with serious anthropogenic emissions, including traffic emissions, shipping emissions, charcoal production 

emissions, etc. 

Monrovia has two major seasons dry and wet seasons. The wet season runs from May to October and the dry season

runs from November to April. The average maximum temperature of Liberia is around 30 °C and the minimum temperature 

is around 25.8 °C, during the day, humidity remains high. The monthly rainfall in Monrovia ranges from a minimum of

31 mm (January) to a maximum of 279.4 mm (September). 

Study period and data 

The study period chosen was from 1st January 2019 to 31 December 2020. Data of OC and BC was retrieved from satellite

observation MERRA-2 (Modern-Era Retrospective analysis for Research and Application) (available online via https://disc. 

gsfc.nasa.gov ) (MERRA-2, 2020). Correspondingly, meteorological data including temperature ( °C), wind speed (m/s), wind 

directions ( °), and relative humidity (%) was taken from ( https://www.visualcrossing.com ) (Corporation, 2020). 

Reanalysis datasets have generated PM 2.5 , OC, and BC fields at a high spatial-temporal resolution e.g., MACC and MERRA. 

Since these are evaluated inferred from the simulation of PM 2.5 employing a total aerosol life cycle in an art model, they

are less prone to errors that are actuated in the case of satellite-based retrievals [20] . However, the accuracy of the model

or chemical reanalysis depends primarily on their ability to stimulate the primary aerosols and their interaction [39] . In

addition, Prabhu et al. [23] stated that MERRA-2 datasets and ground-based measurements had a good positive correlation 

of ( r = 0.80), and the relationship gets more accurate when compared monthly. The detailed flowchart of the methodology

is shown in Fig. 2 . 

Data analysis 

The data were examined for outliers and maintenance periods as part of a quality control exercise. The 1.5 IQR threshold

was used to screen outliers across the full data set, and those that did not meet its requirement were removed [ 4 , 32 , 36 ].

In addition, a few data points of OC that appeared to be outliers but were produced by extreme pollution events were not

removed. 

Data were analyzed using various software including SPSS (Version 22.0), Excel, and Openair package in R programme. 

Analysis was broken down into six (6) categories namely, seasonal trends, monthly trends, OC/BC ratio, meteorological 

parameters effect, and source analysis which includes Conditional Bivariate Probability Function (CBPF), Concentration- 

weighted Trajectory (CWT). The non-parametric Spearman rank correlation was adopted in this study to explore the re- 

lationship between BC, OC, and meteorological parameters [14] . This could be the most possible way of exploring the re-

lationship between these pollutants and meteorological parameters since meteorological data are not normally distributed 

and are not linear. 
3 
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Conditional bivariate probability function (CBPF) 

CBPF is a method that is built on the probability of the concentration of the experimental pollutant that surpasses the

threshold set of each range of wind direction and wind speed and also considers intervals of concentration [ 30 , 35 ]. The

outcomes attained from the CBPF investigation can be used to compare the spatial map to determine the uniformity of the

important source that impact the level of pollutants [30] . This study used CBPF (Bivariate polar plot) to identify probable

local source locations. The bivariate polar-plot case offers additional evidence on the types of sources being identified by 

providing important depression characteristic evidence [35] . The below Eq. (1) can be used in calculating CBPF. 

CBP F �θ, �v = 

m �θ, �v | y ≥C≥x 

n �θ, �v 
(1) 

where, m �θ , �v is an amount of sampling data with a concentration between the given concentration interval x and y ,

and within the range of wind speed ( �v ) and wind direction ( �θ ). n �θ , �v is an amount of sampling data with any

concentrations within the range of wind speed ( �v ) and wind direction ( �θ ). 

Air mass concentrated weight-trajectory (CWT) 

An analysis of CWT was performed at the receptor location to indicate and explore the possible sources of air pollutants

(BC and OC) over Monrovia. CWT was figured using R program 4.0.0 free version software along with its beneficial “Openair”

package. Air mass trajectory data was attained from the Global Data Assimilation System (GDAS) with a resolution of 1 ° × 1 °
( ftp://arlftp.arlhq.noaa.gov/pub/archives/gdas1/ ) and was accessed on January 28, 2022. The 120 backward trajectories at (00, 

06, 12, 18) hours intervals were analyzed at an altitude of 500 m during this investigation period. The concentration of

pollutants was calculated using Eq. (2) below as given by [25] . 

C̄ ij = 

1 

∑ N 
k=1 τijk 

N ∑ 

k=1 

ln ( ck ) τijk (2) 

where i and j are the indices of the grid, k is the index of trajectory, N is the entire number of trajectories used in the

investigation, C K is the pollutant concentration measured upon arrival of trajectory k, and τ ijk the residence time of trajec- 

tory k in grid cell (i, j). A high value of C ij means that air parcels passing over the cell (i, j) would, on average, cause high

concentrations at the receptor site. 

Results and discussion 

Temporal variations of OC and BC 

The variation of OC and BC was done on varying time scales viz. seasonal, monthly, and diurnal, which is discussed in

the following paragraphs. 

Seasonal variation 

Fig. 3 shows the seasonal variation of BC and OC mass concentration of Monrovia, Liberia for two (2) years 2019 and

2020. It was observed that the highest BC and OC concentration for both years 2019 and 2020 was in the dry season.

Results obtained for the dry season were recorded to be [4.90 ± 3.01 μgm 

−3 in 2019 and 3.42 ± 2.49 μgm 

−3 in 2020] and

followed by the wet season [3.57 ± 2.03 μgm 

−3 in 2019 and 0.94 ± 1.06 μgm 

−3 in 2020] respectively for BC, while OC

average concentration level was not in the same direction of extent for 2019 and 2020 when compared. From November to

April which indicates the dry season, shows an average mean OC concentration of (10.00 ± 7.57 μgm 

−3 ), and from May to

October was recorded to be (3.04 ± 3.51 μgm 

−3 ) in the wet season, 2019. Regarding 2020, the average OC concentration

was obtained to be (6.54 ± 5.33 μgm 

−3 ) in the dry season while (3.65 ± 3.43 μgm 

−3 ) in the wet season, which indicated a

slight increase in the wet season and a decrease dry season, shown in (Table S1 of SI). In addition, BC shows a decrease of

(1.48 μgm 

−3 ) in dry the season and (2.63 μg m 

−3 ) in wet the season in 2020 as compared to 2019. 

The high level of BC and OC concentration during the dry season in the atmosphere of Monrovia city could be due to

biomass fires from land clearing during the farming period. Abbadie et al. [1] found that approximately 80% of savanna

land is burnt in preparation for cultivation, thus strongly impacting BC concentration levels. Taking advantage of the high 

temperature in the dry season leads to the high burning of wood for the production of charcoal for domestic use (cooking)

and the burning of garbage in and around Monrovia, which also leads to high concentration levels. Another major factor 

could be high traffic congestion in the dry season during the morning and evening hours along the Somalia Drive, Sinkor-

Congo town road and the United Nation Drive Road due to poor road conditions, another key factor that could lead to the

high concentration level in the dry season could be due to long-range transportation. During the wet season, there is low

movement due to school closure and less garbage and wood burning, which could contribute to the low concentration of BC

and OC in the city during the wet season. Rainfall during the wet seasons also aids in cleaning the atmosphere of pollutants

like organic aerosol, BC, by coagulation, a natural phenomenon that improves air quality. In addition, during the wet season, 

anthropogenic activities reduce, for example, no cultivation and clearing of land by burning takes place during this season 

which leads to lesser emissions in the wet season in Monrovia. There were some extreme cases of OC concentration, the

reasons for which cannot be ascertained at this time. More research is required to be carried to ascertain that. 
4 
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Fig. 3. Box plots for the BC and OC mass concentration for both 2019 and 2020 includes season. The upper and lower edge of the boxes indicates the 75% 

and 25% percentiles, respectively; the lines and stars in the boxes represent the medium and the mean values, respectively; the below and the upper box 

and whiskers denotes the 90% and 10% percentiles, respectively. 

 

 

 

 

 

 

 

 

 

 

 

 

 

Monthly variation in OC is shown in Fig. 4 (a). During 2019, high values of OC were recorded in the months of January,

February, March, and December to be 14.0 μg m 

−3 , 10.8 μg m 

−3 , 10.4 μg m 

−3 & 11.9 μg m 

−3 respectively, however, the

minimum value was observed in June to be 1.37 μg m 

−3 . For 2020, however, high values were recorded in January, February,

and December to be 12.7 μg m 

−3 , 8.90 μg m 

−3 & 7.5 μg m 

−3 respectively while the minimum was observed in June to be

1.70 μg m 

−3 . For the other months, there was some decrease in OC concentration in 2020, which shows an improvement in

OC concentration over Monrovia in 2020. For BC ( Fig. 4 b), the highest concentration was recorded in January (1.39 μgm 

−3 

in 2019 and 1.25 μgm 

−3 in 2020), and the lowest concentration was recorded in June (0.14 μgm 

−3 in 2019 and 0.18 μgm 

−3 

in 2020). 

The high concentration of BC and OC in December, January, February, and March could strongly be influenced by the 

long-range transport of pollutants and secondary pollutants. During these months, the strong harmattan wind, which is 

characterized by the cold-dry wind blowing from the east or the northeast direction carries a high amount of dust and

other unknown pollutants over west Africa in the western Sahara (desert) via the Atlantic Ocean with a mixture of sea

aerosol arriving in Monrovia. Furthermore, the subtropical ridge of high pressure remained over the central region of the 

Sahara and the Gulf of Guinea with low pressure prevailing in the intertropical zone during these months. The above im-

pact of harmattan wind may be the reason for high concentrations during these months. Doumbia et al. [10] , stated that

monthly outflow or emissions in Dakar, Senegal, range from 0.3 to 700 kg of BC concentration per month, with the highest

concentration in January, which concord with the result in the study. Therefore, the source region of BC and OC in the West

Africa region should be similar. Senegal is a West African nation that has a similar season as Liberia. The reduction of OC

in 2020 could be justified by the COVID-19 lockdown policy in 2020 contributed to OC and BC reductions due to traffic

mobility restrictions (COVID-19 - Response from Liberia | ITUC-AFRICA / CSI-AFRIQUE, 2020). 
5 
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Fig. 4. (a) . The plot of monthly OC concentration Trends in Monrovia, Liberia 

(b) . The plot of monthly BC concentration Trends in Monrovia, Liberia. 

 

 

 

 

 

 

 

 

 

Diurnal analysis of dry and wet season 

The diurnal plots during the dry and wet seasons during both years is shown in Fig. 5 . Dry season high BC and OC

concentrations were found associated with hours ranging from 5:00 AM to 7:00 AM, 12:00 PM to 2:00 PM, and 4:00 PM

to 7:00 PM in 2019 Fig. 5 (a). This high and moderate concentration could be justified by traffic emissions and other factors

which will be discussed later in this section. Meanwhile, the afternoon to evening (4:00 PM to 7:00 PM) could strongly be

influenced by the high burning of garbage in and around the city of Monrovia (e.g., Redlight market, Waterside market, and

the Duwala market) where garbage is burnt in high quantity during the afternoon to the evening hours on a day-to-day

basis. However, high concentration during the hours of 12:00 PM to 2:00 PM can be explained by three major contributing

factors below. 

➢ Junior and senior students have come to an end and school children leave to go home leading to high movement of

vehicles and increasing traffic emissions. 

➢ The second factor could be the high local charcoal production for commercial and domestic use during the dry seasons 

taking advantage of the high temperature at this time of the day (12:00 PM to 2:00 PM). During the production of local
6
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charcoal using a traditional method, high deforestation and very high wood combustion take place leading to BC and OC 

emissions. 

➢ The ocean breeze or ocean wind often takes place on hot and warm days during the dry and summer season when

the temperature of the land is very high than the temperature of the water (Ocean, River, and Lakes). When Ocean-

breeze tries to cool the air temperature by blowing cool air to the land, it also transports pollutants (BC, OC, and sea

salt). To further explain this, Monrovia is bounded to the South by the Atlantic Ocean. Therefore, the above analysis 

suggests strongly that BC and OC concentration during the day and hours ranging from 12:00 PM to 2:00 PM are strongly

associated with long-range transport via the Atlantic Ocean and its source could be due to high shipping activities. 
Fig. 5. (a) . Diurnal concentration of BC and OC in dry season 

(b) Diurnal concentration of BC and OC in wet season. 
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Fig. 5. Continued 

 

 

 

 

 

 

 

In view of 2020 Fig. 5 (a), the dry season only shows moderately high concentrations during the morning and evening

indicating local traffic sources and wood combustion from cooking. The result of 2020, was influenced by the COVID-19 

lockdown. 

As shown in Fig. 5 (b), analysis of diurnal variation suggested a similar trend for 2019 and 2020 respectively, in the wet

season. A high concentration of BC and OC shows its peak from 5:00 AM to 7:00 AM and 3:00 PM to 8:00 PM with a slow

decline from 7:00 AM and 9:30 pm. This increase in BC and OC concentration during the evening and morning strongly

indicate the significant increase in traffic emission and wood combustion. Another factor that could lead to the high BC 

and OC concentrations during these hours could be due to local charcoal combustion from cooking since 95% of Liberia’s 

population uses wood and coal for cooking. In addition, some moderate concentrations of BC and OC were found associated 

with hours between 1:0 0 AM and 2:0 0 AM which indicated long-range transportation, since anthropogenic activities are 

not taking place at that time. These results of diurnal variation in the wet season support the results and conclusion of

CWT analysis below in this study, indicating that emissions during the wet seasons were meanly local with some small 

fraction being received at the receptor location from a long range. The lowest concentration of BC and OC in 2019 and

2020 respectively during the wet season was identified to be correlated with hours between 10:0 0 AM and 1:0 0 PM which
8 
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indicates non-traffic hours. Therefore, this low concentration between 10:00 AM and 1:00 PM reflects the closure of schools 

during vacations. 

Impact of meteorological parameters on BC and OC 

The relationship between wind speed (WS) and wind direction (WD) on BC and OC was investigated using the non- 

parametric Spearman correlation. The results (Table S3 of SI), indicated the relationship between BC, WS, and WD marked 

on a yearly basis. The results for both 2019 and 2020 indicate a negative correlation of WS and WD on BC. Wind speed

is one significant component that influences BC concentration, higher wind speed denotes stronger BC concentration and 

dispersion [7] . In addition, if the wind speed is equal to or amounts to 1 ms −1 , BC concentration literally increased, if

wind speed increases to a higher value of 2 ms −1 to 3 ms −1 , BC concentration decreases [17] . In view of Botsa et al. [5] ,

BC concentration is unequivocally impacted by wind speed and wind direction, wind speed displays a better relationship 

with BC concentration. Analysis of the OC, WS, and WD relationship is shown (Table S3 of SI). It is clearly shown that

meteorological parameters as a great effect on air pollutants (OC). In view of WS, WD, and OC, the analysis revealed that

WS has a correlation coefficient of ( −0.038) and p-value ( ∼ 0.004) in 2019 and a correlation coefficient of ( −0.037) and

p-value ( ∼ 0.025) in 2020. In view of WD, 2019 had a correlation coefficient of ( −0.013) and p-value ( ∼ 0.3.40), whereas

a correlation coefficient of ( −0.054) and p-value ( ∼ 0.001) was recorded for 2020. This indicates a negative correlation 

between OC, WS, and WD. 

Table S3 of SI, investigation of spearman correlation on RH and TEMP, results were found to be 2019-TEMP p-value 

( ∼ 0.043) and correlation coefficient to be (0.027) and RH p -value ( ∼ 0.0 0 0) correlation coefficient ( −0.103) while 2020-

EMP p -value ( ∼ 0.0 0 0) and correlation coefficient to be ( −0.126) and RH p -value ( ∼ 0.390) and correlations coefficient of

( −0.014) on BC. Furthermore, TEMP and RH have the following results on OC, TEMP as a correlation coefficient of (0.009)

and p -value ( ∼ 0.487) in 2019 and a correlation coefficient of ( −0.145) and p -value ( ∼ 0.0 0 0) in 2020. Given RH, 2019 had a

correlation coefficient of ( −0.086) and p -value ( ∼ 0.0 0 0), whereas a correlation coefficient of (0.002) and p -value ( ∼ 0.910)

was recorded for 2020. The above outcomes indicate that TEMP had a positive correlation with both BC and OC in 2019,

while in 2020 TEMP had a negative correlation. However, RH displays a negative correlation in 2019 between BC and OC

whereas a negative correlation between BC was observed in 2020 and a positive correlation with OC in 2020. Therefore, the

results of TEMP and RH on both BC and OC in 2019 and 2020 over Monrovia indicate that there is a need for further analysis

in other years to establish the true relationship of TEMP and RH on air pollutants (OC and BC). In regard to Takemura and

Suzuki, [33] , it appears that a reduction in surface TEMP with the decrease in BC outflow is not strong as anticipated.

According to Baker et al. [3] , a recent investigation has indicated that the affectability of surface temperature on BC tends to

be lower than anticipated. It is accepted that the expanding displayed day concentrations or outflows due to BC by indeed

a calculated factor of ten (10) would denote little changes in surface air temperature, due to the prevailing fast alteration

of the climate framework [31] . Changes in air temperature are conventionally evaluated from immediate constraining which 

relate to climate sensitivity. These findings suggest that decreasing the climatic TEMP may not be successful for a reduction 

in the local BC concentration of Monrovia, Liberia. In addition, 2019 BC concentration and TEMP in Monrovia had a positive

correlation while RH shows a negative correlation with BC. This conforms to the result of Chen et al. [7] stating that analysis

indicates that BC and TEM indicate a positive correlation during winter in Ahmedabad, BC concentration gets higher with 

the increase of TEMP, mostly during the dry season. The year 2020 in Monrovia shows the opposite of 2019, denoting that

BC, TEMP, and RH had a negative correlation. This result is in line with Botsa et al. [5] , investigation expressed that BC

contained a negative correlation with RH and TEMP. 

Carbonaceous aerosol ratios analysis 

Diurnal variation of OC/BC ratio 

Diurnal variation of the OC/BC ratio for 2019 and 2020 is presented in ( Fig. 6 ). Diurnal variation of OC/BC-2019 Fig. 6 (a)

shows that hours from 12:00 AM to 5:00 AM and 9:00 PM to 11:00 PM were associated with ratios ranging between 9.7

to 9.79 and 9.66 to 9.7 with a peak taking place around 3:00 AM. Hours ranging between 12:00 AM to 5:00 AM and 9:00

AM to 11:00 PM with a high ratio indicates long-range transport of pollutants since anthropogenic activities are not taking 

place during these hours. Accounting for the peak around 3:00 AM, the peak around 3:00 AM could be justified by the

high wind which influences the transportation of pollutants. It was also observed that the hours of 6:0 0 AM to 8:0 0 AM

and 4:00 PM to 8:00 PM were linked with the ratio of (9.8 and 9.7), these hours indicate traffic rush hours, high OC/BC

ratio at 6:00 AM to 8:00 AM and 4:00 PM to 8:00 PM denote the presence of secondary organic carbon. These secondary

organic carbon sources could be from waste combustion, which disposed of some chemical substances such as Volatile 

organic compounds (VOCs) into the atmosphere leading to a mixture of existing pollutants (such as primary organic carbon) 

and those substances forming those secondary organic aerosols. The low ratio of 9.34 around the hour between 12:00 PM 

to 3:00 PM indicates local emissions such as charcoal production and traffic emission. In 2020, the OC/BC-2020 of diurnal 

variation Fig. 6 (b) indicated a very high ratio of 9.91 during the hours of 6:00 AM to 7:30 AM which shows that traffic

emission and fossil fuel burning were dominant at these hours. Meanwhile, a low ratio was observed between 10:00 AM to

2:00 PM denoting biomass burning. Further analysis of the OC/BC ratio on seasonal variation is found in the supplementary 

text (1.0) section. 
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Fig. 6. (a) . Diurnal variation of OC/BC ratio for 2019 

(b) : Diurnal variation of OC/BC ratio for 2020. 

 

 

 

 

 

Relationship between OC and BC 

In research by Singh and Srivastava [28] , the most probable emission source of OC and BC concentration can be suggested

or revealed by their interrelation with each other. In ( Fig. 7 ) a significant positive linear correlation (R 

2 = 0.98 in 2020 and

R 

2 = 0.99 in 2019) was observed between OC and BC suggesting that the emission sources of both OC and BC sources was

similar. The high correlation denotes the existence of a primary source of OC and BC and these primary sources could be

biomass combustion, vehicle emissions, and shipping emission. In research by Adon et al. [2] , there was a positive linear
10 
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Fig. 7. Correlation between OC and BC concentration for both 2019 and 2020. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

correlation recorded (R 

2 = 0.9, 0.9, 0.8, and 0.8) in Ivory Coast (Abidjan) and Benin (Cotonou) of which these values of R 

2 

correspond to the value in this study. Abidjan and Cotonou are both west African cities with Ivory Coast (Abidjan) sharing a

common border with Liberia. In addition, the OC/BC ratio from (Table S6 of SI) was ranging between 6.09 to 14.9 for 2020

and 6.75 to 17.9 for 2019, an annual average was obtained to be 9.55 μg m 

−3 in 2019 and 9.51 μgm 

−3 in 2020. The high

OC/BC ratio for both years indicated the existence of secondary organic carbon (SOC), long-range transport of pollutants, and 

biomass burning. 

This secondary organic carbon could be aerosol that originates from a nearby region and passes over the Atlantic Ocean 

with some mixed marine aerosol arriving at the receptor location Monrovia, it can also be local anthropogenic secondary 

organic aerosol. Samples of BC and OC concentration collected on and around the shore of the Atlantic Ocean indicates 

a high OC/BC ratio of 10, which indicate biomass fire to be the source of Atlantic Ocean OC and BC (Maritz et al., 2015).

According to Saarikoski et al. [27] , a larger OC/BC ratio suggests the long-range transport of pollutants to a receptor location.

In view of Chow et al. [8] , the ratio of OC/BC that is greater than two ( > 2) denotes the existence of secondary organic carbon

and the lower OC/BC ratio denotes biomass burning influence. Literature from other studies including the closest regions to 

this current study location (Table S7 of SI) reported OC/BC ratios ranging from 2 to 29.5, observing the highest in Asia

(Kosan) in 2005 and Ivory Coast (Abidjan) in 2020 to be (29.5 and 25), comparing the ratio observed in our study (9.56

and 9.52) for 2019 and 2020 to literature (Table S7 of SI) ratios, our OC/BC ratio is lower than Asia (Kosan) and Ivory Coast

(Abidjan) but in the same range of Abidjan and Cotonou (2 to 10) in 2015–2017 but slightly lower than S.Pietre ratio (16)

in 1998 to 1999. Therefore, indications are BC concentration in this study was higher than in Asia (Kosan) 2005, Ivory Coast

(Abidjan) 2020, and S. Pietre 1998–1999. By Novakov et al. [21] , the lower the OC/BC ratio is the higher the concentration

of BC and the higher the OC/BC ratio is the lower the concentration of BC. 

Source analysis of black carbon and organic carbon 

Bivariate polar plot for BC and OC concentration with the function of wind speed and wind direction in hours was created

at the 90th percentile and shown in ( Fig. 8 ), for 2019 and 2020. Due to the presence of major point sources of emissions

close to the study site, the higher percentile was chosen, and this can indicate the most effective way to evaluate the feasible

geographical origins of BC and OC concentration in Monrovia. The higher concentration of BC and OC is presented mainly 

with a wind speed of ( ≈ 2 m s −1 – 5 m s −1 ) in the South direction which is the Atlantic Ocean and the lowest BC and OC

concentration was observed with wind speed t be ( ≈ 3 m s −1 - 5 m s −1 ) in the North-west direction indicating the freeport

of Monrovia, it was also recorded that moderate BC and OC concentration is associated with a very low wind speed of

( ≈ 1 m s −1 - 2 m s −1 ) in 2019. This result of 2019 indicated that BC originated both locally and was transported, it can

further be considered that 80% of BC and OC were transported due to its high wind speed association. In consideration

of 2020, low BC concentration was partially distributed in all regions (West, South, East, and North) and was observed to

correlate with wind speed to be ( ≈ 2 m s −1 - 5 m s −1 ). In addition, a very high OC concentration was denoted by wind

speed ( ≈ 4 m s −1 - 5 m s −1 ) in the direction of the north-west and low concentration in the south-east direction with wind

speed ranging ( ≈ 2 m s −1 - 4 m s −1 ) in 2020. 

Therefore, the result of both BC and OC in 2020 denotes that majority of emissions were not locally generated. The result

of 2020 could strongly be affected by the COVID-19 lockdown when industrial activities and movement were restricted. Black 

carbon mass concentration reduced significantly between earlier and throughout the lockdown period by > 40% within the 

atmosphere of Bhubaneshwar, Chongqing, Hangzhou, Milan, and Suzhou. 35% was recorded over Ahmedabad as a reduction 
11
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Fig. 8. CBPF of BC and OC for 2019 and 2020 respectively, to the upper left is 2019 BC, upper right is 2020 BC, lower left is OC 2019 and the lower right 

is 2020 OC, respectively. 

 

 

 

 

 

 

 

 

 

 

 

 

 

in the black carbon concentration throughout the lockdown period when linked to the normal period (2017–2019), therefore, 

on average, the BC mass concentrations have reduced by more than 35% across the globe [24] . Results of both years denote

that BC is more or less directional dependent and emissions are less local. Since Monrovia was built along the shores of the

Atlantic Ocean, on the Mesurado Peninsula, this result could be influenced by the high shipping activities. Liberia’s major 

route for export and import is the Free Port of Monrovia. Another significant factor could be the long-range transport of

air pollutants indicating that the harmattan wind plays an important role in transporting pollutants via the Atlantic Ocean 

arriving over Monrovia. Guo et al. [15] , also found that in reality ship emissions were, in addition, a crucial contributing

factor to the BC concentration of Qingdao in past investigations. 

CBPF plots revealed that the probable sources affecting Monrovia were prevalent at different wind speeds and were 

in different directions. Although the CBPF gave a decent representation of local source directions, this analysis’s ability to 

depict the likely source directions for transboundary pollution-related episodic episodes has limits. Consequently, CWT was 

run, and the results are discussed in the next section. 

Concentration-Weighted trajectory analysis 

Further analysis in inspecting and evaluating the proper region and direction of pollutants (BC and OC), BC and OC were

linked with air-mass backward trajectories forming the analysis of CWT. ( Fig. 9 ), indicated the seasonal distribution outline 

of CWT-BC and CWT-OC concentration at the receptor location in Monrovia, Liberia. As denoted in Fig. 9 , the high CWT-

BC concentration of 2019, the dry season in the southwest direction, passes over Senegal through Guinea Bissau via the 

Atlantic Ocean possibly a mix of marine aerosol arriving at the receptor location Monrovia, Liberia. The high CWT-OC 2019 

during the dry season, was associated with two unique regions, the south and the north-west region which indicate marine 

aerosol because Monrovia is bounded to the south by the Atlantic Ocean and north-west by the freeport of Monrovia where

high shipping activities go on daily. It should also be noted or taken into consideration that some moderately high CWT-

OC concentration was associated with the central region of the receptor location, Monrovia which indicates a local source. 

However, CW T-BC and CW T-OC in 2020 show a unique directional dependence. CWT- OC, and CWT-BC were linked to the

south region and central region of the receptor location. Moderate CWT concentration of (0.4 μg m 

−3 – 0.6 μg m 

−3 ), BC

and (4 μg m 

−3 - 6 μg m 

−3 ), OC on the scale of CWT, was observed in the eastern region arriving from Burkina Faso and

Côte d’ Ivoire. In addition, from Fig. 8 , Wet season CW T-BC and CW T-OC concentrations for both 2019 and 2020 respectively,

were observed that most of the aerosol concentrations originated from the south direction of Monrovia which is the region 

of the Atlantic Ocean. It can further be explained that a very high CWT-BC and CWT-OC concentration arrived from the
12 
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Fig. 9. CWT of BC and OC for two years in seasons dry and wet, respectively. The color block on the right denotes the concentration of CWT BC and OC in 

μgm 

-3 . 
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south-east to the south region but did not reach the receptor location, only a moderate amount ranging from BC (0.1 μg

m 

−3 - 0.15 μg m 

−3 ) and OC (1 μg m 

−3 – 1.5 μg m 

−3 ) reached the receptor location in 2019. 

These results from both CWT dry season and CWT wet season indicate long-range transportation and marine aerosol 

contribution to BC and OC in Monrovia. It could further be concluded that an increase in shipping activities could affect the

concentration of BC and OC greatly over Monrovia. Black carbon (BC) contributes greatly after CO 2 , it is the most climate

effect of shipping, representing 7% of total shipping CO 2 -eq emissions on a 100-year time scale and 21% of CO 2 -eq emissions

on a 20-year time scale. Since BC is a short-lived climate pollutant, reducing BC emissions from ships would instantly 

decrease shipping’s climate impacts [16] . In view of Smith et al. [29] , roughly 1 billion tonnes of GHS emission (CO 2 ) during

the period of 2007–2012 were accounted for by ships. Guo et al. [15] , also found that with the reality that ship emissions

were in addition a crucial contributing factor to the BC concentration of Qingdao in past investigations. 

Comparison of this study’s results with literature 

As shown in (Table S4 of SI), the results of BC and OC from this current study compared to literature for Europe, Asia,

and West African countries (bordering and neighboring) this study location, results were based on (Mean ± Std. Dev) and 

(Min-Max), Min -Max was used in the case of Standard deviation is greater than the means. It can be seen from (Table S4 of

SI) that results from this study as related to BC concentration for 2019 and 2020 remain below the results of ([ 10 , 18 , 26 ] and

[2] ), except for Lamto Jan 91 that this current study in 2019 maximum BC concentration (5.3 μg m 

−3 ) was greater compared

to that of Lamto (3.9 μg m 

−3 ). It can be noted that the above results were influenced by the high industrial activities in those

cities as compared to Monrovia in this current study. Regarding OC, it can be indicated that OC concentration is situated

below the results of [2] Benin (Cotonou), Ivory Coast (Abidjan), and Pakistan, (Table S4 of SI). 

In addition, our analysis revealed that Monrovia was low to moderate polluted in OC and low polluted in BC during the

study period. The R 

2 value was in the same order of magnitude for BC and OC recorded as (0.98 for 2020 and 0.99 for 2019),

suggesting that the emission sources of BC and OC at Monrovia are similar. An investigation by [2] , also recorded a linear

correlation of (R 

2 = 0.9, 0.9, 0.8, and 0.8) in Ivory Coast (Abidjan) and Benin (Cotonou) indicating that emission sources are

similar for Ivory Coast (Abidjan), Benin (Cotonou), and this study area. 

Conclusion 

This study examined the temporal variation, and local, and regional sources that contribute to the enhancement of BC and 

OC over the atmosphere of Monrovia. BC and OC concentrations show a unique monthly and seasonal trend over Monrovia 

in both 2019 and 2020. High BC concentration was observed in January for both years, which denotes the dry season, and

the minimum BC concentration in June respectively, the wet season. OC concentration varies from high to low obtaining the 

maximum value in January, February, March, and December in 2019 and January, February, and December in 2020, during 

the dry season, respectively. 

Meanwhile, the minimum value was observed in June during the wet season. The high concentration during these 

months was due to the harmattan wind season which facilitated the movement of pollutants from the east or the northeast

arriving at Monrovia. Diurnal variation suggested a similar trend for 2019 and 2020 respectively, in the wet season. A high

concentration of BC and OC shows its peak from 5:00 AM to 7:00 AM and 3:00 PM to 8:00 PM with a slow decline from

7:00 AM and 9:30 PM. This increase in BC and OC concentration during the evening and morning hours strongly indicate a

significant increase in traffic emission. Dry season high BC and OC concentration was found associated with hours ranging 

from 5:00 AM to 7:00 AM, 12:00 PM to 2:00 PM, and 4:00 PM to 7:00 PM in 2019. This high and moderate concentration

was justified by traffic emissions and other factors which were discussed in this study. 

Spearman correlation analysis shows that meteorological parameters play an important role in BC and OC concentration 

at Monrovia. OC/BC ratio shows an indication of a local source, long-range source, and secondary aerosols. CBPF plots show 

that a higher concentration of BC and OC is presented mainly with a wind speed of ( ∼ 2 m s −1 – 5 m s −1 ) in the South

direction which indicated the region of the Atlantic Ocean and the lowest BC concentration was observed with a wind speed

to be ( ∼ 3 m s −1 - 5 m s −1 ) in the North-west direction and moderate BC and OC concentration was associated with a very

low wind speed of ( ∼ 1 m s −1 - 2 m s −1 ) in 2019. 

The result of 2019 indicated that BC originated both locally and long-range transported. Low BC concentration was 

partially distributed in all regions (West, South, East, and North) and was observed to correlate with wind speed to be

( ∼ 2 ms −1 - 5 ms −1 ) in 2020. In addition, a very high OC concentration was denoted by wind speed ( ∼ 4 ms −1 - 5 ms −1 ) in

the direction of the north-west (freeport of Monrovia) and low concentration in the south-east direction with wind speed 

ranging ( ∼ 2 ms −1 - 4 ms −1 ). CWT analysis reveals that the south direction was dominant with a high concentration of

BC and OC for the dry season and wet season, some moderate high OC concentration was observed from the northwest

direction indicating marine aerosol and ship emission. 2020-CWT results indicated that BC and OC were having strong local 

emission sources with some long-range source contribution. In a comparison of this study’s results with other studies in 

west Africa and the world at large, it was concluded that Monrovia was low to moderate polluted in OC and low polluted

in BC during the study period. 

These findings have significant implications for the air quality in Monrovia, as this study is the first of its kind in Mon-

rovia, Liberia. The results of this study will guide the Government in making appropriate policy decisions in order to reduce
14 
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the OC and BC concentration and thus safeguard human health and the environment. Hence, this study has implications for 

policy intervention than the engineering application. Subsequent to the policy intervention, engineering devices may be re- 

quired to effectively implement the policy, which may be explored as a future area of research. This study will also benefit

the entire of Liberia and West Africa at large as few studies in the west Africa region studied BC only not OC as in this

study. Additionally, implementing proper policy, to help reduce or mitigate pollutants emissions from sources will safeguard 

achieving one of Africa’s Union Agenda for 2063 “Environmentally sustainable and climate resilient economies and communi- 

ties ” and also implement the United Nations Sustainable Development Goals (SDGs) for 2030, by “Integrating climate change 

measures into national policies, strategies, and planning”. 
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Abstract. There are undeniable benefits of binding Python and C++ to take advantage of
the best features of both languages. This is especially relevant to the HEP and other scientific
communities that have invested heavily in the C++ frameworks and are rapidly moving their
data analyses to Python. Version 2 of Awkward Array, a Scikit-HEP Python library, introduces
a set of header-only C++ libraries that do not depend on any application binary interface. Users
can directly include these libraries in their compilation rather than linking against platform-
specific libraries. This new development makes the integration of Awkward Arrays into other
projects easier and more portable as the implementation is easily separable from the rest of the
Awkward Array codebase. The code is minimal, it does not include all of the code needed to use
Awkward Arrays in Python, nor does it include references to Python or pybind11. The C++
users can use it to make arrays and then copy them to Python without any specialized data types
- only raw buffers, strings, and integers. This C++ code also simplifies the process of just-in-time
(JIT) compilation in ROOT. This implementation approach solves some of the drawbacks, like
packaging projects where native dependencies can be challenging. In this paper, we demonstrate
the technique to integrate C++ and Python by using a header-only approach. We also describe
the implementation of a new LayoutBuilder and a GrowableBuffer. Furthermore, examples of
wrapping the C++ data into Awkward Arrays and exposing Awkward Arrays to C++ without
copying them are discussed.

1. Introduction
Awkward Array [1] is an important tool for physics analysis in Python for High Energy Physics
(HEP) community. It is a part of the Scikit-HEP [2] ecosystem. Nested, variable-length lists
(”ragged” or ”jagged” arrays), records with differently typed fields, missing data, and other
heterogeneous data (union/variant types) can be defined as a set of primitives using NumPy-
like [3] phrases in Python [4]. In Awkward arrays, a single, user-facing ak.Array consists of one
small tree with large, contiguous data buffers attached to each node [5], as shown in Figure 1.
Compiled operations are performed on these data buffers, not the objects they represent.

In this work, we present new tools for creating Awkward Arrays in C++. Previously, the
main codebase was written in C++ [6] with the idea that downstream code would link to
libawkward.so, but that route is full of hidden issues [7]. The method of a small, header-only
library that only fills array buffers for downstream code to pass from C++ to Python using
C-types only has considerably more promise.

2. Python-C++ Integration
Nowadays, more front-end users use Python [8], but large-scale processing still needs to have
high performance of C++ [7]. That is why we combine Python and C++ to take advantage
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Figure 1. Structure of an Awkward Array with nested variable-length lists and records, color-
coded with an array example.

of the best features of both languages so that we can have a Python user interface and, at
the same time, take advantage of the performance and memory management of C++. HEP
and other scientific communities have extensively invested in the C++ frameworks and are
swiftly migrating their data analyses to Python. These communities are particularly interested
in bridging the gap between the two languages [8]. This raises an important question: ’How to
do Python-C++ integration the right way?’, which is addressed in the following sections.

3. The ’Header-Only’ Approach
A set of header-only C++ libraries has been introduced to address the issues in the Python-
C++ integration in Awkward Arrays [7]. These templated C++ libraries are not dependent on
any application binary interface (ABI). They can be directly included in a project’s compilation
without the need to link against platform-specific libraries. This ’header-only’ approach not
only simplifies the production of Awkward Arrays in a project but also enhances the portability
of the Awkward Arrays. The code is minimal and does not constitute all of the code required to
use Awkward Arrays in Python. It contains no references to Python or Python bindings. The
header files can be used by C++ users to create Awkward Arrays, which can then be copied
into Python without any specialized data types - only raw buffers, strings, and integers. This
approach addresses the issue of packaging projects with native dependencies.

4. LayoutBuilder
A ’layout’ consists of composable elements that determine how an array is structured. It can only
build a specific view determined by the layout Form. LayoutBuilder [9] is a set of compile time,
templated static C++ classes implemented entirely in a header-only library. It uses a header-
only GrowableBuffer (Figure 2), which is implemented as a linked list with smart pointers.
awkward::LayoutBuilder specializes an Awkward data structure using C++ templates, which
can be filled and converted to a Python Awkward Array through ak.from_buffers. The data
comes out of LayoutBuilder as a set of named buffers and a JSON [10] Form. The Form is
a unique description of an Awkward Array and returns a std::string that tells Awkward
Array how to put everything together. LayoutBuilder is part of an awkward-cpp package that
is separate from an awkward package. Both packages are individually pip-installable. The code
doesn’t have helper methods to pass the data to Python, so different projects can use different
binding generators. The code relies on generalized lambda expressions to deduce parameter type



during compile time that is available from the C++14 standard.

Figure 2. Awkward Array GrowableBuffer implemented as a linked list with multiple panels,
each of size = 5, that are allocated as needed, i.e., when the GrowableBuffer runs out of space.

ArrayBuilder [11] and LayoutBuilder are both used to create Awkward Arrays. The main
difference between a LayoutBuilder and an ArrayBuilder is that the data types that can be
appended to the LayoutBuilder are defined in advance, while any data types can be appended
to an ArrayBuilder. LayoutBuilder is designed to build Awkward Arrays faster. The flexibility
of ArrayBuilder comes with performance limitations since it needs to discover the data type,
while LayoutBuilder knows it in advance.

5. User Interface of LayoutBuilder
This section explains the user interface of LayoutBuilder with the help of an example of an
Awkward Array with nested records and variable-length lists.

5.1. Phases of LayoutBuilder
There are three phases of using LayoutBuilder:

(i) Constructing a LayoutBuilder: from variadic templates (It is an implicit template
instantiation).

(ii) Filling the LayoutBuilder: while repeatedly walking over the raw pointers.

(iii) Taking the data out to user-allocated buffers: then, the user can pass them to Python.

5.2. Illustrative Example
An example of RecordBuilder is illustrated in Listing 1. The first step is to include the

LayoutBuilder header file (see [9] for the installation instructions). Next, the RecordBuilder is
constructed with variadic templates. The contents of a RecordBuilder are heterogeneous type
containers (std::tuple) that take the other Builders as the template parameters. The field
names are non-type template parameters defined by the user. Currently, it is not possible to
template on strings as this functionality comes only from C++20 and onwards. Therefore, for
passing the field names as template parameters to the RecordBuilder, a user-defined field_map,
with enumerated type field ID as keys and the field names as value, has to be provided. In
the case of multiple RecordBuilder, a user-defined map has to be specified for each of the
RecordBuilder used.

After that, the LayoutBuilder buffers are filled with the required data as shown in Listing 1.
To make sure there are no errors while filling these buffers, the user can check their validity by
using the is_valid() method, which can be called on every entry if they want to trade safety
for speed. The example translates into the following Awkward Array in Python:

[{"x": 1.1, "y": [1]}, {"x": 2.2, "y": []}, {"x": 3.3, "y": [1, 2]},]



#include "awkward/LayoutBuilder.h"

enum Field : std::size_t {x, y};

UserDefinedMap fields_map({

{Field::x, "x"},

{Field::y, "y"}});

// Constructing a LayoutBuilder from variadic templates!

RecordBuilder<

RecordField<Field::x, NumpyBuilder<double>>,

RecordField<Field::y, ListOffsetBuilder<int64_t, NumpyBuilder<int32_t>>>

> builder(fields_map);

auto& x_builder = builder.field<Field::x>();

auto& y_builder = builder.field<Field::y>();

// Filling the LayoutBuilder

x_builder.append(1.1);

auto& y_subbuilder = y_builder.begin_list();

y_subbuilder.append(1);

y_builder.end_list();

x_builder.append(2.2);

y_builder.begin_list();

y_builder.end_list();

x_builder.append(3.3);

y_builder.begin_list();

y_subbuilder.append(1);

y_subbuilder.append(2);

y_builder.end_list();

Listing 1: Example of a LayoutBuilder with nested records and variable-length lists.

We want NumPy to own the array buffers so that they get deleted when the Awkward Array
goes out of Python scope, not when the LayoutBuilder goes out of C++ scope. The hand-off,
therefore, needs a few steps:

(i) Retrieve the set of buffer names and their sizes (as a number of bytes).

std::map<std::string, size_t> names_nbytes = {};

builder.buffer_nbytes(names_nbytes);

(ii) Allocate memory for these buffers in Python with np.empty(nbytes, type = np.uint8)

and get void* pointers to these buffers by casting the output of numpy_array.ctypes.data.

(iii) Let the LayoutBuilder fill these buffers.

std::map<std::string, void*> buffers;

builder.to_buffers(buffers);

(iv) Finally, JSON Form is generated with:

std::string form = builder.form();



The Form generated for the example in Listing 1 is shown in Listing 2. Now, everything can
be passed over the border from C++ to Python using pybind11’s [12] py::buffer_protocol for
the buffers, as well as an integer for the length and a string for the Form. If the user ever needs
to make a change in the format of the records (add, remove, rename, or change the field type),
there is no need to change anything in the Python-C++ interface. All of that is contained in
the specialization of the C++ template and the filling procedure, which are both in the C++
code.

{"class": "RecordArray",

"contents": {

"x": {"class": "NumpyArray",

"primitive": "float64",

"form_key": "node1"},

"y": {"class": "ListOffsetArray",

"offsets": "i64",

"content": {

"class": "NumpyArray",

"primitive": "int32",

"form_key": "node3"},

"form_key": "node2"}" },

"form_key": "node0"}

Listing 2: Awkward Array Form for the example in Listing 1.

6. Applications
The header-only approach allows for multiple applications in both static and dynamic projects.
Awkward RDataFrame [13] uses the C++ header-only libraries to simplify the process of just-
in-time (JIT) compilation in ROOT [14]. The ak.from_rdataframe [15] function converts the
selected ROOT RDataFrame [16] columns as native Awkward Arrays. The templated header-
only implementation constructs the Form from the primitive data types [17]. The generation of
all the types via templates makes it easier to dynamically generate LayoutBuilder from strings
in Python and then compile it with Cling [18].

Another application of header-only LayoutBuilder could be in the ctapipe [19] project, which
is currently in the planning stage. ctapipe is a framework for prototyping the low-level data
processing algorithms for the Cherenkov Telescope Array [20]. It does some processing on
structured (“awkward”) event data, and the developers want to refactor their implementation
to use Awkward Array. They already have C++ code that iterates over the custom file format,
which has array types that are known at compile-time. The easiest way to Awkward Arrays in
this project is to use a LayoutBuilder to fill the buffers and then send them to Python through
pybind11.

7. Conclusion
The header-only approach presented in this paper facilitates Awkward Arrays Python-C++
integration and enhances their portability. A set of templated header-only libraries use only C-
types (integers, strings, and raw buffers) to build Awkward Arrays and send them to Python by
generating a JSON Form. A standalone awkward header-only C++ package opens up the doors
for users to analyze their data in Python. Awkward Arrays can be seamlessly integrated with
external projects without linking against platform-specific libraries or worrying about native



dependencies. This new development also allows the extension of the use cases of Awkward
Arrays to scientific communities beyond HEP.
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Abstract 

Heat exchangers have a wide range of applications and can be found in a variety of different 

industries, including chemical reactors, nuclear power plants, and solar energy generation. It is 

required to do thermal optimization on heat exchangers in order to decrease the size, cost, and energy 

requirements of the heat exchangers while simultaneously improving their capacity to transmit heat. 

In these types of businesses, heat exchangers frequently make use of corrugated pipes as piping 

material. They are put to use in the process of transferring heat across fluids that are maintained at 

varying temperatures. The flow of corrugated pipe was investigated by using different corrugated ring 

diameters, maintaining a corrugated ring angle of 360°, and keeping the spacing between the 

corrugated rings at 7.5 mm. At a Reynolds number of 5000, the focus of the study was on determining 

how the diameter of the ring effects the thermo-hydraulic flow of water. Utilizing various forms of 

numerical simulation, this study determined the thermo-hydraulic flow behaviour and the 

enhancement of heat transfer of fluid that was moving through a corrugated pipe while a constant 

heat flux was present. An enhancement in heat transfer coefficient can be confirmed because increase 

in turbulent kinetic energy was seen. There has been discussion over the impact that the diameter of 

the corrugated ring has on the behaviour of variables such as velocity, pressure, radial velocity, axial 

velocity, temperature distribution, and turbulent kinetic energy (TKE). 

 

Keywords: Heat transfer, corrugated pipe, CFD, heat exchanger, thermal enhancement 

 

 

INTRODUCTION 

Heat exchangers are used in a number of different industries, such as solar energy, nuclear power 

production and chemical reactors [1–5]. Thermal optimization of heat exchangers is necessary to 

reduce the size, cost, and energy requirements, while at the same time enhancing their heat transfer 

capabilities. The use of corrugated pipes in heat exchangers is quite common in these industries. They 

are used to transfer heat between fluids kept at 

different temperatures [6–9]. Thermal 

enhancement of heat exchangers can be done in 

two ways, namely, active and passive techniques. 

Active methods require external power sources to 

produce surface vibration or to drive a mechanical 

device. Passive methods, as the name suggests, do 

not require any external power to enhance the 

performance of the heat exchanger. Passive 

techniques use extended or rough surfaces, or fluid 

additives to improve the heat transfer between the 

fluids. The use of corrugated pipes comes under 

the passive type of thermal enhancement. 

Corrugated pipes have been used in many 

applications to improve the performance of heat 

exchangers [10–12].  
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Many numerical and experimental studies on corrugated pipes show their capabilities of enhancing 

heat transfer. Some Researchers performed experiments using active and passive techniques to 

improve heat exchanger performance. In their study, corrugated copper pipes with diameter 10 mm 

and length 3200 mm were used. They studied the thermal performance for different experimental 

conditions and the drop in pressure for different flow rates. They concluded that rotation of the tubes 

resulted in a greater pressure drop across the pipes [13]. Some have performed studies that showed a 

reduction in energy consumption and cost, while improving performance ratings and equipment life. 

They examined the effects of corrugated rib roughened pipes on frictional losses and heat transfer. 

The Reynolds number in their study ranged between 7500 and 50,000. The study showed a direct 

correlation between the number of gaps in the pipe and the Reynolds number of the flow. Increasing 

the number of gaps with increasing Reynolds number resulted in the increase of friction loss and heat 

transfer. They also observed an increase in Nusselt number, and the friction factor [14].  

 

Numerical and experimental studies showed the corrugation angles and their effect on thermal 

performance of wavy heat exchangers. Their studies were performed in two-dimensional flows. They 

achieved a performance factor of 1.8 at a corrugation angle of 100°, and a Reynolds number of 1000. 

They observed a change from transition flow to turbulent flow in the channel, with an increase in the 

corrugation angle [15]. A study developed a three-dimensional model on ANSYS, studying the heat 

transfer in helically corrugated pipes. Their simulations resulted in an improvement in heat transfer 

performance as well as Nusselt number. The rotational flow showed little effect on the Nusselt 

number and heat transfer.  

 

In this study, a three-dimensional Finite Volume Method (FVM) model was developed on ANSYS 

Fluent. Corrugated pipe flows were studied, with varying corrugated ring diameters (1.5, 2.5, and 3.5 

mm), with corrugated ring angle of 360° and the distance between the corrugated rings being constant 

at 7.5 mm. The study was focused on how the ring diameter influences the thermo-hydraulic flow of 

water at the Reynolds number of 5000.  

 

In the results, the effect of the corrugated ring diameter on the behaviour of velocity, pressure, 

radial velocity, axial velocity, temperature distribution, and turbulent kinetic energy (TKE) has been 

discussed. The results of these simulations can be used for further study and design for the 

enhancement of heat transfer corrugated pipe flows. 

 

MODEL DESCRIPTION 

The three-dimensional models for the corrugated pipes with different corrugated ring diameters 

were created in Fusion 360. The CAD models with the parameters are shown in Figure 1. The pipe 

length and diameter were 1000 and 10 mm, respectively. 

 

 
(a) (b) 
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Figure 1. Geometrical Parameters of Corrugated Pipes. (a) Pipe diameter = 10 mm; (b) Corrugated 

Ring Diameter = 1.5 mm; (c) Corrugated Ring Diameter = 2.5 mm; (d) Corrugated Ring Diameter = 

3.5 mm; (e) Gap between each ring is 7.5 mm; (f) Length of the entire pipe is 1000 mm. 

 

There was a total of four geometries for the corrugated pipes used in this study. Each geometry had 

a corrugated ring angle of 360°, distance between rings is 7.5 mm and the ring diameter ranges from 

1.5 to 3.5 mm, with increments of 1 mm. The last geometry was the smooth pipe, without any 

corrugations, for the purpose of comparison. 

 

Numerical Model 

For the numerical analysis, Computational Fluid Dynamics (CFD) software ANSYS Fluent was 

used. Fluent is a Finite Volume Method (FVM) solver, which solves for pressure, flow velocity, and 

heat transfer in this study. The k-ϵ turbulence model is applied to this simulation, as achieving 

convergence is relatively simple using this model. This turbulence model is extensively used in 

academia and industry for research and development purposes. The SIMPLE algorithm is applied as 

the pressure-velocity coupling scheme in the momentum equation. The residuals are kept lower than 

10–4 for pressure, velocity, energy, and continuity. 

 

Grid Generation 

The discretization software ANSYS Mechanical was used to generate the mesh for the flow 

simulation. The mesh generation is a crucial step as it determines the computational cost as well as the 

accuracy of the solution. Usually, an ordered mesh containing hexahedral elements are preferred as 

they provide a more accurate solution, but the corrugated pipe is a complex geometry. For such 

complex geometries, a grid containing tetrahedral elements, as shown in Figure 2(a), is easier to 

generate, and also requires lesser time.  

(c) (d) 

(e) 

(f) 
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The disturbances in the boundary layer are amplified throughout the flow, and these small 

disturbances add up to larger effects on velocity, TKE, and pressure distributions. Hence, it is 

important to capture these disturbances in detail. Inflation layers are added to capture the crucial 

boundary layer effects through the pipe as shown in Figure 2(b).  

 

 
Figure 2. Final Mesh Generated. (a)Tetrahedral elements on pipe mesh. (b) Inflation layers. 

 

Governing Equations 

The conservation equations for the fluid flow through a corrugated pipe can be written as shown: 

 

Continuity equation: 

𝜕

𝜕𝑥𝑖
(𝜌𝑢𝑖) = 0 (1) 

Momentum equation: 

𝜕

𝜕𝑥𝑖
(𝜌𝑢𝑖𝑢𝑗) =

−𝜕𝑝

𝜕𝑥𝑖
+

𝜕

𝜕𝑐𝑗
[𝜇 (

𝜕𝑢𝑖

𝜕𝑥𝑗
+  

𝜕𝑢𝑗

𝜕𝑥𝑖
) −  

2

3
𝜇
𝜕𝑢𝑖

𝜕𝑥𝑖
+ 𝛿𝑖𝑗] (2) 

Energy equation: 

𝜕

𝜕𝑥𝑖
(𝑢𝑖(𝜌𝐸 + 𝑝)) =

−𝜕

𝜕𝑥𝑖
[(𝜆 +

𝐶𝑃

Pr
𝑡

) −  
𝜕𝑇

𝜕𝑥𝑗
+ 𝜇(𝑇𝑖𝑗)𝑒𝑓𝑓] (3) 

 

Where, ρ, u, μ, p, λ, Cp and T represent fluid density, velocity flow, dynamic flow viscosity, 

pressure, thermal conductivity, specific heat, and temperature. 

 

Flow Parameters and Boundary Conditions 

The no-slip condition was considered on the walls of the pipe. The working fluid for the 

simulations was water. The physical properties include a density of 998.2 kg/m3, specific heat (Cp) of 

4.18 J/kg.K, dynamics viscosity (μ) of 0.001003 kg/(ms) and thermal conductivity (λ) of 0.6 W/kg.K. 

Temperature at inlet was 298.15 K. The Reynolds number at the inlet was specified as 5000. 

Boundary conditions are inlet velocity with inlet temperature, and outlet pressure at zero static 

pressure (Po). 

 

RESULTS AND DISCUSSIONS 

Three models having different corrugated ring diameters (CRD) (1.5, 2.5, and 3.5 mm) were 

investigated. Figure 3 represents the static pressure along the length of the pipe. As can be observed 

from the figure, the pressure decreases substantially as the length increases. The flow field is divided 

into three main regions. The inlet area has a higher pressure, the middle area has a lower pressure, and 

(a) (b) 
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finally, the outlet area has the lowest pressure. 

 
Figure 3. Static pressure-drop across the length of the pipe. 

 

 
Figure 4. Velocity distribution along the pipe for different CRD values. (a) CRD=1.5 mm; (b) 

CRD=2.5 mm; (c) CRD=3.5 mm.  

 

Figure 4 shows the velocity distribution contour for different values of CRD. For the smaller value 

of CRD of 1.5 mm, the local velocity is maximum at the center of the pipe and decreases significantly 

as one move towards the pipe walls. However, for CRD values of 2.5 and 3.5 mm, the velocity starts 

to increase even at corrugated ring walls. 

 

In Figure 5, the contours of the turbulent kinetic energy (TKE) are shown for different corrugated 

ring diameters. It can be seen that the increase in CRD significantly increases the TKE variations in 

the pipe. This is due to the disturbance caused by the corrugated ring surfaces in the flow direction. 

The increased variation in TKE suggests that there is better mixing and more turbulence in the flow. 

This leads to an increase in the Nusselt number, implying an increase in convective heat transfer. 

 

The temperature distribution with different corrugated ring diameters (CRD) is shown in Figure 6. 

An increase in temperature further away from the wall can be seen with increasing CRD. This is due 

to more heat being transferred from the wall to the fluid, due to the corrugated rings. The highest 

temperature in each configuration is on the walls of the pipe. Based on these two observations, it is 

clear that heat transfer shows a direct correlation with corrugated ring diameter. 

(a) 

(b) 

(c) 
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Figure 5. Kinetic energy for different CRD values. (a) CRD=1.5 mm; (b) CRD = 2.5 mm; (c) CRD = 

3.5 mm. 

 

 
Figure 6. Temperature distribution comparison among different CRD values. (a) CRD = 1.5 mm; (b) 

CRD = 2.5 mm; (c) CRD = 3.5 mm. 

(a) 

(b) 

(c) 

(a) 

(b) 

(c) 
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CONCLUSIONS 

From the above discussions we can conclude the following: 

1. As we increase the diameter of the corrugated ring, the heat transfer coefficient increases and 

hence there is increase in heat transfer.  

2.  The increased diameter of the ring increases the disturbance in the flow direction and hence the 

transverse velocity increases, which leads to greater heat transfer coefficient. 
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Abstract
This paper investigates an alternative cooling method for photovoltaic (PV) solar panels by using water spray. For the assess-
ment of the cooling process, the experimental setup of water spray cooling of the PV panel was established at Sultanpur 
(India). This setup was tested in a geographical location with different climate conditions. It was found that the temperature 
of the panel decreased from 53 to 23 °C and the total power was increased by 15.3% by the water spray cooling. The effec-
tiveness of the system is also increased by its cleaning effects. The efficiency of this solar PV is reduced with the increase 
of panel temperature. The experiments showed that the PV cell efficiency was dropped by 0.5% with an increase of 1 °C in 
panel temperature. However, the electrical efficiency of the panel was increased by 0.28%/0.2 °C of temperature drop by the 
single nozzle spray cooling.

Keywords  Thermodynamic · Spray cooling · Photovoltaic · Solar · Water spray method · Efficiency

List of symbols
A	� Area/m−2

R
e
	� Reynolds number

PV	� Photovoltaic
WBT	� Wet bulb temperature/°C
DBT	� Dry bulb temperature/°C
Q	� Heat transfer rate/W
ṁ	� Mass flow rate/kg s−1

T	� Temperature/K
C
p
	� Specific heat at constant pressure/kJ kg−1 K−1

PCM	� Phase change material
G	� Solar irradiation/W m−1

I	� Current/A

V	� Voltage/V
h	� Heat transfer coefficient/W m−2 K−1

Nu	� Nusselt number
Pr	� Prandtl number
K	� Thermal conductivity/W m−2 K−1

v	� Velocity/m s−2

Greek symbols
α	� Absorptivity
ε	� Emissivity
σ	� Boltzmann constant/W m−2 K−4

η	� Efficiency/%
μ	� Dynamic viscosity/N s m−2

Subscripts
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loss	� Loss
C	� Convection
E	� Evaporation
R	� Radiation
0	� Ambient condition
w	� Wall
f	� Fluid
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Introduction

Nowadays, environmental protection and efforts to reduce 
pollution, caused by industrial activities, on the one hand, 
and research on finding new and improved energy supply 
options, on the other, have become one of the concerns of 
governments all around the world [1–3]. In recent years, 
photovoltaic (PV) power plants due to their proven poten-
tial in most parts of the earth are rapidly developing. In 
several studies, the negative effect of increasing the sur-
face temperature of photovoltaic modules on their electri-
cal efficiency has been shown. The temperature coefficient 
for power generation depends on the photovoltaic technol-
ogy of the solar cells [4, 5]. According to the literature 
review, the highest test temperature for the photovoltaic 
module was 125 °C in Libya. This temperature caused a 
69% drop in the electricity production of PV modules [6]. 
PV cells are extensively used as one of the most important 
renewable energy applications because they can use solar 
energy by converting solar irradiance to direct current 
(DC) power [7]. According to the materials used to make 
PV cells, solar irradiance can be converted into direct elec-
tricity with varying conversion efficiency ratings ranging 
from 7 to 40% [8]. A range of about 80% of solar radiation 
incidents on the surface of PV cells can be absorbed; how-
ever, due to the conversion efficiency of PV cell manufac-
turing technology, only a tiny percentage of the absorbed 
incident solar energy is transformed into electrical energy 
[9]. The remaining absorbed energy overheats the PV cells 
which can reach an operating temperature of around 40 °C 
over the ambient atmospheric temperature [10–12]. PV 
cells overheat because they convert a certain band of the 
entering irradiance spectrum wavelength that is responsi-
ble for light direct conversion into electrical energy, while 
the remaining spectral wavelength causes the PV cells to 
overheat [13]. Elevated PV panel temperatures are con-
sidered one of the most essential issues, especially in hot 
climatic locations, as they cause a sequential decline in 
PV electrical conversion efficiency of roughly 0.5%/°C for 
every degree increase in PV panel temperature, lowering 
PV panel lifetime [14]. Excess overheating needs to be 
drained in order to reach an acceptable level of PV cell 
electricity conversion efficiency because high temperature 
reduces the performance of the PV cells. Therefore, it is 
a vital responsibility for enhancing PV cell performance 
and assuring an efficient conversion process, especially in 
sun-belt nations. It is necessary to integrate the cooling 
system for PV cells during the operation. Furthermore, 
the cooling system will aid in lowering the overall cost 
of solar cells, extending the lifetime of PV cells, promot-
ing solar cell manufacturing and ensuring optimum output 
power from installed PV cells [15].Water and air are the 

most common cooling methods. Air cooling requires less 
energy than that of water cooling. However, water has a 
greater cooling capacity and can be circulated for recool-
ing. Also, warm water can be utilized for other purposes 
such as bathing and washing [16]. Active and passive 
cooling systems are the most common methods of lower-
ing solar panel temperatures. Water and air are used as a 
coolant in active cooling, which is driven by a fan or an 
electric motor. Passive cooling can be further categorized 
as conductive passive cooling, water cooling and air pas-
sive cooling. Heat exchangers, sinks [17] and heat pipes 
are used to create natural convection in other passive cool-
ing technologies. There are various cooling technologies 
such as phase change materials (PCM), nanotechnology 
(nanofluid) sinks, thermoelectric generators, microchannel 
and other modern cooling methods [18]. In this direction, 
Shalaby et al. [19] investigated solar panel water cool-
ing is more efficient than air cooling. Water spray cooling 
enhances the total power output of photovoltaic panels by 
33.3%. Spray cooling of water reduced the temperature 
by 57.1% from 24.7 to 26.4 °C. Also in [20], the authors 
investigated the effect of evaporative cooling implemented 
on PV panels and the maximal detected a total increase 
in power output was around 19%. Direct PV panel cool-
ing with an established water flow over the front side of 
the panel was investigated in [21] and it was possible 
to increase power output by 9.5%. Furthermore, in [22] 
the authors investigated a water spray cooling technique 
implemented just on the front side of the PV panel, and 
significant improvement in electrical efficiency was estab-
lished. Apart from water cooling, there are various other 
techniques to cool solar PV panels such as microchannel 
heat exchanger cooling [23], solar panel nanofluid cool-
ing [24], solar panel evaporative cooling [25] and PCM 
cooling. In the PCM cooling method, latent heat and melt-
ing point temperature are the important parameters that 
decide the cooling rate. PCM absorbs or releases signifi-
cant quantities when it is realized to change their physi-
cal state, and PCM has a high absorber capacity during 
phase change [26]. In this field recently, Foteinis et al. 
[27] have experimented with the PCM cooling method of 
PV panel cooling. They examined that by cooling with 
PCM the PV panel electricity efficiency was increased by 
9.4%. Also, the environmental footprint is reduced by 22% 
compared to the standalone PV cell. In another cooling 
method, Lupu et al. [28] examined that heat pipe cool-
ing improved the thermal efficiency of the PV panel by 
13.9%. Apart from this, heat pipe uses sealed pipe which 
should have a high value of thermal conductivity like cop-
per–silver, etc. The heat pipe converted solar panel heat 
to air or water; this lowered the system heat and improved 
the system efficiency. It was observed from the literature 
survey that various researches were present on solar panel 
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water spray cooling, but only a few manual works achieved 
above 25% efficiency. The novelty of the present work was 
to evaluate the performance of the PV panel with water 
spray cooling with a single nozzle and its thermal aspect 
for Sultanpur (India). The main objective of this paper 
was to develop an experimental setup and to investigate a 
water spray cooling technique for Sultanpur (India). The 
proposed water spray cooling technique can potentially 
increase PV panel performance due to an evaporation and 
self-cleaning effect, which is also a great benefit in terms 
of improved feasibility in the long run.

Experimental setup

The setup for an experiment was made to study the perfor-
mance of a photovoltaic panel with spray cooling. The solar 
panel water spray cooling system remains on the roof of 
the hostel of KNIT Sultanpur, India, for several days dur-
ing June 2022 on a typical clear summer day when average 
temperatures of the surrounding air ranged from 30 °C and 
up to 35 °C. Measurements were taken from 1 to 3 PM (the 
period of highest solar irradiation levels during June). Dur-
ing the series of measurements, irradiation ranged from 810 
W m−2 to 850 W m−2, in the already mentioned period of 
highest solar irradiation (the specific recorded peak value 
was 850 W m−2) [29]. The geographical location of this 
place is the latitude, longitude and altitude, respectively, 

which are 26.27°N, 82.07°E and 95 m above sea level. The 
main components of this experiment are a solar panel nozzle 
strainer, a motor pump and a tank. The solar panel is located 
at some angle from the earth's surface. The panel was fixed 
under a specific angle of 18° (to obtain the highest electricity 
output for the fixed slope and which is characteristic of the 
specific geographical location where the panel was tested). 
It is situated on the four-pillar stand. Water is pulled from 
the tank by an electric motor which is dipped inside the 
reservoir (therefore, it is not visible in Fig. 1) and sprayed 
on the panel surface by the nozzle. The nozzles were on the 
front side of the panel and they were fixed at an angle of 40° 
(to prevent a wire frame shadowing effect and also to ensure 
a wider water spray dispersion over the PV panel as much 
as possible) and it did not analyze the nozzle angle influ-
ence on the panel performance. After spraying the cooled 
panel temperature, therefore, panel temperature falls from 
the rated temperature, and water fully slides on the panel 
surface so that with the cooling action, the cleaning action 
is also done. This water, again and again, recalculates via a 
softer pipe through the pump which is put inside the bucket. 
The mass flow of water is constant with the value of 2.3 kg 
s−1. The water distribution system was mounted on a flexible 
pipe of diameter 4 mm. The distance between the nozzle and 
panel surface has been taken as 150 mm front side [30]. It 
was fixed for the maximum dispersion of the water on the 
panel. It was observed that as compared to the other cool-
ing systems water spray cooling was more efficient, except 

Fig. 1   Designed water spray 
cooling system for solar panels Pump

Water reservoir

1.0414 m
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for that water submerged method in which higher efficiency 
was obtained. Also, water spray works as a self-cleaning 
agent with a good cleaning action technique. The surface of 
the panel is made of a low coefficient of reflex ion material. 
Less reflection means more light is observed by the surface 
and also it has a lower mass than that of other materials. 
When there is solar irradiation incidence on the PV cells 
same time, infrared radiation was observed efficiently by 
the surface. The remaining light is converted into electricity 
by the photovoltaic cell. The setup of the line diagram and 
photograph is shown in Figs. 1 and 2, respectively.

The main components used in the solar panel water spray 
cooling system and their specifications are described as a 
solar panel stand: A stand is necessary for holding the 
panel. It has four legs. It is constructed of iron material and 
parts are welded having dimensions 1.0414 m × 0.6604 m. 
The lengths of the lower and higher legs are 0.2286 m and 
0.5588 m, respectively. It has a nozzle mouth at the higher 
leg side. The nozzle diameter mouth is 1.51 mm as displayed 
in Fig. 3. Nozzle pipe: A PVC material pipe is used for trans-
ferring water from the bucket to the nozzle mouth. It has 
a length of 1.5 m and 1.38 mm in diameter as shown in 
Figs. 1 and 3. Motor: The motor is used for the conversion 
of mechanical energy into hydraulic energy. It generates flow 
with power and, according to the load, manages the pressure. 
An AC motor integrated pump 18 W, 165-230 V/50 Hz, 
model MEN265A (Mechanic Pvt. Limited) is used for pull-
ing water from the reservoir through the pipe and send to 
the nozzle pipe. Its photograph is shown in Fig. 3. Nozzle: 
For spraying water, a 1.38 m diameter nozzle is used. It is 
made of steel material with many small holes to spray the 
water. Solar panel: Photovoltaic modules use the genera-
tion of electricity by the use of solar energy (photons). The 
modules utilized thin-film cells or crystalline silicon cells. 

Fig. 2   Photograph of solar PV 
panel with water spray cooling 
system (experimental setup)

Motor
Solar panel stand

Nozzle pipe

Nozzle

Solar panel Water reservoir

Fig. 3   Components for experimental setup
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It was developed by Luminous Technologies Pvt. Limited, 
India. The characteristics of the panel are given in Table 1. 
In all cells, one electric cell is so connected that mechanical 
damage and vibration do not take place. A 12 V power solar 
panel is used for cooling purposes. Its length is 1.0414 m 
and its width is 0.6604 m. This solar panel is fixed on the 
solar panel stand. The conversion of solar energy into elec-
trical energy by the solar panel is given in Figs. 1 and 3. 
Water reservoir: A water reservoir capacity of 20 L is used 
for the flow of water. It is used for the continuous supply of 
water. The motor pump is fully dipped inside it and pulled 
water from it.

The following instruments are used for the measurements 
of the system characteristics. Temperature sensor: The tem-
perature at the required places (backside and front side as 
shown in Fig. 1) was measured by the digital sensor and is 
shown in Fig. 4. This sensor (model TPM-10) can be used 
to measure the temperature in the range of -50 °C to 110 °C 
with an accuracy of + 1 °C. This temperature sensor is manu-
factured by ApTechDeals Company. Whirling hygrometer: 

Whirling hygrometer is used for the measurement of measur-
ing wet and dry bulb temperatures. It can measure tempera-
tures up to 20°F as shown in Fig. 4. Anemometer: The wind 
velocity affects the temperature of the solar panel; its speed 
is measured by an anemometer as shown in Fig. 4. The range 
of velocity of the anemometer is 0–45 m s−1 with a range of 
operating temperature − 10 to 50 °C and humidity 40–85% 
RH, respectively. Voltmeter: Voltmeter is used for measur-
ing voltage and current value. It can measure the maximum 
voltage as 600 V, and the maximum current is 10A. It has 
three poles: One is voltage, another is current, and the third, 
between the two, is a neutral pole. Electronic digital caliper: 
Electronic digital caliper is used for measuring the dimen-
sion of different sections. It can be measured in units like 
mm and inch. It can measure maximum dimensions in the 
range of 150 mm. Its photograph is shown in Fig. 4.

In summer conditions, the temperature of the solar panel 
becomes very high; consequently, the value of power output 
is reduced. Therefore, it is necessary to cool the solar panel 
for better performance.

Measurement procedure and thermodynamics

The water is taken out from the water reservoir by the 
pump. This water goes through the pipe and is sprayed 
on the panel by the nozzle. The panel is cleaned and also 
cooled with this water. The reading was taken every 5–10-
min intervals, and the values of voltage, current, dry bulb 
temperature (DBT) and wet bulb temperature (WBT) were 
noted. Also, the air velocity was noted because velocity 
affects the panel temperature due to forced convection. 

Table 1   Technical characteristics of solar PV panel

*At solar irradiation (DNI) of 950 W m−2 and temperature of 25 ℃

Characteristics*

Model LUM 12,165
Effective area/m−2 0.6877
Maximum power output/W 165
Open-circuit voltage/maximal voltage/V 22.84 V/18.65 V
Short-circuit current/maximal current 9.55A/8.85A

Fig. 4   Instrument used in the 
experimental setup

Temperature sensor Whirling hygrometer Anemometer

Voltmeter Electronic digital caliper
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The water spray cooling technique aims to achieve a lower 
solar panel temperature in this way by increasing the out-
put power of PV. Let GS be the incoming solar irradiation 
and AP be the total solar panel area. Now we are interested 
in converting the use of full power output of this incoming 
solar radiation.

According to this Fig. 5, Qloss is the total heat loss, in 
convection, it is  QC , QE is the total evaporation heat and 
QR is the radiation heat loss.

Then the total solar irradiation is expressed as [30, 31]:

where α, GS and Ap absorptive coefficient, solar irradiation 
and panel area, respectively.

Overall photovoltaic heat loss can be calculated by [30, 
31]:

where QE , QR and QC are evaporative, radiation and convec-
tion heat loss, respectively.

Total convection heat loss in front and backside is [30, 
31]:

Convection heat loss from the front side is also calcu-
lated by given below [30, 31]:

Same as from the backside [30, 31]:

Total radiator heat loss is expressed as [30, 31]:

(1)Qsolar = � ⋅ GS ⋅ Ap

(2)QC + QR + QE = Qloss

(3)QC,F + QC,B = QC

(4)QC,F = hfront ⋅ Ap ⋅

(

Tpanel front − Tair front
)

(5)QC,B = hbackside ⋅ Ap ⋅

(

Tpanel backside − Tair backside
)

Total heat radiation QR can also be calculated by [30, 31]:

where x subscription denoted that front side any description 
denoted that backside, and Fxy,, Tx , � , AP and � are the view 
factor of both side, front side temperature, backside tempera-
ture, Stefan–Boltzmann constant, panel area and emissivity, 
respectively.

The total evaporation heat loss depends on both rela-
tive humidity and surrounding air temperature and also the 
velocity of air, respectively. Total evaporation heat loss in 
PV panels can be explained as [30, 31]:

The evaporation heat loss also can be written as [30, 31]:

The purpose of the water spray is to increase overall heat 
reflection by evaporation, which is strongly influenced by the 
evaporation coefficient (e). Ps and  Pd is the partial pressure, 
and the total evaporation heat loss depends on the relative 
humidity velocity of the air and the temperature of the water 
spray, where the evaporation coefficient greatly depends on 
the air velocity; in case of turbulent flow, it directly depends 
on the concoction heat transfer coefficient. Additionally, it 
relies on the temperature of narrow flow separation, relative 
humidity of the surrounding air and other factors.

Also, the following equations have been considered for 
the performance calculation. Hence, it is clear that heat 
transfers via force convection.

(6)QR,F + QR,B = QR

(7)QR = σ ⋅ ε ⋅ AP ⋅ Fxy

(

T4
x
−T4

y

)

(8)QE + QEF = QE, B

(9)QE = e ⋅ Ap ⋅

(

Ps − Pd

)

⋅ r

Fig. 5   Image of net heat loss 
from solar panel
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According to Newton's cooling law [30, 31]:

Here Tf and Tw are the temperature of fluid and wall, respec-
tively. Q is related to overall heat transfer.

According to the second energy balance [30, 31]:

The flow is checked for laminar or turbulent flows by the 
Reynolds number [30, 31]:

where ρ, v and μ are density, velocity and dynamic viscosity, 
respectively,

The velocity of fluid can be determined by [30, 31]:

Nusselt number can be calculated as [30]:

The formula for the heat transfer coefficient (h) is [30, 31]:

where d is the hydraulic length.
The efficiency of the system can be calculated as [30, 31]:

(10)Q = h ⋅ As ⋅

(

Tw − Tf
)

(11)Q = ṁ ⋅ Cp ⋅

(

Te − T0
)

(12)Re =
� ⋅ V ⋅ d

�

(13)ṁ = 𝜌 ⋅ A ⋅ V

(14)Nu = 0.332
(

Re

)1∕2(
Pr

)1∕3
(laminar)

(15)Nu = 0.0288
(

Re

)4∕5(
Pr

)1∕3
(turbulent)

(16)Nu =
hd

k

(17)=
Output power

Ap ⋅ Gs

.

Results and discussions

In this section, performance of the system was discussed 
without cooling and with cooling one after the other. The 
results of the experiment were recorded without cooling of 
solar panel in the month of July 10, 2022, as shown listed 
in Table 1. The experiment analysis has been taken during 
the time 1:00 PM to 3:00 PM a day. In this period, there is 
maximum solar irradiation incidence on the PV panel [29]. 
This solar irradiation is direct normal irradiation (DNI) 
(W m.−2) incidence on the PV panel. The wind velocity, 
DBT, WBT and module power have been recorded at some 
stage in the test and were used within the calculation of 
the PV module efficiency. The panel temperature initially at 
60.6 °C (1:00 PM) is increased and reached the peak point 
of the day at 62.3 °C (2:00 PM). During the experiment, 
the panel temperature fluctuated, according to wind velocity 
and environmental conditions. The minimum temperature 
of the panel is 59.8 °C at 2:30 PM. After this time, the tem-
perature becomes down gradually. It can be observed that 
both the value of voltage as well as the value of current drop 
with increasing cell temperature. It has been noted that as 
temperatures rise, the module efficiency marginally declines. 
The solar panel's initial temperature at 1:00 PM was 60.6 °C, 
and its efficiency was 2.88%. When the temperature slightly 
decreases to 60.1 °C, then efficiency slightly improved to 
2.919%. All variation are listed in Table 2

Further in this section, all measurements were taken with 
the cooling of the solar panel on July 12, 2022, at Sultanpur, 
India. The recorded data are listed in Table 3. The wind 
velocity, DBT, WBT and module power were recorded at 
some stage in the test and used within the calculation of 
the PV module efficiency. The panel temperature initially 
at 45 °C (1:00 PM) is lowered and reaches the lowest point 
of the day at 42.8 °C (3:15 PM). During the experiment, 
the panel temperature fluctuated, according to wind velocity 
and environmental conditions. The minimum temperature 
of the panel is 42.8 °C at 3:15 PM. After cooling the tem-
perature become down gradually. Here, it was observed that 
both the value of voltage and the quantity of current result 

Table 2   Recorded data of solar 
panel without cooling on July 
10, 2022

Time 1:00 PM 1:15 PM 1:30 PM 1:45 PM 2:00 PM 2:45 PM 3:00 PM

Temperature/°C 60.6 60.1 60.8 61.2 62.3 61.8 59.8
Voltage/V 19.08 19.30 19.24 19.11 19 19.03 19.28
Current/A 1.04 1.06 0.98 0.93 0.63 0.58 0.08
DBT/°C 89 89.1 90 90 91 89.9 88
WBT/°C) 82.5 82.4 83 83 83.5 03 82.9
Velocity of air/ms−1 1.09 1.2 1.1 1.3 1.08 1.2 1.08
Output power/W 19.84 20.458 18.85 17.77 12.92 11.03 20.822
Efficiency/% 2.88 2.919 2.69 2.536 1.84 2.33 3.027
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in decreasing cell temperature. Additionally, it is evident 
from the results of the experiment that the module efficiency 
steadily raises with temperature. At 1:00 PM, it is found 
that the initial temperature of a solar panel is 45 °C and the 
efficiency is 13.5%. When the temperature slightly decreases 
to 42.8 °C, then efficiency is slightly improved to 15.662%. 
At 1:15 PM, the efficiency is 14.64%; after the 15 min, the 
temperature becomes 44.6 °C which was lowered by 0.2 °C 
and the efficiency was improved to 15.2% from 14.64%. 
Therefore, the solar panel must be cooled for achieving bet-
ter performance and efficiency.

Variation of temperature

Figure 6 shows the temperature variation of solar panel 
with time. It is observed that the maximum temperature is 
between 1:00 PM and 2:30 PM on July 10, 2022. At this 
time, a high amount of solar radiation was received in India. 
Therefore, energy transformation rate was also high. It can 
be observed that solar panel temperature fluctuated with the 
environmental condition and wind velocity also. Further it 
also shows the temperature variation with time with cooling. 

The maximum temperature was observed as 46.23 °C in the 
whole test range, i.e., between 1:00 PM and 3:15 PM on July 
12, 2022. The minimum temperature was found as 42.8 °C 
at 3:15 PM while in the previous test, i.e., without cooling, 
it was 59.75 °C at the same time. Apart from this, panel 
temperature fluctuated with the environmental condition and 
wind velocity as observed in Fig. 6. Solar irradiation is the 
critical parameter for any solar-integrated study. The vari-
ation of surface temperature with direct normal irradiation 
(DNI) has been also discussed. There is no need to show the 
variation of the temperature with the DNI because it will 
show the same trend as the temperature with time, because 
the same trend showed DNI with the temperature [29].

Variation of power output with voltage

The maximum power was achieved at the time 3:00 PM 
when the minimum temperature was found. The maximum 
power was obtained as 20.822 W at 59.8 °C temperature. 
Figure 7 shows that power output decreased as the voltage 
increased, reaching a maximum of 19.28 V. It is concluded 
that when the panel temperature tends to maximum then 

Table 3   Recorded data of solar panel with cooling on July 12, 2022

Time 1:00 PM 1:15 PM 1:30 PM 1:45 PM 2:00 PM 2:15 PM 2:30 PM 3:00 PM 3:15 PM

Temperature/°C 45.0 44.9 44.6 44.5 44.3 46.3 46.3 43 42.8
Voltage/V 20.6 21.9 21.2 20.9 21.9 19.6 20.6 22.1 22.3
Current/A 4.54 4.75 4.96 4.84 4.90 4.75 4.58 4.80 4.83
DBT/°C 80 79.9 79.8 79.7 79.8 80 80 79.9 79.9
WBT/°C 74 73.9 73.8 73.8 73.7 74 74 73.9 73.9
Velocity of air/m s−1 1.1 1.09 1.33 1.08 1.45 1.06 1.3 1.09 1.8
Output power/W 93.5 100.7 105.152 101.156 107.31 91.14 95.264 106.08 107.709
Efficiency/% 13.5 14.64 15.29 14.709 15.60 13.25 13.856 15.42 15.662
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their power output becomes minimum. Also, in this subsec-
tion variations of electrical power with voltage with cool-
ing were discussed. The maximum was observed at 3:15 
PM when the temperature was the lowest of all-temperature 
readings. Table 3 shows that at 42.8 °C maximum volt-
age and the maximum power were found as a maximum of 
22.3 V and 107.709 W. It is concluded that when the panel 
temperature tends to maximize, the corresponding power 
would be minimized. The comparison showed that due to 
the cooling effect, the efficiency was improved. As discussed 
above, the electrical efficiency decreased with panel surface 
temperature. It means if it is cooled then it will improve. 
Figure 7 shows that the dispersion points without cooling 
are very nearly distributed. It means the variation of the 
power is very less with the voltage produced. It is because 
of the high temperature of the panel. Without cooling, power 
varied only 19.5–19 V during the same tested time and solar 
irradiation. However, with cooling the dispersion point on 
the graph is widely sprayed. It means due to the spray of 
the water over the panel temperature and cleaning is there. 
The variation of the power with voltage varied from 90.3 
to 107.7W as the wide range of voltage varied from 19 to 
22.5 V.

Variation of current with voltage

It was also observed that the current first increased with the 
voltage, and after some value of the voltage, it decreased. 
Keeping constant all other parameters, as the voltage 
increased the corresponding temperature also decreased 
which leads to the decrease in the current. The maximum 
current was found at 1.06 V of voltage. Figure 8 shows that 
the dropping rate of the current was fast corresponding to 
the voltage from 0.58 to 0.55 V. As discussed previously, 
for this reason the rate of temperature drop was also sharp. 

Further current variation with the voltage with cooling was 
also discussed. The pattern of variation was the same as 
that without cooling conditions. It was observed that the 
maximum current value occurred at the highest value of the 
voltage. As the panel temperature lowered, both temperature 
and voltage got the highest value. In comparison with Fig. 8, 
it was seen that with cooling the current was obtained more 
than without cooling. It can be seen that little bit of varia-
tion of the current with voltage without cooling the panel. 
Without cooling, the current was varied from 0.18 to 1.2A 
only because the temperature of the panel was high before 
cooling the duct and other impurities are there. However, a 
high current was achieved with the cooling, and the current 
varied from 4.8 to 4.9A in between fluctuating with the volt-
age. This variation occurred with a wide range of voltage, 
i.e., 19.0 to 22.1 V.

Variation of efficiency with temperature

It was observed that when the panel temperature reached 
a maximum value the corresponding electrical efficiency 
also obtained its minimum value as shown in Fig. 9. In 
this experiment, the maximum efficiency occurred at the 
lowest temperature which is 59.8 °C, and at the maximum 
temperature 60.8 °C, efficiency is the lowest value which 
is 2.69%. Electrical efficiency first increased slowly with 
temperature; after that, it increased sharply from the tem-
perature of 46.3–43 °C. Maximum electrical efficiency 
was found as 22.32% at 43 °C overall temperature limits 
during the test with cooling, while lowest, at temperature 
46.3 °C, efficiency has a value of 13.20% as displayed in 
Fig. 9. The comparison showed that the panel's electrical 
efficiency was more in cooling as compared to without 
cooling. This is due to a decrease in temperature and the 
cleaning action of water. The variation of the efficiency 
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with the temperature without cooling varied from 2.88 
to 3.027% when the temperature increased from 60.6 to 
59.8 °C during the tested time, i.e., 1:00 PM to 3:00 PM. 
However, the efficiency will increase with cooling with the 
temperature from 13.5 to 15.667% when the temperature 
increased from 45.0 to 42.8 °C. The temperature increased 
with time with cooling the efficiency also decreased.

Performance variation with temperature

The power of the module increases; hence, its efficiency 
increases. Higher temperatures of solar panels reduce both 
power and efficiency. It can be maintained by cooling the 
heated solar panel. Figure 10 shows the variation of power 
and efficiency with temperature. The efficiency is found 
below 20% and current power fluctuated between 80 and 
110 W, while maximum power output and efficiency are 
obtained at 42.8 °C which is the minimum temperature in 
the experiment. The range of solar irradiation is 810–850 
W m−2. The power output will increase from 80 to 110W 
with the temperature from 42.8 to 46 °C. The temperature 
fluctuates. The highest temperature was found as 46 °C at 
which the efficiency and power were 13.25% and 91.5%, 
respectively. The highest electrical efficiency was found to 
be 110 kW at the 42.2 °C surface temperature.

Comparisons of the result with previous work

The performance of the solar panel water cooling (July 
2022) is compared with the previous spray water cool-
ing system for photovoltaic panel work (June 2019) [31]. 
The compassion is made by considering the parameter 
of solar panel temperature, solar radiation and the solar 
panel system efficiency in both cooling and non-cooling 
systems. While the time frame for the current project was 
1:00 PM to 3:15 PM at 15-min intervals, the prior pro-
ject's time frame was 11:30 AM to 3:30 PM at 10-min 
intervals. The time and date for the current experiment 
are different from the previous study. In earlier research, 
the temperature range was between 24.2 and 27.8 °C with 
a spray cooling system. However, in the present research, 
the temperature range was between 60.8 and 59 °C with 
a spray cooling system. The narrowing of the tempera-
ture range is brought on by wind speed, water's particular 
heat, DBT and WBT. The results are listed in Table 4. 
In the reference, the panel's maximum power output was 
obtained values of 54W and 72W without and with spray 
cooling, respectively. In reference research work, where 
the highest power production is 22.822W without a cool-
ing panel, employing the steady cooling system results in 
increases in maximum electrical power output of roughly 
33.3%. This maximum power is increased to 107.7 W by 
continuous spray cooling in the present work as given in 
Table 4. The present research with the single point pray 
cooling increased the power output by 80.66%. In the 
case without a cooling system, electrical efficiency was 
found to mean an efficiency of 9.11%. Utilizing the stable 
cooling system, the prior work's electrical efficiency was 
obtained at 12.1%. The present work maximum efficiency 
without cooling was obtained as 3.027%. This efficiency 
improved by cooling to 15.662%. The maximum voltage 
value in the previous research work was recorded at the 
voltage of 13.5 V with the cooling system this is improved 
to 17 V, whereas in current research work 19.23 V in the 
case without a cooling system, this is improved to 22.3 V 
with spray cooling.
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Table 4   Comparison of the 
results with previous studies 
under the same operating 
conditions*

*Average DNI of 985 W m−2 and ambient temperature of 28–31 °C

Performance parameters Reference [31] This study

Without cooling With cooling Without cooling With cooling

Electrical efficiency/% 9.1 12.1 3.02 15.66
Power output/W 54 72 20.82 107.7
Voltage/V 13.5 17 19.23 22.3
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Conclusions

The thermodynamic analysis is performed on the experi-
mental setup of the water spray cooling of photovoltaic 
solar panels. The following main conclusions can be 
obtained from this study:

•	 The highest electrical efficiency and power of the PV 
panel were found as 15.66% and 107.8 W, respectively, 
at the minimum temperature of 42.8 °C at the time of 
3:15 PM.

•	 The maximum temperature of the solar panel is found 
between 40 and 60 °C. Higher temperature prompt low-
ered the efficiency and power output of the solar panel.

•	 The electrical efficiency of the panel was increased by 
0.28%/0.2 °C of temperature drop by the single nozzle 
spray cooling.

•	 The environment, wind speed, dry bulb and wet bulb 
temperatures, panel inclination, water temperatures, 
and distance between nozzle and solar panel influenced 
the efficiency and performance of the solar panels.

•	 By water spray cooling, many types of dust particles 
(an environmental impurity that is laid on the panel 
surface) are cleaned, and consequently, higher solar 
irradiation is achieved. Consequently, thermal perfor-
mance was improved.
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Toeplitz determinants of Logarithmic coefficients for Starlike and

Convex functions

Surya Giri1 and S. Sivaprasad Kumar∗

Abstract

In this study, we deal with the sharp bounds of certain Toeplitz determinants whose entries are the
logarithmic coefficients of analytic univalent functions f such that the quantity zf ′(z)/f(z) takes values
in a specific domain lying in the right half plane. The established results provide the bounds for the
classes of starlike and convex functions, as well as various of their subclasses.

Keywords: Univalent functions; Starlike functions; Convex functions; Logarithmic coefficients; Toeplitz
determinants.
AMS Subject Classification: 30C45, 30C50.

1 Introduction

Let A be the class of analytic functions f defined on the open unit disk D = {z ∈ C : |z| < 1} with the
following Taylor series expansion:

f(z) = z +

∞
∑

n=2

anz
n. (1.1)

The subclass of A consisting of all univalent functions is denoted by S. Associated with each function f ∈ S,
consider

Ff (z) = log
f(z)

z
= 2

∞
∑

n=1

γn(f)zn, z ∈ D, log 1 = 0. (1.2)

The number γn := γn(f), for each n = 1, 2, 3, · · · , is called the logarithmic coefficients of f . Using the
idea of logarithmic coefficients, Kayumov [13] proved the Brennan’s conjecture for the conformal mappings.
Also, logarithmic coefficients play an important role in Milin’s conjecture ([8, p. 155], [18]). Contrary to the
coefficients of f ∈ S, a little exact information is known about the coefficients of log(f(z)/z) when f ∈ S.
The Koebe function leads to the natural conjecture |γn| ≤ 1/n, n ≥ 1 for the class S. However, this is false,
even in order of magnitude (see [8, Section 8.1]). For f ∈ S, the only known bounds are

|γ1| ≤ 1 and |γ2| ≤
1

2
+

1

e2
.

The problem of finding the estimates of |γn| (n ≥ 3) for the class S is still open. In past few years,
various authors examined the bounds of |γn| for functions in the subclasses of S instead of the whole class
(see [5, 1, 6, 23, 24]) and the references cited therein).

In geometric function theory, the classes of convex and starlike functions are the subclasses of S that
have received the most attention. A function f ∈ S is said to be convex if f(D) is convex. Let C denote
the class of convex functions. It is well known that, f ∈ C, if and only if Re((1 + zf ′′(z))/f ′(z)) > 0 for
z ∈ D. A function f ∈ S is said to be starlike if f(D) is starlike with respect to the origin. Let S∗ denote
the class of starlike functions. Analytically, f ∈ S∗, if and only if Re(zf ′(z)/f(z)) > 0 for z ∈ D. Let Ω be
the class of all Schwarz functions and P denote the class of analytic functions p : D → C such that p(0) = 1
and Re p(z) > 0 for all z ∈ D. An analytic function f is said to be subordinate to the analytic function g,
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if there exists a Schwarz function ω such that f(z) = g(ω(z)) for all z ∈ D. It is denoted by f ≺ g. Ma and
Minda [17] unified various subclasses of starlike and convex functions. They defined

S∗(ϕ) =

{

f ∈ S :
zf ′(z)

f(z)
≺ ϕ(z)

}

and

C(ϕ) =

{

f ∈ S : 1 +
zf ′′(z)

f ′(z)
≺ ϕ(z)

}

,

where ϕ(z) is an analytic univalent functions with positive real part in D, ϕ(D) is symmetric with respect
to the real axis starlike with respect to ϕ(0) = 1, and ϕ′(0) > 0. Let, for z ∈ D, ϕ has the series expansion

ϕ(z) = 1 + B1z + B2z
2 + B3z

3 + · · · , B1 > 0.

Since ϕ(D) is symmetric about the real axis and ϕ(0) = 1, therefore all Bi’s are real. Further, ϕ is a
Carathéodory function, it follows that |Bn| ≤ 2, n ∈ N [8, page-41].

If we take ϕ(z) = (1 +Az)/(1 +Bz), −1 ≤ B < A ≤ 1, S∗(ϕ) and C(ϕ) reduce to the classes of Janowski
starlike and convex functions, denoted by S∗[A,B] and C[A,B] respectively (see [11]). For B = −1 and
A = 1 − 2α, (0 ≤ α < 1), the classes S∗(α) = S∗[1 − 2α,−1] and C(α) = C[1 − 2α,−1] are the well known
classes of starlike and convex functions of order α (0 ≤ α < 1) (see [8]).

Toeplitz matrices and Toeplitz determinants arise in the field of pure as well as applied mathematics [25].
They occur in analysis, integral equations, image processing, signal processing, quantum mechanics and
among other areas. For more applications, we refer to the survey article [27]. Toeplitz matrices contain
constant entries along their diagonals. For f(z) = z +

∑

∞

n=2
anz

n ∈ A, the Toeplitz determinant is given by

Tm,n(f) =

∣

∣

∣

∣

∣

∣

∣

∣

∣

an an+1 · · · an+m−1

an+1 an · · · an+m−2

...
...

...
...

an+m−1 an+m−2 · · · an

∣

∣

∣

∣

∣

∣

∣

∣

∣

, (1.3)

where m,n ∈ N. In case of the class S∗ and C, the bound of |T2,n(f)|, |T3,1(f)| and |T3,2(f)| were examined
by Ali et al. [3] in 2017. Motivated by this work, for small values of m and n, various authors studied the
bounds of |Tm,n(f)| for various subclasses of S in past few years [2, 7, 10, 16, 20].

Hankel and Toeplitz matrices are closely related to each other. Hankel matrices contain constant entries
along the reverse diagonals. Ye and Lim [27] showed that any n×n matrix over C generically can be written
as the product of some Toeplitz matrices or Hankel matrices. Recently, Kowalczyk and Lecko [14] introduced
the Hankel determinant whose entries were the logarithmic coefficients of functions in A. They studied the
sharp estimates of second order Hankel determinant of logarithmic coefficients for functions belonging to
S∗ and C, which is further generalized for the classes S∗(α) and C(α) by the same authors in [15]. Also,
Mundalia and Kumar [19] studied the same problem for the certain subclasses of close-to-convex functions.

Motivated by these works and considering the significance of Toeplitz determinant and logarithmic coef-
ficients, we define

Tm,n(γf ) =

∣

∣

∣

∣

∣

∣

∣

∣

∣

γn γn+1 · · · γn+m−1

γn+1 γn · · · γn+m−2

...
...

...
...

γn+m−1 γn+m−2 · · · γn

∣

∣

∣

∣

∣

∣

∣

∣

∣

. (1.4)

Consequently, we obtain
T2,1(γf ) = γ2

1 − γ2
2 and T2,2(γf ) = γ2

2 − γ2
3 .

A comparison of same powers of z in (1.2) yields that

γ1 =
a2
2
, γ2 =

1

4
(2a3 − a22) and γ3 =

1

2

(

a4 − a2a3 +
1

3
a32

)

. (1.5)
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In this paper, we derive the sharp estimates of |T2,1(γf )|, |T2,2(γf )| and |T3,2(f)| for the classes S∗(ϕ) and
C(ϕ). The established bounds lead to a number of new and already known results for different subclasses of
starlike and convex functions when ϕ is appropriately chosen.

The following lemmas are required to prove the main results.

Lemma 1.1. [21] If ω(z) =
∑

∞

n=1
cnz

n ∈ Ω and (µ, ν) ∈ ∪3
i=1Di, then

|c3 + µc1c2 + νc31| ≤ |ν|,

where

D1 =

{

(µ, ν) : |µ| ≤ 2, ν ≥ 1

}

, D2 =

{

(µ, ν) : 2 ≤ |µ| ≤ 4, ν ≥
1

12
(µ2 + 8)

}

,

and

D3 =

{

(µ, ν) : |µ| ≥ 4, ν ≥
2

3
(|µ| − 1)

}

.

Lemma 1.2. [9, Theorem 1] Let p(z) = 1 +
∑

∞

n=1
pnz

n ∈ P and µ ∈ C. Then

|pn − µpkpn−k| ≤ 2 max{1, |2µ− 1|}, 1 ≤ k ≤ n− 1.

The inequality is sharp for the function p(z) = (1 + z)/(1 − z) or its rotation when |2µ− 1| ≥ 1. In case of
|2µ− 1| < 1, the inequality is sharp for p(z) = (1 + zn)/(1 − zn) or its rotations.

2 Main results

We begin with the bounds of |T2,1(γf )| and |T2,2(γf )| for the classes S∗(ϕ) and C(ϕ).

Theorem 2.1. Let ϕ(z) = 1 + B1z + B2z
2 + B3z

3 + · · · and f ∈ S∗(ϕ). If |B2| ≥ B1, then

|γ2
1 − γ2

2 | ≤
B2

1

4
+

B2
2

16
.

The estimate is sharp.

Proof. Let f ∈ S∗(ϕ) be of the form (1.1). Then there exists a Schwarz function, say ω(z) =
∑

∞

n=1
cnz

n

such that
zf ′(z)

f(z)
= ϕ(ω(z)), z ∈ D. (2.1)

From the Taylor series expansions of f and ϕ, we obtain

zf ′(z)

f(z)
= 1 + a2z + (−a22 + 2a3)z

2 + (a32 − 3a2a3 + 3a4)z
3 + · · · (2.2)

and
ϕ(ω(z)) = 1 + B1c1z + (B2c

2
1 + B1c2)z2 + (B3c

3
1 + 2B2c1c2 + B1c3)z3 + · · · . (2.3)

By comparing the same powers in (2.1) using (2.2) and (2.3), coefficients a2, a3 and a4 can be expressed as

a2 = B1c1, a3 =
1

2
(B2

1c
2
1 + B2c

2
1 + B1c2) (2.4)

and

a4 =
1

48
((8B3

1 + 24B1B2 + 16B3)c
3
1 + (24B2

1 + 32B2)c1c2 + 16B1c3). (2.5)

Further, applying |cn| ≤ 1, we get
|a2| ≤ B1. (2.6)
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Ali et al. [4, Theorem 1] established the bound of Fekete-Szegö functional for p−valent functions, which for
p = 1 gives

|a3 − λa22| ≤







































1

2
(B2

1 + B2 − 2λB2
1), if 2λB2

1 ≤ B2
1 + B2 −B1;

1

2
B1, if B2

1 + B2 −B1 ≤ 2λB2
1 ≤ B2

1 + B2 + B1;

1

2
(−B2

1 −B2 + 2λB2
1), if 2λB2

1 ≥ B2
1 + B2 + B1.

Since |B2| ≥ B1, hence the above inequality directly yields

|a3 −
1

2
a22| ≤

|B2|

2
. (2.7)

From (1.5), we obtain

|γ2
1 − γ2

2 | =

∣

∣

∣

∣

1

4

(

a22 −

(

a3 −
a22
2

)2
)

∣

∣

∣

∣

≤
1

4

(

|a2|
2 +

∣

∣

∣

∣

a3 −
a22
2

∣

∣

∣

∣

2)

. (2.8)

The required bound follows from (2.8) by using the bounds of |a2| and |a3 − (a22)/2| from (2.6) and (2.7)
respectively.

To show the sharpness of the bound, consider the analytic function kϕ : D → C given by

kϕ(z) = z exp

∫ z

0

ϕ(it) − 1

t
dt = z + iB1z

2 −
1

2
(B2

1 + B2)z3 + · · · . (2.9)

Clearly, kϕ ∈ S∗(ϕ) and for this function, a simple computation gives

|γ2
1 − γ2

2 | =
4B2

1 + B2
2

16
,

which shows that the bound is sharp.

Theorem 2.2. Let ϕ(z) = 1 + B1z + B2z
2 + B3z

3 + · · · and f ∈ C(ϕ). If |B2 + 1

4
B2

1 | ≥ B1, then

|γ2
1 − γ2

2 | ≤
B2

1

16
+

1

144

(

B2 +
B2

1

4

)2

. (2.10)

The estimate is sharp.

Proof. Suppose f ∈ C(ϕ) be of the form (1.1). Then there exists a Schwarz function ω(z) =
∑

∞

n=1
cnz

n

such that

1 +
zf ′′(z)

f ′(z)
= ϕ(ω(z)), z ∈ D.

After comparing the coefficients of identical powers of z with the Taylor series expansion of f , ϕ and ω in
the above equation, the coefficients a2 and a3 can be expressed as

a2 =
B1c1

2
, a3 =

1

6
(B2

1c
2
1 + B2c

2
1 + B1c2) (2.11)

and

a4 =
1

12
((4B3

1 + 3B1B2 + B3)c31 + (3B2
1 + 2B2)c1c2 + B1c3). (2.12)

Applying the bound |cn| ≤ 1, we obtain

|a2| ≤
B1

2
. (2.13)
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For f ∈ C(ϕ), Ma and Minda [17, Theorem 3] established the following bound

|a3 − λa22| ≤







































1

6
(B2 −

3

2
λB2

1 + B2
1), if 3λB2

1 ≤ 2(B2
1 + B2 −B1);

1

6
B1, if 2(B2

1 + B2 −B1) ≤ 3λB2
1 ≤ 2(B2

1 + B2 + B1);

1

6
(−B2 + 3

2
λB2

1 −B2
1), if 2(B2

1 + B2 + B1) ≤ 3λB2
1 .

Since |B2 + 1

4
B2

1 | ≥ B1 holds, the above inequality directly gives

|a3 −
1

2
a22| ≤

1

6
|B2 +

1

4
B2

1 |. (2.14)

Using the bounds of |a2| and |a3 − (a22)/2| for f ∈ C(ϕ) given in (2.13) and (2.14), respectively, we obtain

|γ2
1 − γ2

2 | ≤
1

4

(

|a2|
2 +

∣

∣

∣

∣

a3 −
a22
2

∣

∣

∣

∣

2)

≤
B2

1

16
+

1

144

(

B2 +
B2

1

4

)2

.

The equality case in (2.10) holds for the function hϕ given by

1 +
zh′′

ϕ(z)

h′

ϕ(z)
= ϕ(iz). (2.15)

Clearly, hϕ ∈ C(ϕ) and for this function, we have

γ1 =
iB1

4
and γ2 = −

1

12
(B2 +

B2
1

4
),

which shows that the bound in (2.10) is sharp.

Theorem 2.3. Let ϕ(z) = 1 +B1z +B2z
2 +B3z

3 + · · · and f ∈ S∗(ϕ). If |B2| ≥ B1 and (µ1, ν1) ∈ ∪3
i=1Di

hold, then

|γ2
2 − γ2

3 | ≤
1

144
(9B2

2 + 4B2
3),

where µ1 = 2B2/B1 and ν1 = B3/B1. The bound is sharp.

Proof. Suppose f ∈ S∗(ϕ) be of the form (1.1). Then from (1.5), we have

|γ2
2 − γ2

3 | =
1

4

∣

∣

∣

∣

(

a3 −
a22
2

)2

−

(

a32
3

− a2a3 + a4

)2∣
∣

∣

∣

≤
1

4

(∣

∣

∣

∣

a3 −
a22
2

∣

∣

∣

∣

2

+

∣

∣

∣

∣

a32
3

− a2a3 + a4

∣

∣

∣

∣

2)

.

(2.16)

From (2.4) and (2.5) for f ∈ S∗(ϕ), using the values of a2, a3 and a4 ,we obtain
∣

∣

∣

∣

a32
3

− a2a3 + a4

∣

∣

∣

∣

=
B1

3
|c3 + µ1c1c2 + ν1c

3
1|,

where µ1 = 2B2/B1 and ν1 = B3/B1. Since |B2| ≥ B1 holds, therefore (µ1, ν1) is a member of either D1,
D2 or D3. Thus, from Lemma 1.1, we get

∣

∣

∣

∣

a32
3

− a2a3 + a4

∣

∣

∣

∣

≤
|B3|

3
. (2.17)

Using the bounds from (2.7) and (2.17) in the inequality (2.16), the required bound is obtained.

The sharpness of the bound can be seen by the function kϕ given by (2.9). As for this function, we have
γ2 = −B2/4, γ3 = −iB3/6 and

γ2
2 − γ2

3 =
1

144
(9B2

2 + 4B2
3),

which proves the sharpness.
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Theorem 2.4. Let ϕ(z) = 1 + B1z + B2z
2 + B3z

3 + · · · and f ∈ C(ϕ). If |B2 + 1

4
B2

1 | ≥ B1 and (µ2, ν2) ∈
∪3
i=1Di holds, then

|γ2
2 − γ2

3 | ≤
B4

1 + 8B2
1B2 + 16B2

2 + B2
1B

2
2 + 4B1B2B3 + 4B2

3

2304
,

where µ2 = (B2
1 + 4B2)/(2B1) and ν2 = (B1B2 + 2B3)/(2B1). The bound is sharp.

Proof. In view of the equations (2.11) and (2.12) for f(z) = z +
∑

∞

n=2
anz

n ∈ C(ϕ), we have

∣

∣

∣

∣

a32
3

− a2a3 + a4

∣

∣

∣

∣

=
B1

12

∣

∣

∣

∣

c3 + µ2c1c2 + ν2c
3
1

∣

∣

∣

∣

.

As by the hypothesis |B2 + 1

4
B2

1 | ≥ B1 holds, therefore (µ2, ν2) belongs to either D1, D2 or D3. Hence, from
Lemma 1.1, we obtain

∣

∣

∣

∣

a32
3

− a2a3 + a4

∣

∣

∣

∣

≤
|B1B2 + 2B3|

24
. (2.18)

Applying the bound from (2.14) and (2.18) in the inequality (2.16), we get

|γ2
2 − γ2

3 | ≤
B4

1 + 8B2
1B2 + 16B2

2 + B2
1B

2
2 + 4B1B2B3 + 4B2

3

2304
.

It is a simple exercise to check that the equality case holds for the function hϕ ∈ C(ϕ) given by (2.15).

2.1 Some Special Cases

Since the classes S∗(ϕ) and C(ϕ) generalize various subclasses of starlike and convex functions, therefore, for
the appropriate choice of ϕ, whenever the Taylor series coefficients of ϕ satisfy the conditions in Theorem 2.1-
2.4, we obtain the sharp bounds of |T2,1(γf )| and |T2,2(γf )| for the corresponding class.

In case of ϕ(z) = (1 + Az)/(1 + Bz) (−1 ≤ B < A ≤ 1), we have S∗[A,B] = S∗((1 + Az)/(1 + Bz))
and C[A,B] = C((1 + Az)/(1 + Bz)). The series expansion of (1 + Az)/(1 + Bz) shows that B1 = (A− B),
B2 = B2 −AB and B3 = AB2 −B3. Thus, Theorem 2.1-2.4 lead us to the following:

Corollary 2.5. Let f ∈ S∗[A,B] be of the form (1.1), where −1 ≤ B < A ≤ 1.

(i) If |B2 −AB| ≥ A− B, then

|γ2
1 − γ2

2 | ≤
(A−B)2(4 + B2)

16
.

(ii) If |B2 −AB| ≥ A− B, and (µ1, ν1) ∈ ∪3
i=1Di, then

|γ2
2 − γ2

3 | ≤
(A−B)2B2(4B2 + 9)

144
,

where µ1 = −2B and ν1 = B2.

Corollary 2.6. Let f ∈ C[A,B] be of the form (1.1), where −1 ≤ B < A ≤ 1.

(i) If |A2 − 6AB + 5B2| ≥ 4(A−B), then

|γ2
1 − γ2

2 | ≤
(A−B)2(A2 + 25B2 − 10AB + 144)

2304
.

(ii) If |A2 − 6AB + 5B2| ≥ 4(A−B) and (µ2, ν2) ∈ ∪3
i=1Di, then

|γ2
2 − γ2

3 | ≤
(A−B)2(A2(B2 + 1) + B2(9B2 + 25) − 2AB(3B2 + 5))

2304
,

where µ2 = (A− 5B)/2 and ν2 = (B(3B −A))/2.
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By taking A = 1 − 2α, 0 ≤ α < 1 and B = −1, the following results follow from Corollary 2.5 and
Corollary 2.6.

Corollary 2.7. If f ∈ S∗(α), 0 ≤ α < 1, then

|γ2
1 − γ2

2 | ≤
5

16
(2 − 2α)2 and |γ2

2 − γ2
3 | ≤

13

144
(2 − 2α)2.

Corollary 2.8. If f ∈ C(α), 0 ≤ α < 1, then

|γ2
1 − γ2

2 | ≤
(α− 1)2(α2 − 6α + 45)

144
and |γ2

2 − γ2
3 | ≤

(α− 1)2(2α2 − 10α + 13)

144
.

In particular, for α = 0, Corollary 2.7 and Corollary 2.8 give the bounds for the classes S∗ and C
respectively.

Corollary 2.9. If f ∈ S∗, then

|γ2
1 − γ2

2 | ≤
5

4
and |γ2

2 − γ2
3 | ≤

13

36
.

Corollary 2.10. If f ∈ C, then

|γ2
1 − γ2

2 | ≤
5

16
and |γ2

2 − γ2
3 | ≤

13

144
.

3 Bounds of | detT3,2(f)|

Ali et al. [4, Theorem 1] derived the sharp estimates of Fekete-Szegö functional for p−valent functions
belonging to S∗(ϕ), which for p = 1 immediately gives the following estimates of |a4|.

Lemma 3.1. [4, Theorem 1] Let ϕ(z) = 1 + B1z + B2z
2 + B3z

3 + · · · , and

q1 =
3B2

1 + 4B2

2B1

, q2 =
B3

1 + 3B1B2 + 2B3

2B1

.

If f ∈ S∗(ϕ) is of the form (1.1) such that (q1, q2) ∈ ∪3
i=1Di, then

|a4| ≤
B3

1 + 3B1B2 + 2B3

6
.

The bound is sharp.

Theorem 3.1. Let ϕ(z) = 1 + B1z + B2z
2 + B3z

3 + · · · such that

6B2
1 ≤ B1(3B2

1 + 2B2) ≤ B2
1 + 2B4

1 + 3B2
1B2 + 3B2

2 − 2B1B3,

and

q1 =
3B2

1 + 4B2

2B1

, q2 =
B3

1 + 3B1B2 + 2B3

2B1

.

If f ∈ S∗(ϕ) and (q1, q2) ∈ ∪3
i=1Di, then

|T3,2(f)| ≤

(

B1 +
B3

1 + 3B1B2 + 2B3

6

)(

B2
1 +

B4
1

3
+

B2
1B2

2
+

B2
2

2
−

B1B3

3

)

.

The bound is sharp.
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Proof. Let f ∈ S∗(ϕ) be of the form (1.1). Then from (2.1), we have

zf ′(z) = f(z)ϕ(ω(z)), z ∈ D.

Corresponding to the Schwarz function ω, there exists p(z) = 1 +
∑

∞

n=1
pnz

n ∈ P such that w(z) =
(p(z)− 1)/(p(z) + 1). The comparison of identical powers of z using the power series expansions of f , ϕ and
p yield

a2 =
B1p1

2
, a3 =

1

8
(B2

1 −B1 + B2)p21 + 2B1p2)

and

a4 =
1

48

(

(B3
1 − 3B2

1 + 2B1 − 4B2 + 3B1B2 + 2B3)p
3
1 + (6B2

1 − 8B1 + 8B2)p1p2 + 8B1p3

)

.

Using these values of a2, a3 and a4 in terms of p1, p2 and p3, it follows that

|a22 − 2a23 + a2a4| =

∣

∣

∣

∣

B2
1p

2
1

4
−

(B2
1 − 3B3

1 + 2B4
1 − 2B1B2 + 3B2

1B2 + 3B2
2 − 2B1B3)p41

96

−
B1(3B2

1 − 2B1 + 2B2)p21p2
48

−
B2

1

8
p22 +

B2
1

12
p1p3

∣

∣

∣

∣

.

Keeping in mind that B2
1 + 2B4

1 + 3B2
1B2 + 3B2

2 − 2B1B3 −B1(3B2
1 + 2B2) ≥ 0 and by applying the bound

|pn| ≤ 2, n ∈ N (see [8, Page- 41]), we get

|a22 − 2a23 + a2a4| ≤
3B2

1

2
+

(B2
1 − 3B3

1 + 2B4
1 − 2B1B2 + 3B2

1B2 + 3B2
2 − 2B1B3)

6

+
B2

1

6

∣

∣

∣

∣

p3 −

(

3B2
1 − 2B1 + 2B2

4B1

)

p1p2

∣

∣

∣

∣

.

Since 3B2
1 + 6B2 ≥ 6B1, therefore from Lemma 1.2, we obtain

|a22 − 2a23 + a2a4| ≤ B2
1 +

B4
1

3
+

B2
1B2

2
+

B2
2

2
−

B1B3

3
. (3.1)

Further, we have |a2 − a4| ≤ |a2| + |a4|. Using the bounds of |a2| and |a4| from (2.6) and Lemma 3.1
respectively, we get

|a2 − a4| ≤ B1 +
B3

1 + 3B1B2 + 2B3

6
.

From (1.3), a simple computation reveals that

|T3,2(f)| = |(a2 − a4)(a22 − 2a23 + a2a4)|. (3.2)

The required estimated is determined by putting the bounds given in (3.1) and (3.2) in the above equation.

The function kϕ defined by (2.9) plays the role of extremal functions. As for this function, we have

a2 = iB1, a3 = −
1

2
(B2

1 + B2), a4 = −
i

6
(B3

1 + 3B1B2 + 2B3)

and

|T3,2(kφ)| =

(

B1 +
B3

1 + 3B1B2 + 2B3

6

)(

B2
1 +

B4
1

3
+

B2
1B2

2
+

B2
2

2
−

B1B3

3

)

proving the sharpness.
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Theorem 3.2. Let ϕ(z) = 1 + B1z + B2z
2 + B3z

3 + · · · such that

16B2
1 − 4B1B2 ≤ 7B3

1 ≤ 5B4
1 + 2B2

1 − 4B1B2 + 7B2
1B2 + 8B2

2 − 6B1B3, (3.3)

and

q1 =
3B2

1 + 4B2

2B1

, q2 =
B3

1 + 3B1B2 + 2B3

2B1

.

If f ∈ C(ϕ) and (q1, q2) ∈ ∪3
i=1Di, then

|T3,2(f)| ≤
1

144

(

B1

2
+

B3
1 + 3B1B2 + 2B3

24

)

(5B4
1 + 36B2

1 + 7B2
1B2 + 8B2

2 − 6B1B3).

The bound is sharp.

Proof. Suppose f ∈ C(ϕ) be of the form (1.1), then we have

f ′(z) + zf ′′(z) = f ′(z)ϕ(ω(z)).

Corresponding to the Schwarz function ω(z) =
∑

∞

n=1
cnz

n, there exists p(z) = 1+
∑

∞

n=1
pnz

n ∈ P such that
w(z) = (p(z) − 1)/(p(z) + 1). The comparison of same powers of z in the above equation after the series
expansions yield that

a2 =
B1p1

4
, a3 =

1

24
((B2

1 −B1 + B2)p21 + 2B1p2)

and

a4 =
1

192

(

(B3
1 − 3B2

1 + 2B1 − 4B2 + 3B1B2 + 2B3)p31 + (6B2
1 + 8B2 − 8B1)p1p2 + 8B1p3

)

. (3.4)

Using these expressions for a2, a3 and a4 in terms of the coefficients p1, p2 and p3, a simple computation
gives

|a22 − 2a23 + a2a4| =

∣

∣

∣

∣

1

2304

(

(2B2
1 − 7B3

1 + 5B4
1 − 4B1B2 + 7B2

1B2 + 8B2
2 − 6B1B3)p41

+ 32B2
1p

2
2 − 144B2

1p
2
1 − 24B2

1p1

(

p3 −
(14B3

1 − 8B2
1 + 8B1B2)

24B2
1

p1p2

))∣

∣

∣

∣

.

In view of the hypothesis 2B2
1 + 5B4

1 − 4B1B2 + 7B2
1B2 + 8B2

2 − 6B1B3 ≥ 7B3
1 and by applying the bound

|pn| ≤ 2 (n ∈ N), we get

|a22 − 2a23 + a2a4| ≤
1

2304

(

16(2B2
1 − 7B3

1 + 5B4
1 − 4B1B2 + 7B2

1B2 + 8B2
2 − 6B1B3)

+ 128B2
1 + 576B2

1 + 48B2
1

(∣

∣

∣

∣

p3 −
(14B3

1 − 8B2
1 + 8B1B2)

24B2
1

p1p2

∣

∣

∣

∣

))

.

Since 7B2
1 + 4B2 ≥ 16B1 holds, therefore from Lemma 3.1, it follows that

|a22 − 2a23 + a2a4| ≤
1

144
(36B2

1 + 5B4
1 + 7B2

1B2 + 8B2
2 − 6B1B3). (3.5)

Now, we only need to maximize |a2 − a4| for f ∈ C(ϕ). By the one to one correspondence between the class
P and the class of Schwarz functions, the coefficients a4 in (3.4) can be expressed as

a4 =
1

12
B1(c3 + q1c1c2 + q2c

3
1),

where q1 = (3B2
1 +4B2)/(2B1) and q2 = (B3

1 +3B1B2+2B3)/(2B1). As by the hypothesis (q1, q2) ∈ ∪3
i=1Di,

from Lemma 1.1, we obtain

|a4| ≤
B3

1 + 3B1B2 + 2B3

24
. (3.6)
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Employing the bounds of |a2| and |a4| from (2.13) and (3.6) respectively, we get

|a2 − a4| ≤ |a2| + |a4| ≤
B1

2
+

B3
1 + 3B1B2 + 2B3

24
. (3.7)

Thus, applying the bounds of |a22 − 2a23 + a2a4| and |a2 − a4| from (3.5) and (3.7) respectively in (3.2), we
get the desired result.

The result is sharp for the function hϕ defined in (2.15). As for this function, we have a2 = iB1/2,
a3 = −(B2

1 + B2)/6, a4 = −i(B3
1 + 3B1B2 + 2B3)/24 and

|T3,2(f)| =
1

144

(

B1

2
+

B3
1 + 3B1B2 + 2B3

24

)

(5B4
1 + 36B2

1 + 7B2
1B2 + 8B2

2 − 6B1B3)

proving the sharpness of the bound.

3.1 Special Cases

For the classes S∗[A,B] and C[A,B], we have ϕ(z) = (1 + Az)/(1 + Bz) and the series expansion gives
B1 = A−B, B2 = B2 −AB and B3 = AB2 −B3. Hence, we deduce the following results immediately from
Theorem 3.1 and Theorem 3.2.

Corollary 3.3. For −1 ≤ B < A ≤ 1, let

6(A−B)2 ≤ (3A− 5B)(A−B)2 ≤ (A−B)2(2A2 − 7AB + 6B2 + 1),

and

q1 =
3A− 7B

2
, q2 =

A2 − 5AB + 6B2

2
.

If f ∈ S∗[A,B] and (q1, q2) ∈ ∪3
i=1Di, then

|T3,2(f)| ≤
1

36
(A−B)2(2A2 − 7AB + 6B2 + 6)(A3 + 6A− 6B − 6A2B + 11AB2 − 6B3).

The estimates is sharp.

Corollary 3.4. For −1 ≤ B < A ≤ 1, let

4(A−B)2(4 + B) ≤ 7(A−B)3 ≤ (A−B)2(2 + 5A2 + 4B − 17AB + 14B2)

and

q1 =
3A− 7B

2
, q2 =

A2 − 5AB + 6B2

2
.

If f ∈ C[A,B] and (q1, q2) ∈ ∪3
i=1Di, then

|T3,2(f)| ≤
1

3456
(A−B)2(5A2 − 17AB + 14B2 + 36)(A3 + 12A− 12B − 6A2B + 11AB2 − 6B3).

The estimates is sharp.

When A = 1 − 2α and B = −1, the conditions in Corollary 3.3 and 3.4 are true and (q1, q2) ∈ D3 for
α ∈ [0, 1/7]. Thus, we obtain the following bounds for the classes S∗(α) and C(α).

Corollary 3.5. If f ∈ S∗(α), then

|T3,2(f)| ≤
4

9
(1 − α)3(16α4 − 100α3 + 268α2 − 345α + 189)

for α ∈ [0, 1/7]. The bound is sharp.
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Corollary 3.6. If f ∈ C(α), then

|T3,2(f)| ≤
1

108
(1 − α)3(20α4 − 124α3 + 381α2 − 576α + 432)

for α ∈ [0, 1/7]. The bound is sharp.

Remark 3.1. In particular, when α = 0, the following bounds for the classes S∗ and C follow as special case
proved in [3].

(i) If f ∈ S∗, then |T3,2(f)| ≤ 84 [3, Theorem 2.3].

(ii) If f ∈ C, then |T3,2(f)| ≤ 4 [3, Theorem 2.11].

In case of ϕ(z) = ((1 + z)/(1− z))β, 0 < β ≤ 1, the classes S∗(ϕ) and C(ϕ) reduce to the class of strongly
starlike functions of order β and the class of strongly convex functions of order β, denoted by SS∗(β) and
CC(β) respectively (see [8]).

Corollary 3.7. If f ∈ SS∗(β), then

|T3,2(f)| ≤
4

81
β3(160 + 742β2 + 799β4)

for β ∈ [3/4, 1]. The bound is sharp.

Corollary 3.8. If f ∈ CC(β), then

|T3,2(f)| ≤
1

324
β3(323 + 650β2 + 323β4)

for β ∈ [8/9, 1]. The bound is sharp.

For −1/2 < λ ≤ 1 and f ∈ A such that f is a locally univalent functions, Robertson [22] considered the
class

F(λ) =

{

f ∈ A : Re

(

1 +
zf ′′(z)

f ′(z)

)

>
1

2
− λ

}

.

Clearly, when 1/2 ≤ λ ≤ 1, functions in F(λ) are close-to-convex [12]. For −1/2 < λ ≤ 1/2, the functions in
F(λ) are convex. Vasudevarao et al. [26] derived the sharp bound of |T3,2(f)| for f ∈ F(λ) when 1/2 ≤ λ ≤ 1,
that is the class of Ozaki close-to-convex functions. Consider

ϕλ(z) =
1 + 2λz

1 − z
, z ∈ D.

The function ϕλ maps the unit disk onto the right half plane for −1/2 < λ ≤ 1/2 such that Reϕλ > (1/2−λ).
Clearly, C(ϕλ) ⊂ F(λ) for λ ∈ (−1/2, 1] and C(ϕλ) = F(λ) when λ ∈ (−1/2, 1/2]. The Taylor’s series
expansion of ϕλ gives B1 = B2 = B3 = (1 + 2λ), which satisfy the condition (3.3) for λ ∈ [5/14, 1/2]. Thus,
from Theorem 3.2, we obtain the following sharp bound of |T3,2(f)| for the class F(λ) when 5/14 ≤ λ ≤ 1/2.

Corollary 3.9. If f ∈ F(λ), 5/14 ≤ λ ≤ 1/2, then

|T3,2(f)| ≤
1

864
(1 + 2α)3(9 + 5α + 2α2)(25 + 17α + 10α2).

Remark 3.2. Vasudevarao et al. [26, Theorem 4.3] proved the same bound as given in Corollary 3.9 for
1/2 ≤ λ ≤ 1. Thus, Corollary 3.9 shows that the result is also true for 5/14 ≤ λ ≤ 1/2.
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Abstract. Plasmonics is widely used for converting electromagnetic radiation into energy and confining
electromagnetic radiation below the diffraction limit. However, the ultra narrowband and high electromag-
netic field cannot be obtained simultaneously because of resistive loss and radiation damping in the metals.
In this article, a metallic ultra-narrow band perfect absorber has been proposed consisting of an array of
four squares on a silver layer. The structure shows more than 99% absorption and full width at half max-
ima less than 2 nm at resonance wavelength. The absorption mechanism has been revealed by calculating
electric and magnetic field profiles. The dependence of the structure on the geometrical parameters has
been studied and the structure has thus been optimized at 692 nm i.e. in the visible range of frequency.
The proposed structure is then investigated for sensing application. The structure shows high sensitivity
of 680 nm/RIU in the visible range of wavelength and a high figure of merit of 348.72.

1 Introduction

Plasmonic materials have attracted much attention in
previous years for varying applications in biosensors
[1], optical filters [2], and photodetectors [3]. Collective
oscillation of free electrons on the surface of metal due
to an external electric field is known as localized sur-
face plasmons [4]. The charges/plasmons accumulated
at the opposite ends of the nanopatiocle. If gap is cre-
ated between the two nanoparticles, than it is evident
that the order of magnitude of surface plasmons is more
in the gap region rather than in the vicinity of elongated
nanoparticles [5]. By choosing shape and size, ampli-
tude and bandwidth of resonance wavelength can be
controlled. This resonance wavelength also varies with
the refractive index of the surrounding environment.
This property can be utilised in the sensing application
[6]. Plasmonic metamaterials due to localised surface
plasmon convert far-field radiation into localised energy
or vice-versa. Hence, they can be used in the design
of optical antennas [7]. High field enhancement can be
obtained in the gap region of plasmonic nanoantennas
[8].

a e-mail: ritikaranga821@gmil.com
b e-mail: dryogitakalra@gmail.com (corresponding

author)
c e-mail: kishorkamal1@rediffmail.com
d e-mail: nishant.shankhwar@gmail.com

On account of being made of metals, plasmonic
nanoantennas exhibit substantial ohmic loss, which
facilitates their utilisation for absorption of light [9].
By choosing a suitable design and optimising geometri-
cal parameters one can obtain absolute absorption in a
range of frequencies, which can be very useful in device
applications [10].

Absorbers can be categorized into broadband and
narrowband on the basis of bandwidth. Broadband
absorbers can be used in solar panels utilized in solar
energy harvesting [11, 12]. Narrowband absorbers can
be used in sensing [13–15], thermal radiation tailoring
[16], absorption filters [17] etc. The first absorber was
proposed and demonstrated experimentally by Lardy
et al. in 2008 for sensing application in the infrared
region [18]. In this design like most of the previous
designs, triple layers of metal-dielectric-metal (MDM)
have been chosen where a dielectric spacer enables
strong plasmonic coupling between the top resonator
and bottom metal film [19–21]. The above-mentioned
absorbers can be considered as resonators coupled to a
transmission line with a dielectric spacer region, whose
thickness influences the radiative damping rates and
resonance frequency. However, due to strong radiative
damping and inherent metal loss, the bandwidth of the
absorbers is relatively broad (> 40 nm). Sensitivity and
Figure of Merit (FOM) are the two important parame-
ter to specify the performance of sensors. Sensitivity is
measure of change in the output quantity with respect
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to change in the input quantity. The term ”bulk sensi-
tivity” refers to the shift in the resonance wavelength
with respect to the surrounding refractive index that is
used to calculate the sensitivity of the presented plas-
monic sensors [22–24]. Higher FOM indicates a high
ability to sense changes in the environment. It is defined
by the ratio of the sensitivity to the bandwidth at half
maxima of the peak. Therefore, attempts have been
made to reduce the absorption bandwidth in order to
increase the corresponding figure of merit (FOM). In
2016, Z. Yong et al. proposed a narrow band absorber
for sensing application of FWHM 7.5 nm in the near
IR region with FOM 110/RIU [25]. Many absorbers
from UV to near IR have been demonstrated till now
[20, 26–28]. However, narrowband absorbers in visible
range have not been studied much. Most of them show
resonance in a broad range of wavelengths and have a
very low FOM [10, 15, 29]. Much work has been done
by researchers practically and experimentally to obtain
high FOM in the visible range. In 2014, Emiko and
Tetsu experimentally studied localised surface plasmon
resonance sensors based on spectral dips [30]. G. Liu
et al. in 2016 proposed theoretically a network type
plasmonic nanostructure with multiple reflection bands
reaching full width at half maximum of 3 nm and FOM
of 68.57/RIU [31]. In 2017, Wu et al. proposed grating
absorbers with nanoribbons in between metal dielectric
metal (MDM) having sensing applications in the visible
range and FOM equal to 233.5/RIU [32]. In 2020, a nar-
row band perfect absorber of Al2O3 based on dielectric-
dielectric-metal configuration was proposed by M. Pan
et al. having a sensitivity of 108 nm/RIU reaching FOM
up to 240.7/RIU [33].

In this article, all metallic plasmonic narrowband
absorber has been designed. The design confines and
enhances electric as well as magnetic field at a single
hot spot and shows a narrow absorption peak of full
width at half maximum (FWHM) less than 2 nm in
the visible wavelength. The design shows the sensitiv-
ity of 680 nm/RIU and FOM of 348.72/RIU, which
is higher than the earlier reported results in the visi-
ble wavelength [25, 30–33]. Further, the performance of
the absorber has been investigated by varying geomet-
rical parameters and the design is optimised for max-
imum absorption and high FOM. The mechanism of
absorption has been revealed by observing electric and
magnetic field profiles. The proposed design holds great
potential for sensing and near-field optics.

2 Design and modelling

The geometry comprises of four cuboids of silver, facing
each other at tips, placed over a silver layer of thickness
(t) of 100 nm. The whole structure is placed on a glass
substrate and surrounded by air on top. The design
and geometrical parameters are demonstrated in Fig. 1.
Length and width of cuboids have been taken as ‘a’ and
height has been taken as ‘h’. The gap ‘g’ between the
tips of the opposite cuboid has been taken as 30 nm.

Fig. 1 a Schematic of the proposed metallic absorber,
b unit cell with geometrical parameters

The set of four cuboids has been arranged in the form
of an array of periodicity ‘p’.

Silver has been chosen as the material because of its
high reflectivity. The thickness of the silver layer has
been chosen such that no light is transmitted through
this layer and the maximum absorption takes place at
resonance wavelength. The value of relative permittiv-
ity for silver has been taken from literature [34].

The transverse magnetic (TM) light, polarised along
x-direction is allowed to fall on the surface of the struc-
ture from the top. The distance between light source
and the structure is taken more than half of resonant
wavelength. The simulation is performed on single unit
enclosed in a cuboid having dimensions of periodicity,
p along x and y axis. The periodic boundary condi-
tions have been applied along x and y plane on the
boundary of cuboid enclosing unit cell to represent as
infinite array in x–y plane. The refractive index of glass
substrate is taken to be 1.5. The maximum mesh size
is taken as 10 nm. The reflection coefficient has been
calculated using the finite element method via COM-
SOL Multiphysics. The absorption coefficient has been
obtained by using relationship A = 1 − R.
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Fig. 2 Refraction and absorption coefficient for a =
140 nm, h = 30 nm and p = 650 nm showing resonance
at 692 nm and FWHM = 1.95 nm

The resonance wavelength of plasmonic structures
depends upon shape, size, geometry, constituting mate-
rial as well as the surrounding medium. This property
of changing resonance wavelength with refractive index
can be used in sensing applications. The sensors are
characterised by their sensitivity and FOM. Sensitiv-
ity, S for refractive index sensor is defined by the ratio
of the spectral shift with the change of refractive index
of the surrounding medium and FOM is the ratio of
sensitivity to the FWHM [22–24].

S =
Δλ

Δn
FOM =

S
FWHM

3 Results and discussion

Absorption and reflection spectra for the structure has
been shown in Fig. 2. As the thickness of the silver film
is greater than the skin depth, the absorption is reduced
to A = 1-R. The absorption spectrum shows an absorp-
tion peak at 692 nm of which the full width at half
maxima is 1.95 nm, which is much narrower than the
previously reported design in the visible range [10, 15,
29–31]. A maximum of 99.45% absorption is obtained
at the resonance wavelength. Further, the quality factor
Q given by the ratio of the resonance wavelength to the
FWHM of resonance peak (λres/Δλ) which comes out
to be 354.87 is much higher than previously reported
designs [25, 30–33].

3.1 Effect of length of the nanoantenna

3.1.1 Effect of height, ‘h’

The study of dependence of the size of cuboidal pil-
lars on the absorption peak has been studied. First,

the height of the silver cuboids has been varied, and
the periodicity and sides of cuboids have been fixed at
650 nm and 160 nm respectively. The plot showing the
variation of absorption coefficient and FWHM with the
variation of height from 25 to 45 nm in the step of
5 nm, has been depicted in Fig. 3a and the variation
of resonance wavelength with height has been shown
in Fig. 3b. As there is a vertical waveguide in between
four silver pillars, the increment in the height eventu-
ally increases the length of the waveguide. Therefore,
the resonance shifts toward longer wavelengths, as seen
in Fig. 3b. Although FWHM decreases with a decrease
in the height of silver pillars, but below 30 nm height,
the absorption decreases. Hence, the height has been
fixed at 30 nm. Further, the effect of height of the
pillars on the sensitivity has been studied by keeping
all other parameters same as above and corresponding
FOM has been calculated. The graph showing varia-
tion of the sensitivity and FOM of the structure with
the variation in height of the nanopillars of the nanoan-
tennas has been shown in Fig. 3c. It has been observed
from the figure that there is no effect of height of the
nanopillars on the sensitivity of structure but there is
fall in the FOM of the structure with increase in the
height because of increase in the value of FWHM with
the height of nanopillars.

An increase in the value of parameter ‘h’ increases the
absorption. The increase in the values of ‘h’ increases
the volume of cuboidal pillars on the silver layer. This
increases the regions of high E-field alongside the wall
of the cuboidal pillars. The increase in the high E-field
regions increases the shift in the plasmon resonance
wavelength Fig. 3b. However, a higher value of ‘h’ also
reduces the probability of coupling surface plasmons on
top of the cuboid pillars as the evanescent tail of the
plasmon will no longer be able to reach the top sur-
face [23]. This may reduce the values of sensitivity. The
FWHM is increasing with height resulting in a constant
sensitivity. To achieve higher absorption, sensitivity and
FOM, the height ‘h’ was adopted as 30 nm.

3.1.2 Effect of side length, ‘a’

Further, the sides of silver cubes have varied from 120
to 160 nm in the step size of 10 nm, keeping the period-
icity and height of cuboids at 650 nm and 30 nm respec-
tively. The effect of varying sides of cubes on absorption
coefficient and FWHM has been shown in Fig. 4a and
the shift in the resonance wavelength has been shown
in Fig. 4b. It has been observed that with the increase
in ‘a’, there is a slight redshift in the resonance wave-
length, and full width at half maxima decreases. Red
shift in the resonance wavelength with the increase
in side length ‘a’ can be understood in analogy to a
half-wave dipole antenna whose resonant wavelength is
directly proportional to antenna length, given by,

λresonance = 2 × length
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Fig. 3 Variation of a absorption coefficient and FWHM,
b resonance wavelength and c FOM and sensitivity with
the variation of height, ‘h’

As the length of the dipole increase so does the reso-
nant wavelength [8]. In fact, it can be established as a
general truth for all the antenna designs that increase in

Fig. 4 Variation of a absorption coefficient and FWHM,
b resonance wavelength and c FOM and sensitivity with
the variation of sides of pillars, ‘a’

the size of the resonant components results in increase
or red shift in the resonant wavelength. Hence, in the
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reported design the resonant wavelength increases with
increase in side length ‘a’.

A small value of FWHM can lead to high FOM for
sensing applications which can be achieved by decreas-
ing the side lengths of pillars. But if side length is
reduced below 140 nm, absorption decreases. The effect
of sides of nanopillars, ‘a’ on the sensitivity and FOM of
the structure can be illustrated from Fig. 4c. Sensitivity
of the structure increase with increase in ‘a’ while FOM
decreases with increase in ‘a’. This is because increase
in value of FWHM is more than the increase in the
value of sensitivity with ‘a’.

3.1.3 Effect of periodicity, ‘p’

Keeping ‘a’ and ‘h’ constant at 140 nm and 30 nm
respectively, the periodicity of the structure has been
varied from 600 nm to 800 nm in the step size of 50
nm, and absorbance and FWHM have been recorded.
The variation of maximum absorption and FWHM
with the variation of periodicity ‘p’ has been shown
in Fig. 5a. It has been observed from the figure that
FWHM decreases with an increase in periodicity and
the absorption coefficient first increases then starts
decreasing with a further increasing in the periodicity.
Also, there is a linear shift in the resonance wavelength
with an increase in periodicity as shown in Fig. 5b.
The design is optimised at a wavelength of 692 nm to
operate in the visible spectrum. The value of the sensi-
tivity and the FOM has been calculated and plotted in
Fig. 5c. It can be clearly shown from the Fig. 5c that
both the sensitivity and FOM increases with increase
in periodicity ‘p’. The shifting of the resonance wave-
length with the variation of a period can be explained
by using LC model. When the period decreased, the gap
between adjacent unit cells will also decrease and then
the E-filed enhancement capacitance between adjacent
unit cells will increase. So, the resonance wavelength
will shift towards a higher value [6, 23, 35, 36].

3.1.4 Effect of gap, ‘g’

Keeping ‘a’ and ‘h’ constant at 140 nm and 30 nm
respectively and the periodicity ‘p’ of the structure at
650 nm, the gap ‘g’ between the opposite two pillars
has been varied from 20 to 60 nm in the step of 10 nm.
The absorbance and FWHM has been calculated and
plotted in Fig. 6a. It has been observed from the figure
that there is maximum absorption at the gap of 30 nm
while there is no effect of gap ‘g’ on the FWHM. There
is slight shift in the resonance wavelength with the gap
‘g’ as observed from Fig. 6b. The variation of the sen-
sitivity and FOM with gap ‘g’ is shown in Fig. 6c. It
can be stated that there is no effect on sensitivity of
the structure with the gap between the opposite pillars.
Therefore, FOM remain unaltered with the gap ‘g’ as
both the sensitivity and FWHM remains constant with
the gap ‘g’.

Fig. 5 Variation of a Absorption coefficient and FWHM,
b resonance wavelength and c FOM and sensitivity with the
variation of periodicity, ‘p’
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Fig. 6 Variation of a absorption coefficient and FWHM,
b resonance wavelength and c FOM and sensitivity with
the variation of gap, ‘g’ between opposite pillars

Fig. 7 a Distribution of electric field intensity along x–y
plane, b distribution of magnetic field intensity along xz
plane

3.2 Mechanism

To better understand the mechanism of absorption,
electric and magnetic field spatial distribution plots
have been drawn. Here geometrical parameters are set
as a = 140 nm, h = 30 nm, g = 30 nm and p =
650 nm. The plane polarized light of wavelength 692 nm
is allowed to fall on the absorber from the top. The cor-
responding electric field and magnetic field distribution
has been drawn in the xy and xz plane respectively
and shown in Fig. 7a, b. It has been observed from
the figure that structure is not only a perfect absorber
but also enhances the electric field intensity which is
desirable in bio-sensors. The Fig. 7 shows that electric
and magnetic fields are concentrated at the central gap.
The electric field is observed due to the formation of
localised surface plasmons. Localised surface plasmons
tend to accumulate at the tip or the edges, that’s why
they are concentrated at the upper part more than the
base of the cuboids. Electric field enhancement is more
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Fig. 8 Electric and magnetic field intensity enhancement
at the central gap at a height of 30 nm above the silver film

at the gap rather than the other edges. Two opposite
silver pillars and the connecting silver base together act
as a split ring resonator. The charges accumulated at
the edges flow through the conducting base, exhibit-
ing a current carrying loop type configuration, which
results in the induction of the magnetic field in the cen-
tral gap. Therefore, the magnetic field is mainly concen-
trated at the center of the vertical gap. Figure 7a shows
the electric field intensity distribution profile from the
top view and Fig. 7b shows the magnetic field inten-
sity distribution from the side view. Both electric, as
well as magnetic fields, are concentrated at the same
hot spot. Figure 8 shows the electric field and magnetic
field enhancement for the same configuration as men-
tioned above at the center of the four pillars at height
of 30 nm from the silver layer, where both the curves
show a narrow resonance peak.

3.3 Plasmonic sensing capability

As discussed, the resonance wavelength of plasmonic
structures depends upon shape, size, geometry, consti-
tuting material as well as the surrounding medium. This
property of changing resonance wavelength with refrac-
tive index can be used in sensing applications. The sen-
sors are characterised by their sensitivity and FOM.
Sensitivity, S for refractive index sensor is defined by
the ratio of the spectral shift with the change of refrac-
tive index of the surrounding medium, and FOM is the
ratio of sensitivity to the FWHM [22–24].

S =
Δλ

Δn
FOM =

S

FWHM
S

∗
=

ΔI

Δn
FOM

∗
=

[
S∗

I

]
max

Moreover, the change of intensity is also considered
for sensing as the refractive index of the surrounding
environment changes. S* is defined by the maximum
change of intensity of reflected light with a unit change
in refractive index. I is the absolute intensity of reflected
light at resonance wavelength. FOM* is defined by the
maximum S*/ I ratio.

Fig. 9 a Reflection spectrum of the proposed all metallic
absorber with the variation of wavelength for different val-
ues of refractive index varying from 1 to 1.08. b Shift in
resonance wavelength with variation of refractive index

Air like reflective index sensors with values ranging
from 1 to 1.08 are most commonly used in gas sen-
sors [6]. The optimized design has been investigated for
air-like refractive index sensor for the different values
of surrounding refractive index. The refractive index of
the surroundings has varied from 1 to 1.08 and corre-
sponding absorption spectra were recorded. The reflec-
tion spectrum for different values of refractive index
varying from 1 to 1.08 has been shown in Fig. 9a. The
variation in resonance wavelength with the variation
of the refractive index of the surrounding medium has
been shown in Fig. 9b. There is a redshift in the reso-
nance wavelength with an increase in the refracive index
of the surrounding. The sensitivity and FOM come out
to be 680 nm/RIU and 348.72/RIU. The value of S*
and FOM* as calculated at 692 nm comes out to be
99.68 and 17,580.
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4 Conclusion

Ultra narrow-band perfect absorber structure has been
designed and optimised. Further, this ultra-narrowband
absorber will used in refractive index sensing applica-
tions. The structure offers 99.45% absorption and has a
very narrow peak at resonance wavelength. The mecha-
nism of absorption has been revealed via observing elec-
tric and magnetic field distribution. The structure offers
a high-quality factor of 354.87. The structure shows a
good sensing capability with a sensitivity 680 nm/RIU
and high figure of merit of 348.72/RIU.
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Abstract

Several coastal regions across the world suffer devastating as a result
of Tropical Cyclones (TCs). In managing disasters and the economy,
learning of TC wind direction, speed and radius can be quite useful.
Evaluation of TC wind paramters requires a strong representation of
local characteristics that include the effects of spatially varied terrain
and land cover. In this study, we create an equation to determine the
radius of maximum wind using TC parameters with statistical analysis.
Using local regression models, the missing parameter in the best track
database is reconstructed. Considering the influence of geographical fac-
tors like topography and geo-surface roughness as well. Finally, two TC
cases are discussed in the paper. We find that the suggested method’s
error percentage with the best track data provided by the Indian Mete-
orological Department ranges from approximately −50% to 50% and
other two reference’s [25, 26] error precentage with the best track data
provided by the IMD, ranges from approximately −26% to 200%

Keywords: Tropical Cyclone, Radius of Maximum Wind, Location of TC
Centre, Estimated Pressure Drop at the Centre
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1 Introduction

Tropical cyclones (TCs) in coastal regions around the world result in fatalities
and significant economic damage [1]. There are approximately 90 TCs held
worldwide in each year [2]. One of the main risks associated with TCs is wild
wind, which not only causes property damage but also moderates the strength
of storm surges and other secondary risks such as ocean waves risen. The wind
speed map of the return period is commonly used to delineate and quantify the
statistical distribution of storm intensity and frequency for tropical cyclonic
wind danger [3]. Typically, approaches like the extreme value theory (EVT),
which is based on historical meteorological records, which are used to examine
the frequency of wind speeds for a single site [4]. Ground measurements for
local areas may be limited, necessitating the use of historical or stochastic
simulated TC modelling based on the Monte-Carlo approach [5, 6]. Methods
utilising basin-wide stochastic simulations of complete TC tracks have been
developed for wider regions [7, 8].

It is possible to simulate a TC wind field using numerical or paramet-
ric techniques. Although numerical models, like the Weather Research and
Forecasting (WRF) model, have been extensively used in wind field reconstruc-
tion and forecasting [9, 10], parametric wind field models have become more
popular in TC wind hazard assessment due to their satisfactory modelling
accuracy with constrained TC parameters as inputs. Typically, historical TC
track datasets can be used to derive the critical parameters, and considerable
efforts have been made to assemble the world’s severe TC record [2]. However,
generated parameter values can occasionally have low dependability, and the
accuracy of TC parameters may have an impact on the accuracy of parametric
models.

Assessment of the TC wind hazard has progressed unevenly across nations
and areas. Numerous TC-prone nations have developed and extensively used
wind hazard models at the national level. For example, the HAZUS hurricane
model has been modified since 1997 in the United States [11], and the Florida
Office of Insurance Regulation has supported the creation of the Florida Pub-
lic Hurricane Loss Model [12]. The Comprehensive Approach to Probabilistic
Risk Assessment (CAPRA) for numerous Central American nations has been
produced [13], and the Tropical Cyclone Risk Model (TCRM) for Australia
was created in 2008 [14] and published in 2011 [15]. A parametric wind field
model (Holland model) was used in 2011, with UNEP cooperation, to recreate
the historical TC wind fields globally for all basins from 1970 to 2010 [21, 22].
Giuliani and Peduzzi [16] developed global wind speed maps based on this
research, and methodologies were slightly enhanced in 2013 and 2015 [17–19].

The improvement of the assessment of the worldwide TC wind danger still
has a significant gap. Generally speaking, wind dangers are geographically
variable, and local elements like latitude, slope and direction aspect, land use,
and land cover have a significant impact on TC wind profiles at the local scale
[11, 20]. However, the majority of recent studies at the national or international
level oversimplify or ignore the impact of local conditions on TC wind dangers
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[7, 14, 18, 19, 21, 22]. The modelling of TC wind fields is severely hampered
by the absence of measurements of critical TC characteristics such as locations
of TC centre, estimated central pressure, and estimated pressure drop at the
centre [2, 23, 24]. Because of this, there aren’t many TC wind hazard products
for the Northwest Pacific (NP), North Indian (NOI), and South Indian (SOI)
basins that are publicly accessible. However, a few exclusive models have been
created and released in the form of a black box [12].

Using tropical cyclone parameters including the location of the TC cen-
tre, estimated central pressure, and estimated pressure drop at the centre, this
research aims to determine the value of radius of maximum wind using histor-
ical observations or reconstruction TC parameters. Considering, as well, the
effects of geographical elements like topography and geo-surface roughness. In
this paper,section 2, data and methodology are described. The results of the
proposed method are shown in section 3 and are compared with those from
the other two expression mention in paper [25, 26]. In section 4, the conclusion
is provided. The section 5 indicates the study’s future scope.

2 Data and Methodology

The study utilized best track dataset from the Regional Specialized Meteoro-
logical Center for Tropical Cyclones over North Indian Ocean, generally known
as the Indian Meteorological Department (IMD) to evaluate the value of the
suggested method. The datasets include TC metrics such as TC number, time
(year, month, day, and hour), locations (longitude and latitude of TC centre),
estimated central pressure (Pc), maximum wind speed (Vm), and estimated
pressure drop at the centre (Pd), which are stored in the datasets at a time
interval of 3 hours. Additionally, we use the radius of maximum wind data
from IMD bulletins to compare with the suggested method.

The main objective of this study is to create a method for calculating
the radius of maximum wind using TC characteristics, such as the latitude
and longitude of the TC centre and the estimated pressure drop at the TC
centre. Considering the influence of geographical factors like topography and
geo-surface roughness as well.

We conclude at the relationship for determining the radius of maximum
wind (rmax)after analysing all the variables that affect it as well as the
historical observation.

rmax = 10.16812× e(−0.213
√

Pd+0.0169φ) + 23.817 (1)

where φ is latitude of the TC centre and Pd is estimated pressure drop at the
TC centre.

This relationship, which determines the value of rmax, is valid for values of
Pd that are less than or equal to 12 hPa.

We compare the suggested method to determine the rmax with the expres-
sion proposed by Willoughby et al.[25] (Eq. 2) , Tan and Fang [26] (Eq. 3) and
the best data provided by the IMD.
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rmax = 46.6× e(−0.015Vmax+0.0169φ) (2)

rmax = −26.73× ln(1013.25− Pc) + 142.41 (3)

3 Result

Two TC cases were used to evaluate the mentioned method to determining
the value of rmax. Only two TC cases are discussed in the section 3 of the
paper in order to keep it manageable. The supplementary material for the
study discusses five additional TC cases. To determine whether the suggested
method is accurate, we calculate the error percentage between the best data
provide by the IMD and suggested method. Verify that the suggested method
has a lower error percentage than the other two references by comparing the
two.

Error percentage =
Experimental Value−Actual Value

Actual Value
Extremely Severe Cyclonic Storm, Tauktae is the first TC case shown in Table
1; we find that the error percentage of the suggested method ranges from −9%
to −50%, while that of the expressions of Willoughby et al. [25] and Tan and
Fang [26] ranges from−3% to 66%. We get to the conclusion that the suggested
method underestimates the value of rmax, whereas the other two expressions
occasionally overestimate and occasionally underestimate the value of rmax in
the case of Extremely Severe Cyclonic Storm, Tauktae.

Date/Time IMD Suggested Willoughby
et al.

Tan and
Fang

E1 E2 E3

14/06 40 31.8147 38.571 66.288 -20.46 -3.57 65.72
15/00 60 30.7164 31.69 60.7136 -48.80 -47.18 1.18
15/06 60 30.2973 29.65 58.30 -49.50 -50.58 -2.83
15/12 32 29.4437 25.785 53.10 -7.98 -19.42 65.93
15/18 32 29.1063 24.207 50.4 -9.04 -24.35 57.5

Table 1: Results of first TC case, where E1 indicates the error percent-
age between suggested method and IMD, E2 represents the error percentage
between Willoughby et al.’s expression and IMD, and E3 represents the error
percentage between Tan and Fang’s expression and IMD

Cyclonic Storm, Gulab is the second case shown in Table 2; we find that
the error precentage of the suggested method ranges from −42% to 51%, while
that of the expressions of Willoughby et al. [25] , and Tan and Fang [26] ranges
from −26% to 202%.

After looking at the cases, we can conclude that the accuracy of the
suggested method is higher than that of the other two sources.
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Date/Time IMD Suggested Willoughby
et al.

Tan and
Fang

E1 E2 E3

25/00 55 32.43 40.55 71.39 -41.02 -26.27 29.8
25/06 55 32.05 40.55 71.39 -41.72 -26.27 29.8
25/12 24 31.70 37.55 65.28 32.09 56.45 174.5
25/18 24 31.70 37.55 66.28 32.09 56.45 176.16
26/00 30 31.40 34.84 63.35 4.67 16.13 111.16
26/06 24 30.89 32.38 60.71 28.71 34.91 152.95
26/12 24 30.89 32.38 60.71 28.71 34.91 152.95
26/18 21 31.71 37.62 63.35 51.02 79.14 201.66

Table 2: Results of Second TC case, where E1 indicates the error percent-
age between suggested method and IMD, E2 represents the error percentage
between Willoughby et al.’s expression and IMD, and E3 represents the error
percentage between Tan and Fang’s expression and IMD

4 Conclusion

To find the value of rmax in this study, a new expression has been developed.
The equation included TC parameters including the center’s position (Lat.
and log.), as well as the estimated pressure drop at the center. Considering the
influence of geographical factors like topography and geo-surface roughness as
well. This expression may produce results that are better to those obtained
using the other expression.

rmax = 10.16812× e(−0.213
√

Pd+0.0169φ) + 23.817

where φ is latitude of the TC centre and Pd is estimated pressure drop at the
centre.

This relationship, which determines the value of rmax, is valid for values of
Pd that are less than or equal to 12 hPa and no any condition on the latitude
of the TC centre over the North Indian basin.

5 Future Scope

We investigate more TC situations and work to create an expression for esti-
mated pressure drops at the centre that are greater than 12 hPa. To determine
the value of rmax, try validating this expression on additional basins, such as
the South Pacific and North Pacific basins with considering the influence of
geographical factors like topography and surface roughness as well.
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Supplementary Material

This paper’s supplementary material includes five additional TC cases over
the North Indian Basin, with the same notation as in the paper.
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Supplementary Material

Results of TC cases, where E1 indicates the error percentage between
suggested method and IMD, E2 represents the error percentage between
Willoughby et al.’s expression and IMD, and E3 represents the error percentage
between Tan and Fang’s expression and IMD

Date/Time IMD Suggested Willoughby
et al.

Tan
and
Fang

E1 E2 E3

07/00 64 31.12 34.36 71.39 -51.37 -46.31 11.54
07/06 64 31.13 34.41 69.58 -51.35 -46.23 8.71
07/12 64 30.83 34.53 69.58 -51.82 -46.04 8.71
07/18 34 30.57 32.203 67.88 -10.08 -5.28 -76.82
08/00 34 30.34 29.97 64.78 -10.76 -11.85 90.52
08/06 34 29.92 27.95 60.71 -12 -17.79 78.55
08/12 22 29.58 26.15 58.309 34.45 18.86 165.04
08/18 22 29.63 26.33 58.309 34.68 19.68 165.04
09/00 22 29.67 26.509 58.309 34.86 20.49 165.04
09/06 34 30.103 28.76 60.71 -11.46 -15.41 78.55
09/12 34 30.39 31.32 62.002 -10.61 -7.88 82.35
09/18 34 30.96 34.05 64.781 -8.94 0.14 90.53
10/00 64 31.67 36.95 69.58 -50.51 -42.26 8.71

Table 3: Severe Cyclonic Storm “MANDOUS” over Bay of Bengal during
6− 10 December, 2022

Date/Time IMD Suggested Willoughby
et al.

Tan
and
Fang

E1 E2 E3

07/12 55 31.33 35.303 64.78 -43.03 -35.81 17.78
07/18 55 31.39 35.66 63.35 -42.91 -35.16 15.18
08/00 30 30.81 33.31 60.71 2.70 11.03 102.36
08/06 30 30.12 28.86 56.103 0.41 -3.8 87.001
11/00 30 30.58 30.98 56.103 1.96 3.26 87.01
11/06 30 31.11 33.51 58.309 3.707 11.7 94.36
11/12 55 31.76 36.309 60.71 -42.24 -33.98 10.38

Table 4: Severe Cyclonic storm ASANI over Bay of Bengal during 07 − 12
May, 2022
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Date/Time IMD Suggested Willoughby
et al.

Tan
and
Fang

E1 E2 E3

23/00 64 31.99 38.48 75.43 -50.00 -39.87 17.85
23/06 64 31.71 38.87 73.33 -50.45 -39.26 14.57
23/12 34 31.49 36.55 71.39 -7.37 7.5 109.97
23/1 34 31.57 36.92 69.58 -7.14 8.58 104.64
24/00 34 31.09 34.66 66.28 -8.55 1.94 94.94
24/06 34 31.001 32.87 66.28 -8.82 -3.32 94.94
24/12 34 31.14 33.55 66.28 -8.38 -1.32 94.94
24/18 34 32.09 35.29 66.28 -5.59 3.79 94.94

Table 5: Cyclonic Storm “SITRANG” over Bay of Bengal during 22 − 25
October, 2022.

Date/Time IMD Suggested Willoughby
et al.

Tan
and
Fang

E1 E2 E3

03/00 69 31.73 37.26 77.71 -
54.003

-46 12.62

03/12 42 31.05 33.23 73.33 -26.06 -20.87 74.59
03/06 42 31.21 35.21 75.43 -25.68 -16.16 79.59
03/18 42 31.09 35.45 73.33 -25.95 -15.59 74.59
04/00 42 31.13 33.62 73.33 -25.86 -19.95 74.59
04/06 42 31.45 36.37 75.43 -25.11 -13.40 79.59
04/12 55 31.84 39.53 77.71 -42.09 -28.12 41.29

Table 6: Cyclonic Storm, “JAWAD” over the Bay of Bengal during 02 − 06
December, 2021

Date/Time IMD Suggested Willoughby
et al.

Tan
and
Fang

E1 E2 E3

23/18 85 32.13 39.13 60.71 -62.19 -53.96 -28.57
24/00 58 31.44 36.309 58.309 -45.79 -37.39 0.53
24/06 58 31.16 33.74 26.103 -46.27 -41.82 -3.27
24/12 58 30.73 31.67 54.06 -47.00 -45.39 -6.79
24/18 38 30.36 29.63 52.17 -20.09 -22.02 37.28
25/00 38 29.69 27.68 48.74 -21.85 -27.15 28.26
25/06 38 29.46 25.98 47.18 -22.45 -31.63 24.15

Table 7: Very Severe Cyclonic Storm, “YAAS” over the Bay of Bengal during
23− 28 May, 2021
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Abstract

Purpose – This instant study explores the relationship between weight-based teasing and depressive
symptoms in Indian college students. It further investigates the moderating effect of gratitude on depressive
symptoms occurring due to weight-based teasing.
Design/methodology/approach – The study is theoretically based on Fredrickson’s broaden-and-built
theory (2001). PROCESS macro in IBM SPSS v21 was used to analyze the effect of gratitude in moderation of
weight-based teasing and depressive symptoms. The study used correlation and regression analysis to assess
the relationship between weight-based teasing and depressive symptoms.
Findings – The study has confirmed that weight-based teasing results in the development of depressive
symptoms in Indian college students. The study has also revealed that gratitude casts a significantmoderating
effect on depression due to weight-based teasing, i.e. a reduction in regression weight of weight-based teasing.
Originality/value – This study is the first of its kind in India and will significantly add to the national
literature on teasing and depression. Further, the study will help stakeholders like educators and policymakers
to formulate psychological programs based on positive psychology 2.0 and gratitude to combat the rising issue
of body shaming in India.

Keywords Teasing, Weight-based teasing, Depression, Gratitude, Moderation, Depressive symptoms

Paper type Research paper

Introduction
The meaning and intention of teasing can have varied interpretations (Keltner et al., 2001).
Teasing can be hostile or friendly (Myers et al., 2013). Myers et al. (2013) suggest that teasing
may lead to specific positive outcomes. Barnett et al. (2004) found that teasing affected
interhuman relationships positively. However, teasing can be dangerous if done to hurt
people and can significantly cause physical and emotional damage (Demirba�g et al., 2017).
Moreover, the studies have found the association of teasingwith othermental health concerns
like low self-esteem (Merlo et al., 2018), social anxiety (Webb et al., 2020; Demirba�g et al., 2017),
sense of rejection (Webb et al., 2020) and depression (Szwimer et al., 2020; Merlo et al., 2018).
Even children have associated teasing with aggression and do not enjoy the event (Szwimer
et al., 2020; Shapiro et al., 1991). Also, teasing impacts adolescents’ and children’s
psychological well-being, especially concerning their body type and weight (Greenleaf
et al., 2013; Schmidt and Martin, 2019; Blanco et al., 2019). Teasing based on body weight is
referred to as weight-based teasing (Greenleaf et al., 2017). It can deter various adverse effects
on its victims. The victims may form negative views against their physical appearance
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(Ievers-Landis et al., 2019) ormay see an increased rate of development inmental health issues
(Greenleaf et al., 2017).

Mental health issues have become more pertinent with the rising global health crisis
(Wang et al., 2021). Mental health issues generally start as minor symptoms, which, left
untreated, can cause significant damage to an individual. One such issue is depression.
Depression is not a new subject of study for scientists around the globe (Bansal et al., 2022).
Still, the rising cases of depression pose a significant concern to researchers and medical
practitioners (Santomauro et al., 2021). In 2021, the World Health Organization (WHO)
reported that nearly 3.8% of the global population was affected by depression (WHO, 2021).
The report further revealed that of the affected 3.8% of people, 5% were adults, and among
these adults, 5.7% were over 60 (WHO, 2021). Goldschmidt et al. (2016) also explain that,
though depressive symptoms may set on at an early age, like adolescents, they may last into
adulthood. Depression also has serious repercussions on its victims. Persistent depression
may cause its victims to develop other health issues like heart disease (Charlson et al., 2011;
Abu Sumaqa and Hayajneh, 2022). Further, the number of cases related to depression
increased recently due to the COVID-19 pandemic.

With the onset of the COVID-19 pandemic, governments worldwide imposed stringent
regulations like lockdowns. During the COVID-19 pandemic, the global youth depression
cases doubled to 25.2% (Racine et al., 2021). Ettman et al. (2020) suggested that depression
cases rose threefold in the US during the COVID pandemic. A few reasons for this spike
include a lack of social interaction and home isolation (Hosen et al., 2021; Asanov et al., 2021).
Therefore, it has become necessary to study not only depression at the global level but at the
country level also. India, with a population of over 1.2 billion people, is said to be home to 57
million people (18% of the global population with depression) affected by depression (Gandhi
and Kishore, 2020). The cases further increased due to the onset of COVID 19 pandemic. The
pandemic caused trauma because of lockdowns, isolations and death tolls (Banerjee, 2022).
Based on the mentioned factors, the trauma led to a spike in depression cases among Indian
citizens (Banerjee, 2022). Apart from COVID-19 and mental health stigma, depression in
students can arise due to other factors. For instance, Giacolini et al. (2021) suggested that
compared to the cortical, the asymmetrical development of the subcortical areas exposes an
individual to neuro-hormonal and psychological dynamics of Dominance/Submission
systems’ interaction with Attachment/Care systems. Also, pre-existing tendencies and
subclinical or personality traits can be the causes of depressive symptoms in an individual,
suggested Giacolini et al. (2021). Some other factors include academic stress (Krukowski et al.,
2009), mobile addiction (Zhang et al., 2022) and weight-based teasing (Webb et al., 2020).
Literature consists of studies on weight-based teasing, majorly based on school-going
children. In India, it is somewhat easy to curb weight-based teasing in school students as they
are under the constant monitoring and guidance of their parents and teachers (Bansal et al.,
2022). When we consider college students, they have relatively more freedom, and their
increased use of information communication technology (ICT) has made them a target of the
same even through social networking sites (SNS) (Verma et al., 2022). Consequently, this has
also resulted in the increased reporting of mental health issues among college students
(Bansal et al., 2022). Further, it is also suggested in Beck’s (1967) cognitive theory on
depression that people tend to evaluate events negatively due to their systematic bias in the
thinking process (Mcleod, 2015) and their experiences foster their behaviours and vice versa.
Therefore, it became imperative to study the impact of weight-based teasing on Indian college
students. Hence, our study investigates the role of weight-based teasing in developing
depressive symptoms in Indian college students.

In addition, with the advent of the second wave of positive psychology (positive
psychology 2.0), the demand to explore the role of positive paradigms like mindfulness and
gratitude in reducing the ills like depression and anxiety is rising (Garg et al., 2021).
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Regardless of the circumstances a personmay face, positive psychology 2.0 will not only help
combat the ills, as mentioned earlier but will also help people to better their lives and their
potential (Wong, 2016). Therefore, the present study, which is based on the broaden-and-build
theory (Fredrickson, 2001), forms the basis of this present research which studies the
moderating role gratitude plays in weight-based teasing and depressive symptoms. The
broaden-and-build theory (Fredrickson, 2004), based on positive psychology 2.0, postulates
that positive emotions like gratitude, enjoyment and optimism can broaden an individual’s
awareness (Garg et al., 2021). Positive emotions also build psychological resources like
resilience that will help an individual to build resistance to depression (Susman, 2021) and
improve the meaning of life (Fredrickson, 2004). The present study is novel because it focuses
on explaining the role of gratitude in reducing the harmful consequences of weight-based
teasing at the individual level. For instance, positive emotions like gratitude (Garg et al., 2022)
will act as a cushion against negative emotions as they will help an individual increase
resilience (Garg et al., 2022) against negative comments on their body type or weight.
Consequently, the present study hypothesizes that a student who experiences more gratitude
is less likely to develop depressive symptoms due to weight-based teasing, as it helps
improve an individual’s positive behaviour. To our best knowledge, the findings provided in
the research are unique, and no previous research has explored the moderating role of
gratitude on the relationship between weight-based teasing and depressive symptoms.

The study is majorly presented in four sections. The first section offers the theoretical
substance of the relationship between weight-related teasing, depressive symptoms and
gratitude, followed by a description of the proposed moderation effect of gratitude. The
second part describes the sampling design, checks the reliability and validity of testing and
explains the methodology used. Various hypotheses subjected to strict statistical testing are
provided in the third section. Finally, the last section discusses the results and concludes the
research. Also, the last section presents the theoretical and practical implications and
limitations of the study and future scope for researchers.

Literature review and hypothesis development
Teasing
For ages, human beings have used teasing to communicate certain emotions effectively
(Eckert et al., 2020). These emotions resulted in either pro-social or dangerous behaviour
(Myers et al., 2013). Shapiro et al. (1991) defined teasing as “a personal communication
directed by an agent toward a target that includes three components: aggression, humour and
ambiguity” (p. 460).Winfrey (1993), in their definition, suggested that the core spirit of teasing
is subject to the interpretation at the receivers’ end. They further suggest that the meaning of
teasing is beyond words. Hence, the definitions given by researchers suggest that teasing is a
personal communication, not limited towords, are subject to the interpretation by the receiver
andmay be an intentional act. However, the more recent literature on teasing does not stop at
defining teasing; it instead suggests that teasing can result in either pro-social or antisocial
behaviours. As a pro-social behaviour, teasing can result in stronger friendships (Myers et al.,
2013; Barnett et al., 2004). Barnett et al. (2004) found that teasing affected interhuman
relationships positively. When one child jokingly commented on one of his friend’s shoe sizes
by comparing it with that of basketball legend Shaquill O’Neal, his friend appreciated the joke
(Barnett et al., 2004). According to them, this incident resulted in pro-social teasing. Further,
the literature on sexual teasing refers to friendly teasing (also known as flirting) as a medium
of communication used by couples to arouse sexual feelings between them (Meston and
O’Sullivan, 2007). However, when teased with malicious intentions, the victim of dangerous
teasing can suffer many psychological disorders. For instance, the world is witnessing
swelling rates of obesity, especially in the Sub-African and Asian regions (Obesity, 2020).
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In 2016, more than 1.9 billion people above 18 were overweight in these regions (Obesity and
Overweight, 2021). This high number of obese populations drew researchers’ attention,
especially in children and adolescents. Studies have indicated that the frequency of teasing
increased by approximately 60% in children with higher body mass indexes (Szwimer et al.,
2020). Studies have also suggested that weight-based teasing adversely affects adolescents,
like peer rejection (Webb et al., 2020). When teased based on weight, body shape, or size, an
individual can develop a negative perception of self and suffer from eating disorders (Day
et al., 2021; Schmidt et al., 2016). Goldfield et al. (2010) and Lattie et al. (2019) also talk about a
rapid increase in other harmful effects like depressive symptoms an individual develops due
to weight-related teasing by peers, colleagues and parents.

Depressive symptoms. Depressive symptoms differ from other psychological problems like
mood swings and anxiety (WHO, 2021). Psychological problems, like anxiety, are generally
short-lived compared to depression (WHO, 2021). Depressive symptoms are regarded as a
crucial health indicator because they can lead to the development of various medical and
psychological diseases (Smith et al., 2022). Various seriousmedical and psychological disorders
can occur due to the persistence or neglect of depressive symptoms that remain untreated
(Goldfield et al., 2010). According toWang et al., depressive symptoms are considered themajor
independent factor that can develop coronary heart disease and may trigger other
cardiovascular diseases (2021). An increase in pain can also be associated with depressive
symptoms, as patients suffering from depression are considered more sensitive to pain (Velly
and Mohit, 2018). In severe cases, these symptoms may prompt the victim to commit suicide
(Kerr et al., 2017; Conejero et al., 2018). Various other factors contribute towards developing
depressive symptoms apart from teasing. For instance, Chaudhary et al. (2021) suggested that
university students were more prone to mental health issues, like depression, due to rules and
restrictions imposed during the COVID-19 pandemic. Their study further revealed that 28.7%
of the respondents were affected by depression. Further, in India, people, especially children,
find it difficult to talk about mental wellness as it remains taboo (Sethi, 2021). Hence, this also
becomes a significant factor in the rise in depression cases among children (Sethi, 2021),
especially in the COVID times. Nevertheless, depressive symptoms are still a cause of concern
(Szwimer et al., 2020). If not treated, they can adversely affect the victims.

Teasing and depressive symptoms. The incidences of weight-related teasing are both
psychologically and physically wounding, especially when near and dear ones like parents
are the perpetrators (Dahill et al., 2021). Victims can suffer from depression (Wright, 2018)
and counterproductive work behaviour (Bansal et al., 2022). A study by Eisenberg et al.
(2003) suggested that the subjects (91.7%) whose parents or peers teased developed
depressive symptoms in contrast to those who were not. Goldschmidt et al. (2016) further
suggested that because of teasing at an early age, depressive symptoms may not develop at
an early age but can arise into adulthood. In another study, Eisenberg et al. (2006) further
proposed that teasing at early ages is associated with developing depressive symptoms in
young adults. In addition, many studies present contrasting views on the relationship
between age and early depressive symptoms (Puhl and Latner, 2007; Szwimer et al., 2020).
Also, the literature reports conflicting results, like not every individual is affected with the
same intensity by weight-based teasing (Szwimer et al., 2020). Also, Schmidt and Martin
(2019) also suggested uncertain results based on the gender of the victim and the source of
weight-related teasing, like family or significant others. Further, previous studies have
rarely explored the relationship between weight-based teasing and depression in college
students, specifically in Indian college students. Therefore, weight-based teasing has
become a serious issue and must be tackled effectively. Further, the theoretical premise of
this study is based on the cognitive approach to depression. The cognitive approach is based
on Beck’s (1967) Cognitive Theory and suggests that depression is an outcome of systematic
negative bias in the thinking process” (Mcleod, 2015). This approach further states that
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cognitive abnormalities are the reason behind behavioural and emotional changes. The
approach also assumes that changes in the thinking process arise prior to the onset of
depressive symptoms. This means that a person who has developed depressive symptoms
thinks differently from normal people. Beck’s (1967) theory further “considers the subjective
symptoms such as a negative view of self, world and future defining features of depression”
(Southam-Gerow et al., 2011, p. 102). The theory’s central idea is that an individual’s thoughts
influence their behavioural and emotional experiences. Also, the experiences of an individual
can affect their thoughts (Southam-Gerow et al., 2011). Further, Beck and various other social
scientists have expanded the theory and suggested that when this theory is applied in
therapies and research, it should be emphasized tomodulate an individual’s thoughts as they
will alter the feelings and behaviours. Also, researchers have suggested using tools of
positive psychology 2.0 to modulate an individual’s thoughts (Liu et al., 2020; P€ossel and
Smith, 2019). Accordingly, this study empirically examines a theoretical relation that
predicts and explains that an individual can develop depressive symptoms due to weight-
based teasing at the college level. In doing so, we assume that incidences of weight-based
teasing act as negative bias in the thinking process that affects victim’s emotional and
behavioural experience. Hence, the following hypothesis is proposed based on the premises
mentioned above.

H1. Weight-Based Teasing is positively associated with depression among college
students.

Gratitude and moderation effect of gratitude
According to social scientists, gratitude is both a state and a trait (Jans-Beken et al., 2019).
As a state, gratitude is the ability to appraise benefit(s) received as positive outcomes and the
ability to recognize that these positive outcomes stem from an external source (Jans-Beken
et al., 2019). Gratitude as a trait is the characteristic of an individual to be thankful and notice
the positives in the creation (Jans-Beken et al., 2019; Garg et al., 2021). According toWood et al.
(2010), gratitude at the trait level is also known as a positive orientation towards life and
appreciation of it. Also, McCullough et al. have defined gratitude as an affective trait as a
“general tendency to recognize and respond with grateful emotions to the roles of other
people’s benevolence in the positive experiences and outcomes that one obtains” (2002,
p. 112). Furthermore,Watkins (2014) recommends Ronsenberg’s (1998) analysis of gratitude’s
complexities to understand the complex nature of grateful behaviour. Rosenberg (1998)
argues that grateful behaviour has three levels: emotion, trait and mood. He further suggests
that when gratitude is studied on a continuum, traits and emotions reside at the very
extremities (Garg et al., 2021). He also argues that gratitude has a long and subtle impact on
consciousness. Even in Bhagawad Gita, Lord Shree Krishna has also said that showing
grateful behaviour to the Lord can also be shown by being thankful towards nature
(Upadhyaya, 2018; Prabhupada, 1997). In this way, an individual can show gratitude to the
Lord and experience gratitude from others or the external stimuli in their life (Upadhyaya,
2018; Prabhupada, 1997). Even positive psychology 2.0 suggests the practice of positive
behaviours like gratitude to resist and reduce the ills of stress and depression (Bansal et al.,
2022). Researchers like Garg and Sarkar (2020) have also suggested gratitude can be termed
grateful behaviour, and both terms can be used interchangeably. Studies conducted by
Bartlett and DeSteno (2006) andWood et al. (2008) suggest that gratitude promotes pro-social
behaviour. For instance, as per Bartlett and DeSteno’s (2006) study, gratitude help cultivate
incidental emotions. It may encourage an increase in the help provided even to strangers.
They suggest that gratitude differs from mere awareness of the pro-social norms and helps
promote pro-social behaviour. Hence, gratitude positively affects an individual’s mental
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health and consciousness and may moderate behaviour or actions (Bartlett and DeSteno,
2006). Researchers like Garg and Sarkar (2020) have also suggested that gratitude promotes
vitality in Indian college students. Thus, gratitude can be used as one of the interventions to
promote positive behaviour and hinder the ill effects of events like teasing, cyberbullying
(Bansal et al., 2022) and depression.

Eisenberg et al. (2011) discuss the impact of weight-based teasing perpetrated by family or
significant others and suggest methods to combat it. They have suggested measures like
community-wide campaigns or interventions to reduce weight-based talks. Blanco et al. have
further suggested introducing training programs at the school level to help educators
redesign the school policies to minimize students’ exposure to weight-related talks (2019).
However, the need for more accurate and preventive measures at the individual level is still
there. The proposed postulate of gratitude’s moderation effect is based on the broaden-and-
built theory by Fredrickson (2004) in positive psychology. The theory suggests that positive
emotions like happiness, kindness and gratitude “broaden people’s momentary thought-
action repertoires and build their enduring psychological and social resources” (Fredrickson,
2004, p. 147). In her theory, she explains how grateful behaviour helps expand an individual’s
universe of thoughts by broadening awareness and encouraging novel actions (Garg et al.,
2021). This broadened behaviour helps individuals develop social and psychological
resources like self-resilience, optimism, hope and confidence (Fredrickson, 2004). Social
resources comprise trust, loyalty, respect and love for family, peers and others (Fredrickson,
2004; Bansal et al., 2022). On the other hand, psychological resources like hope and optimism
may help the perpetrators and victims deal with shame and guilt arising out of weight-based
teasing. Even studies have suggested a positive correlation between good mental health and
psychological resources (Jans-Beken et al., 2019; Susman, 2021; Sarkar and Garg, 2020).
Psychological resources like self-resilience help an individual reduce the risk of developing
depressive symptoms (Wu et al., 2020), whereas social resources like love and trust safeguard
mental health (Fasihi Harandi et al., 2017; Li et al., 2021). Also, family and peer support help
reduce the risk of developing depressive symptoms (Wise et al., 2019). A study by Sundar
et al. (2016) proved the importance of positive psychology interventions to promote mental
well-being and reduce the ill effects of depression. The study further suggested that positive
psychology can be a low-cost tool to develop values and strengths that may cushion
adolescents against depression. Further, studies have shown a positive linkage between
grateful behaviour and an individual’s psychological capital (PsyCap) (Chen et al., 2019; Fox
et al., 2018; Sarkar and Garg, 2020). Increased PsyCap leads to better work-related results
because an individual can tackle any work or academics-related misbehaviour like bullying
at the organization (Chen et al., 2019; Garg, 2020). Even Fredrickson suggests that
“gratitude—like joy, interest, contentment, love, pride and elevation—broadens people’s
modes of thinking, which in turn builds their enduring personal and social resources” (2012,
p. 159). Xiang and Yuan (2020) further tested gratitude based on Fredrickson’s broaden and
build theory and suggested that gratitude helped increase life satisfaction in the subjects.
Tachon et al. (2021) also suggested that gratitude moderates the relationship between daily
hassles and satisfaction with life. Their study demonstrated that respondents with high
gratitude scores had built resilience towards daily hassles and were not affected by them.
Also, this behaviour led to higher life satisfaction scores in the respondents compared to those
with lower gratitude scores (Tachon et al., 2021). Similarly, Guan and Jepsen (2020) also
suggested that gratitude can be used as a moderator to buffer the exhaustion employees face
when they regulate others’ behaviour while not doing so with them. They further suggested
that gratitude provides social and cognitive resources to buffer these negative emotions.
Therefore, based on the theoretical premise, the authors propose that an individual who
experiences gratitude may be less likely to develop depressive symptoms arising from
teasing, especially college students. In other words, the authors suggest that people with high
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gratitude would develop psychological resources that will help them be resilient towards
negative comments on their weight. Also, a person with high gratitude will find it easy to talk
and share their feelings with their near and dear ones on their experiences of weight-based
teasing. These resources will help foster positive emotions in victims and hinder the
development of depressive symptoms arising from weight-based teasing. Although the
literature talks about gratitude as an intervention, it does not adequately consider gratitude’s
moderation effect on depressive symptoms, especially in collegiates. The authors propose
that gratitude may moderate the depressive symptoms arising from weight-based teasing.
We propose the following model and hypotheses based on the said theoretical premise.

H2. Gratitude negatively impacts the relationship between weight-based teasing and
depressive symptoms

H3. Gratitude moderates the relationship between weight-based teasing and depressive
symptoms

Methodological framework
Sample and data collection
The study was conducted on Indian college students with a sample of 835 students. Google
Form, divided into five sections, was randomly shared via social media and educational
communities like groups on Telegram and Facebook to collect data. The form was shared
with 1,100 students. As per our practice, the form consists of ethical and privacy statements.
For instance, the participants were ensured that the data would not be shared with any third
party and would be strictly used for academic purposes. Also, informed consent from the
participants was taken. The consent was taken in the form of choice. The choice of whether
the participants wanted to proceed further with the survey or not (after reading the ethical
and privacy statements) was provided. The form was designed so that if the participants
agreed with the statements, they could proceed with the survey. If not, the survey
automatically ended at that point. The second section consists of the demographic details of
the respondents. There are 390 females (46.7%) and 445 males (53.3%) participants. Students
enrolled in undergraduate (UG) programs are 440 (52.7%), in postgraduate (PG) 255 (30.5%)
and in Doctor of Philosophy (PhD) 140 (16.8%). Additionally, students from science,
commerce and humanities are 361 (43.2%), 408 (48.8%) and 66 (8.0%), respectively. The age
of participants ranged between 18 and 34 years Table 1 describes the demographic details of
the participants.

Variables Category Details

Gender Female 390
Male 445

Age Below 20 years 400
21–25 years 207
26–30 years 167
Above 30 years 61

Course Under-graduate 440
Postgraduate 225
PhD 140

Stream Science 361
Commerce 408
Humanities 66

Source(s): Primary Data
Table 1.

Demographic details
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Measures
Teasing. The third section consists of a weight-based teasing scale. The scale was developed
by Eisenberg et al. (2003) and is a five-item, five-point rating ranging from 0 (never) to 4
(at least once a week) and a unidimensional scale. It was used to capture the victim’s teasing-
based feelings. A few statements are “You are teased about your weight” and “People act as if
they’re better than you”.

Gratitude. In the fourth section, McCullough et al.’s (2002) gratitude questionnaire-6 (GQ-6)
was used to assess the gratitude of the respondents. It is a six-item scale with seven-point
ranging from 1 (strongly disagree) to 7 (strongly agree) and unidimensional (Bansal et al.,
2022; Garg et al., 2021). A few statements of GQ-6 are “I have somuch in life to be thankful for”
and “when I look at the world, I don’t see much to be grateful for.”As directed byMcCullough
et al. (2002), statements “When I look at the world, I don’t see much to be grateful for” and
“Long amounts of time can go by before I feel grateful to something or someone” were
reverse coded.

Depression.The last section explored depressive symptoms in Indian college students. For
this purpose, we used Kroenke et al.’s (2001) Patient Health Questionnaire (PHQ-9) scale. The
scale is a nine-item, four-point rating ranging from 1 (not at all) to 4 (nearly every day) and a
unidimensional scale. A few scale items are “little interest or pleasure in doing things” and
“poor appetite or overeating”.

Reliability and validity and common method variance
Internal consistency reliability was assessed using Cronbach’s alpha (CA) and composite
reliability (CR) values. According to George and Mallery (2003), the accepted values of
Cronbach’s alpha and composite reliability are 0.70. Cronbach’s alpha values of weight-based
teasing, depression and gratitude are 0.82, 0.89 and 0.84, respectively. The composite
reliability values of teasing, depression and gratitude are 0.88, 0.91 and 0.94, respectively.
These values indicated and confirmed the internal consistency reliability of every variable
used in the study. Further, average variance explained (AVE) was used to assess and verify
the convergent validity. According to Fornell and Larcker (1981), the acceptable value of
AVE should be equal to and above 0.50. The AVE values of teasing, depression and gratitude
are 0.59, 0.53 and 0.72, respectively. Hence, it confirms the convergent validity of the
variables.

Additionally, the data related to independent (weight-based teasing), moderating
(gratitude) and dependent (depression) variables were collected simultaneously, so the
problem of “common method variance (CMV)” was explored. We resorted to statistical and
procedural remedies to address such a problem. Procedural remedies included anonymity
and confidentiality of the participants, which reduced CMV risk (Podsakoff et al., 2012).
Therefore, personal information like the name was not collected. Furthermore, participants
were assured of the confidentiality and non-shareability of the data with any third party.
Also, participants were told that teasing and depression are two separate studies as a cover
story. After the survey, the truth was revealed to them and the reason behind the cover
stories, as Podsakoff et al. (2012) suggested. Lastly, as a statistical measure, Harman’s (1960)
one-factor method was used to assess CMV among the variable. The factor analysis of all
the variables did not result in a single factor, according to Chang et al. (2010). Hence, the
possibility of CMV was refuted. The most significant factor explained the 29.86% variance.
The descriptive statistics, validity and reliability are provided in Table 2.

Analysis of data
Correlation and hierarchical regression analysis was used to explore the relationship between
weight-based teasing and depressive symptoms. While exploring weight-based teasing’s
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influence on depressive symptoms, gender and age were controlled. Finally, the moderation
effect of gratitude on the relationship between teasing and depression was assessed using
PROCESS Macro by Hayes (2017) in IBM SPSS v21. Mean values of the measures were
considered for this research.

Results
The correlation between weight-based teasing and depressive symptoms is 0.714 (p < 0.05).
Hence, these results suggest that weight-based teasing correlates with depressive symptoms
positively, confirming that individuals who are teased based on their weight are also likely to
develop depressive symptoms. Also, the studies conducted by Madowitz et al. (2012) and
Greenleaf et al. (2013) confirm that teasing (in various forms) leads to psychological disorders
like stress and depression. Our study is in line with these findings. Three staged hierarchical
regression was used to conduct a regression analysis, whose results are presented in Table 3,
and summaries of the three models in Table 4. The only control variables, age and gender,
were considered in the first stage. It was found that those control variables were insignificant
depressive symptom predictors. In the second model, the independent variable, i.e. weight-
based teasing, was considered. It proved that although age and gender were insignificant
predictors as control variables, weight-based teasing was still a significant predictor with a
p-value less than 0.05. The results also proved that in Indian college students, age and gender
are insignificant variables that can control the relationship between weight-based teasing
and depressive symptoms. The correlation between the different variables of the study is

Variables
Descriptive statistics Correlation matrix

Mean SD CA CR AVE 1 2 3

Teasing 12.97 2.71 0.82 0.88 0.59 1
Gratitude 27.21 4.02 0.84 0.94 0.72 �0.612* 1
Dep. Symp 18.02 3.13 0.89 0.91 0.53 0.714* �0.550* 1

Source(s): Primary data, Teasing- Weight-Based Teasing, Dep. Symp- Depressive Symptoms, CA-
Cronbach’alpha, CR- Composite reliability and AVE- Average Variance Explained, Correlation Matrix, * Sig
at 0.05

Model Variable

Unstandardized
coefficient Standardized coefficient

t-value SigB Std. error Beta

1 Constant 1.478 0.079 23.303 0.000*
Gender 0.540 0.433 0.043 1.248 0.213
Age 0.598 0.348 0.060 1.720 0.086

2 Constant 1.079 0.086 12.073 0.000*
Gender 0.429 0.382 0.034 1.123 0.262
Age 0.085 0.309 0.009 0.276 0.783
Teasing 0.626 0.041 0.472 15.358 0.001*

3 Constant 0.601 0.130 4.623 0.000*
Gender 0.253 0.042 0.038 1.270 0.205
Age 0.194 0.034 0.010 0.323 0.747
Teasing 0.340 0.022 0.461 15.143 0.000*
Gratitude �0.491 0.020 �0.511 �4.506 0.000*

Source(s): Primary data, Teasing- Weight-Based Teasing * Sig. at 0.05

Table 2.
Descriptive statistics

and correlation matrix

Table 3.
Results of hierarchical

multiple regression
(DV- Depression)
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reported in Table 2. Therefore, the study concludes: weight-based teasing can be associated
as one of the reasons behind the development of depressive symptoms in Indian college
students.

Further, gratitude as a control variable was introduced in the third model. The study
explored that gratitude negatively correlates with weight-based teasing (r 5 �0.612) and
depressive symptoms (r5�0.550), which means individuals with highly grateful behaviour
or those who experience or practice gratitude in some way or another are resilient to the ill
effects of teasing and depression. The third model suggested a negative impact of gratitude
on the relationship between weight-based teasing and depressive symptoms. The
standardized regression coefficient for teasing is 0.461 (p < 0.05), and for gratitude is
�0.511 (p < 0.05), which accepts hypotheses 1 and 2, respectively. The comparative
assessment of the threemodels confirmed the improvement in the coefficient of determination
from 0.110 to 0.475 and 0.110 to 0.494, implying that control variables explain only 11%of the
variation in the dependent variable. Factors like workplace bullying, peer teasing, medicine
like isotretinoin, or the loss of some significant other explain the rest, 36.5 and 38.3% (see
Figure 1).

Moderation analysis using the PROCESS macro
Moderation analysis was further conducted to confirm the results of Model 3 (gratitude’s
intervention) of hierarchical regression analysis. Table 5 presents the moderation analysis.
The explored moderation effect of gratitude on the relationship between weight-based
teasing and depressive symptoms observes a reduction in the regression weights of teasing
from 0.741 to �0.100 when interacting with gratitude. The results were in line with those of
Model 3. The results indicate that gratitude helps in reducing the effect of weight-based
teasing on depressive symptoms in Indian collegiates. In layperson’s terms, a collegiate with
high gratitude score is less likely to be impacted by weight-based teasing. Also, the F-value
indicate a significant moderation effect of gratitude. Further, Figure 2 shows the gratitude
moderation effect diagram. It shows that an individual with a high gratitude score

Model R R Square Adjusted R square
Change statistics ANOVA

F changes Sig F changes F Sig

1 0.110 0.006 0.004 2.465 0.043* 2.465 0.086
2 0.475 0.226 0.223 235.861 0.000* 80.728 0.000*
3 0.494 0.244 0.240 20.301 0.000* 66.997 0.000*

Source(s): Primary data, * Sig. at 0.05

Weight-Based 
Teasing

Gratitude

Depressive 
Symptoms

H1
H2

Source(s): Authors’ creation based on Model 1 given by Prof. Hayes

Table 4.
Model summary

Figure 1.
Proposed
moderation model
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(represented by a line with red triangles with gratitude at 6 in Figure 2) can cope with and
resist weight-based teasing-induced depressive symptoms. Hence, these findings and those
explored using correlation and hierarchical regression empirically support the third
hypothesis.

Discussion
In the preceding sections, it has been clearly shown with appropriate references that
teasing (specifically weight-based teasing) has played a crucial role in communicating
emotions, albeit with positive and negative consequences (Myers et al., 2013). Keltner et al.
(2001) observe that teasing has various meanings, depending on the scenario and the

Model Coefficient S. E t-value p LLCI ULCI

Constant 0.675 0.284 0.288 0.041 0.423 0.682
Weight-Based Teasing 0.741 0.035 5.120 0.000 0.361 0.756
Gratitude �0.301 0.084 �3.610 0.003 �0.711 �0.103
Interaction (T*G) �0.100 0.006 �2.220 0.026 �0.248 �0.005

Model R2-Change F-value p

Interaction (T*G) 0.214 4.903 0.026*

Source(s): Primary Data, G-Gratitude, T- Weight-Based Teasing, * Sig at 0.05
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receiver’s interpretations (Winfrey, 1993). Barnett et al. (2004) propose that when teasing is
done in a friendly manner or for fun, it promotes pro-social behaviours without the intent
to hurt the receiver’s emotions. These pro-social behaviours can lead to stronger peer
friendships or promote positive intimate relations between partners (Meston and
O’Sullivan, 2007; Burnett Heyes, 2020). However, when an individual is teased for a
long or when the receiver’s emotions get hurt, then teasing is said to be dangerous teasing
(Payne et al., 1999). Blanco et al. (2019) have suggested that teasing can gravely impact
mental well-being based on weight or body type when a child is teased. This impact on
mental health can make teenagers susceptible to drug abuse (News Bureau, 2020) and
other psychological problems like social anxiety (Webb et al., 2020) and depression
(Szwimer et al., 2020; Merlo et al., 2018). Also, the present literature has suggested various
interventions like campaigns and workshops to create awareness on reducing weight-
based teasing to deal with depression due to weight-based teasing (Eisenberg et al., 2003;
Gredler and Olweus, 2003). It does not adequately study the impact of weight-related
teasing and tools of positive psychology 2.0 to reduce the ills of such teasing at the
individual level, especially among college students. This inadequacy prompted the current
study, which adequately explores the effect of weight-based teasing on Indian college
students and suggests that gratitude moderates the relationship between weight-based
teasing and depressive symptoms.

The study proposes that collegiates may experience depressive symptoms due to weight-
based teasing. The study found a significant negative correlation between gratitude and
weight-based teasing and gratitude and depressive symptoms. Initially, the study deployed
correlation and hierarchical regression analysis to substantiate a relationship between
weight-based teasing, depressive symptoms and gratitude. The correlation results presented
in Table 1 proved that weight-based teasing significantly positively correlates with
depressive symptoms. The hierarchical regression results of Model 1 and Model 2 (Table 3)
also suggest that irrespective of victims’ age and gender, weight-based teasing can lead to the
development of depressive symptoms. In other words, weight-based teasing is one of the
reasons behind increased depression-linked cases in Indian college students. Other factors
can be cyberbullying (Bansal et al., 2022), techno-ethical stress (Verma et al., 2022), (Anju et al.,
2021) or even Brain Emotional Systems (Giacolini et al., 2021). Hence, the present study
further expanded upon Beck’s (1967) Cognitive Theory on depression.

The results of hierarchical regression (Model 3) and moderation analysis presented in
Tables 3 and 5 and Figure 2 suggest that gratitude moderates the relationship between
weight-based teasing and depressive symptoms. When weight-based teasing interacted
with gratitude, the total effect of weight-based teasing on depressive symptoms reduced
from 0.741 to �0.100. In other words, it can be said that students with higher grateful
behaviour are less likely to get affected by weight-based teasing and are at a lower risk of
developing depressive symptoms. All the results follow Fredrickson’s (2004) analysis that
gratitude, like any other positive emotion, builds an individual’s social resources and follows
Fredrickson’s broaden and build theory (2004). Fredrickson further suggested that gratitude
broadens individuals’ modes of thinking and helps in developing their “enduring personal
and social resources” (2012, p. 159). In our case, the authors also suggest that gratitude will
help students broaden their minds, making them resilient towards negative emotions like
weight-based teasing. Further, when we talk about Lord Shree Krishna’s message in
Shree Bhagavad Gita when he suggests praising nature as one of the ways to show gratitude
towards the almighty, in many ways, the Lord meant to broaden the perspective
(Upadhyaya, 2018; Prabhupada, 1997). The broadened perspective will help people see
negative emotions or events as part and parcel of life, which will make people resilient
towards the negativity (like developing depressive symptoms) arising out of those bad
events. Also, students are considered the torch bearer of the future. Hence, the study
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suggests that students with a positive outlook toward their surroundings, including people,
will positively impact the future (Yoshida, 2022; Garg and Sarkar, 2020). Such individuals
will be less impacted by teasing or other incidents. Hence, theworldmay see reduced revenge
crime and mental issues arising from crimes.

Conclusion
To summarise, the study explored weight-based teasing and its impact on college students’
psychological well-being. The psychological impact was studied by assessing depressive
symptoms. The study suggested a significant positive correlation between the two. Finally,
the study recommended practising gratitude to reduce the impact of weight-based teasing-
related depressive symptoms by assessing gratitude’s moderation effect on the relationship
between weight-based teasing and depressive symptoms.

Implications
Theoretical
The present study has contributed to the literature’s theoretical development in the
following ways.

One of our study’s contributions is improving the present understanding of the
relationship between weight-based teasing and its effects on the psyche of individuals
(Schvey et al., 2017). Literature has reported non-satisfactory results based on the age and
gender of victims. In contrast, this study has proven that the gender and age of victims
are insignificant to relating episodes of weight-based with the development of depressive
symptoms, especially in the Indian context. The study also expands Beck’s (1967) Cognitive
Theory on Depression. The study contributes an empirically tested relationship between
weight-based teasing and depressive symptoms. Though the literature on the said theory
contains many studies, they are inadequate, especially from weight-based teasing’s point of
view. This study expands the literature by empirically testing the relationship between
weight-based teasing and depressive symptoms in the Indian context. The results of this
study suggest that weight-based teasing acts as one of the sources of developing depressive
symptoms in college students. In other words, the negative experiences and emotions arising
out of weight-based teasing create a systematic bias in the thinking process that leads to the
development of mental issues like depressive symptoms in college students. As the study
assesses this relationship among college students, it fulfils a long pending literature gap.
Earlier studies have assessed the said relationship in children and its associated impact in
adulthood (Costello et al., 2003).

Additionally, the study has contributed to improving the present understanding of the
moderating effect of gratitude as an individual level of intervention to tackle the rising cases
of depressive symptoms in the younger generation, especially collegiates. Previous studies
have suggested a community-wide approach, like reducing stigmatization of weight-related
teasing, which has played a role in tackling depressive symptoms (Meghani and Harvey,
2016). In contrast, this study expands the literature on Fredrickson’s (2004) broaden and build
theory. The study suggests that positive emotions like gratitude can help an individual build
hope, optimism and resilience that can cushion the impact of negative emotions like teasing
and depressive symptoms. The literature also lacks adequate gratitude-related studies on the
organizational setup. The authors explore the significance of practising and experiencing
gratitude in the educational setup to address this gap through this study. Finally, the
literature does not adequately explore the moderation effect of gratitude. Hence, this
pioneering study assesses the moderating role of gratitude in the relationship between
weight-based teasing and depressive symptoms.

Weight-based
teasing



Practical
The results of this study will help society, academicians and policymakers in the
following ways.

The results from this study will help create awareness about the negative impact of
weight-based teasing on the victims. They further help policymakers and academicians
create effective policies and programs to sensitize people on such issues. As weight-based
teasing leads to depressive symptoms among college students, the present study will also
help academicians conduct seminars andworkshops on sensitizing students about their body
type and the ill effects of weight-based teasing on them. Once the students are sensitized
about the body types, teasers can introspect their deeds, and their thoughts about body types
may change. From this, we can see a lower rate of weight-based teasings. Also, the victims of
weight-based teasing may feel a shift in their perception of self (Porter et al., 2012), and they
might start to take negative comments as small jokes.

Also, in the Indian context, where people find it taboo to talk about mental health,
awareness program about depressive symptoms and tips to combat it can be introduced to
create awareness in the citizens by the Health Ministry. These programs will not only help
society to understand depression as a mental disease having serious repercussions but also
broaden the perspective of society not to find it taboo when individual talks about their
mental health. For instance, these awareness programs can help people understand that
depressive symptoms can develop due to many factors, and in some instances, they are
curable too. Also, it will encourage victims of depressive symptoms to seek help and improve
their lives. People will be free from the fear of getting stigmatized and talk more freely about
their mental health (Schvey et al., 2017).

Further practising and experiencing gratitude can help to combat the situation, as
suggested by the results. A curriculum on the same can be introduced at the university
level. Like Delhi Technological University, India, a few other universities have also
introduced courses related to gratitude at the undergraduate level and strive to promote
grateful behaviour in the institution. Researchers like Garg (2020), and Watkins (2014),
recommend numerous interventions related to gratitude, like “count your blessings and
‘self-introspection’”. Garg (2019) further explains that the positive attitude of a teacher is
contagious, and such an attitude inspires students during their life. He further suggests
that a teacher should practice grateful behaviour. Thus, this study suggests cultivating an
environment that promotes grateful behaviour in the organization. Hence, gratitude will
broaden the thinking perspective of individuals and foster positive emotions. For instance,
positive emotions like joy, happiness, hope and confidence will cushion negative
comments on weight and see the bigger picture. The victims with broadened thinking will
be able to judge and filter out weight-related comments and instead put those negative
comments or emotions in a broader prospect. Positive emotions will help them give a better
meaning to life and see their current situation, not as their destiny. A person with
broadened thinking will take negative comments as a source of motivation to lose weight
(if they want to).

Limitations and future recommendations
The study presents exciting findings, but it too has certain limitations. Firstly, the sample is
based on college students. Hence, the validation of results across generations needs to be
conducted. Secondly, the study uses cross-sectional data. Though the problem of CMV was
addressed adequately, we suggest researchers use longitudinal research design in the future.
Thirdly, the scales used were unidimensional; in the future, researchers may study other
dimensions of the variables, like hope or appreciation, to explore gratitude and its effects.
Future research can further probe the areas like eve-teasing to add to the literature on teasing
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and depression. Fourthly, the use of self-administered psychometric tools may lead to some
biases, like an individual with pre-existing depressive tendency, even subclinical or as a
personality characteristic, may be more likely to interpret a simple joke as teasing. Though
the definition of teasing, as mentioned in the literature review, suggests the interpretation of
an act or verbal communication as teasing a personal perception solely, future researchers
are suggested to consider this limitation of self-administered psychometric tools and perform
the research adequately. Lastly, although India is a diverse country, the study did not explore
the impact of culture and its practices on gratitude, teasing and depression. Hence, future
studies can explore these aspects.
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