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Abstract
The image segmentation task becomes complex due to spatially distributed noise and vague boundary structure between
the regions. For handling the vagueness present in images, fuzzy set theory-based clustering is popular for segmentation.
Recently, the picture fuzzy set theoretic clustering methods have been investigated for image segmentation in literature. Few
works based on picture fuzzy clustering have been reported to handle the vagueness and noise present in the image during
segmentation. In literature, most research work uses smoothing for handling noise in the segmentation, which results in
the loss of fine structure of images. Moreover, the non-linearity present in the data is also not addressed well, resulting in
the loss of crucial features. In this research work, we have presented a picture fuzzy set-based clustering method termed as
kernel fuzzy clustering based on picture fuzzy sets and KL divergence measure (KFPKL) to address the problem of noise,
vagueness, and non-linear structure present in images. The picture fuzzy set can handle the vagueness present in data. We
have included a KL divergence measure-based term in the proposed optimization problem to dampen the effect of noise in
the segmentation process. To capture the non-linear structure present in images, the kernel distance measure is used in the
proposed optimization problem. The experiments have been carried out on several synthetic image datasets and two publicly
available brain MRI datasets. The comparison with the state-of-the-art methods shows that the proposed approach provides
better segmentation performance in terms of average segmentation accuracy and Dice score.

Keywords Picture fuzzy sets · Picture fuzzy clustering · Kernel distance measures · Image segmentation ·
Magnetic resonance imaging · KL divergence

1 Introduction

Medical imaging devices are considered a handy tool for
medical practitioners. These devices delineate the internal
organs, which aids in the faster diagnosis of medical
disorders. Some of the commonly used medical imaging
modalities are X-ray scan, Computed Tomography (CT)
scan, Medical Resonance Imaging (MRI), Endoscopy,
Positron Emission Tomography (PET), and Ultrasound.

� Dhirendra Kumar
dhirendrakumar@dtu.ac.in

Inder Khatri
inderkhatri999@gmail.com

Aaryan Gupta
aryan227227@gmail.com

1 Department of Applied Mathematics, Delhi Technological
University, Delhi, India

Among these, MRIs are usually considered the safest and
most efficient as they provide high-contrast images with
a multi-dimensional view. Unlike other modalities, they
do not involve harmful ionizing radiations during image
acquisition. Due to these advantages, MRI modality is
preferred in investigating delicate body parts like soft brain
tissues consisting of White Matter (WM), Gray Matter
(Gray Matter), and Cerebrospinal Fluid (CSF).

With a large amount of MR data produced daily, faster
and more accurate analysis of this data is desired, which
requires skilled radiologists. However, the manual analysis
of these images by radiologists is time-consuming, and
further, the varying knowledge level of radiologists makes
the analysis of these images inconsistent. Also, the MR
images are often corrupted by additive noise, intensity
non-uniformity (INU), and partial volume effect, making
manual segmentation challenging. Hence, all these factors
create a requirement for automated algorithms to support
radiologists in providing quicker and more efficient analysis
of these images. Several approaches for automated medical

http://crossmark.crossref.org/dialog/?doi=10.1007/s10489-022-04315-4&domain=pdf
http://orcid.org/0000-0002-8902-5022
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image segmentation have been introduced in the literature,
which can be broadly categorized into Region Growing [49],
Threshold-based method [8], level set methods [2, 40, 61],
Deep Neural Networks [9, 25, 46], Markov Random Fields,
[24, 69, 73] Atlas Guided Approaches [47], Bayesian
Approaches, graph cut [14], and Clustering techniques
[4, 5, 15, 26, 30, 32, 35, 43–45, 63]. Among these, clustering
techniques are found to be the most effective due to a
good trade-off they offer between the time complexity and
segmentation quality which a major drawback of most of
the other approaches.

Clustering is a well-known unsupervised learning tech-
nique used to group unlabeled data based on certain
similarity measures. Some common clustering approaches
are Centroid-based, Density-based, Distribution-based, and
Hierarchical clustering [31]. Centroid-based clustering
algorithms are the easiest to implement, and are found to be
efficient for a variety of applications including data mining
[6], image segmentation [11], document classification [34],
data compression [42], bio-informatics [33], etc. Centroid-
based clustering is further classified into Hard C-Means
(HCM) and Fuzzy C-Means (FCM). In HCM, data points
are given a membership value of either 0 or 1 to a given clus-
ter resulting in the crisp membership matrix (1 if it belongs
to a cluster, otherwise 0) [41]. However, in real-world appli-
cations, where a data point can fit in more than one cluster,
HCM allocates datapoint to only one cluster. FCM, on the
other hand, resolves this issue by using fuzzy set theory,
where the membership matrix is soft. Thus, membership
values could be any real value in between 0 and 1. The mem-
bership value of each data point corresponding to a cluster
is inversely proportional to its distance to the prototype of
that cluster [7].

In MRI images, voxels at boundaries may belong to
more than one tissue; thus, a given voxel generally carries
the information of different tissue classes. In the presence
of imaging artifacts such as noise and intensity non-
uniformity, the image quality deteriorates, inducing the
non-linearity and uncertainty in MRI images. This makes
the intensity distribution of MR images complex, against
which most of the Fuzzy set theory based methods discussed
in the literature are not robust. To overcome this, several
clustering methods based on advanced fuzzy sets, such
as intuitionistic fuzzy sets (IFS) and picture fuzzy sets
(PFS), have been proposed in literature. These advanced
fuzzy sets-based clustering methods carry the additional
information that can model the non-linearity and uncertainty
associated with MR images. However, existing methods
based on advanced fuzzy sets have certain limitations,
such as optimal parameter selection, over smoothing while
handling the noise, and computational overhead. This leads
to minimal preservation of shapes and structures and thus

make them less robust to imaging artifacts. Details of these
segmentation methods are discussed in Section 2.

Recently, picture fuzzy set theory based clustering
techniques have been investigated due to the better
representational capability of PFS compared to the FS
and IFS. Motivated by this, we formulate an optimization
problem for clustering using a picture fuzzy set theoretic
framework that solves the problem of noise, uncertainty,
and non-linearity in the MRI image. In this work, we
have proposed kernel fuzzy clustering using the picture
fuzzy set theoretic approach via KL divergence measure,
referred to as KFPKL. We utilize the Gaussian kernel
distance measure to compute the distance measure in higher
dimensional feature space. Due to the transformation of data
points in higher dimensional feature space, the Gaussian
kernel can solve the problem of inherent non-linearity
in data without increasing the computational complexity.
We also incorporate the KL divergence measure in the
proposed optimization problem, which gives a better trade-
off between robustness to noise and shape preservation.

In summary, the main contributions of this paper are as
follows:

– The optimization problem for clustering is formulated
using picture fuzzy set theoretic framework for han-
dling the noise and non-linearity.

– Picture fuzzy set theory based clustering method
is developed which increases the representational
capability of clusters for better decision making.

– The proposed clustering approach aims at diminishing
the effect of the noise in the segmentation process using
Kullback-Leibler (KL) based divergence measure.

– To handle the non-linear structures, the kernel distance
measures are utilized.

– The proposed clustering approach is robust to noise and
non-linear structure present in image for segmentation
task.

The rest part of this paper is organized as follows. Related
works are discussed in Section 2. Section 3 describes the
preliminaries. The proposed method is described in the
Section 4. The experimental results on various synthetic
and real data along with statistical analysis are presented in
Section 5. Finally, Section 6 includes the conclusion.

2 Related works

A wide range of medical image segmentation methods
has been discussed in the literature. These approaches can
be broadly categorized into Region Growing method [49],
Threshold-based method [8], level set method [2, 40, 61],
Deep Neural Networks [9, 25, 46], Markov Random Fields,
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[24, 69, 73] Atlas Guided Approaches [47], Bayesian
Approaches, graph cut [14], and Clustering techniques
[4, 5, 15, 26, 30, 32, 35, 43–45, 63].

Region growing is a region-based segmentation tech-
nique that integrates the neighboring pixels to form a seg-
mented region based on the initial seed location and the
similarity measure. In other words, region-growing segmen-
tation is a process of integrating pixels into larger groups
based on predefined seed pixels with some expanding cri-
teria and exit conditions. Due to the iterative procedure
over the pixels in the spatial domain, the region grow-
ing based segmentation methods often suffer from high
time and space complexity. Another way of segmentation
is threshold-based method which divides the images into
several clusters, based on some threshold values calcu-
lated in advance using the pixel intensity histogram. Several
threshold-based segmentation methods have been proposed
in the literature [8]. A salient feature of threshold-based
segmentation is that with the help of the threshold values,
one can determine the optimal number of clusters, mak-
ing the segmentation more precise. However, these methods
do not consider the spatial information of pixels, making
them vulnerable to additive noise. Also, their performance
largely depends on the threshold values, making them prone
to failure in case of any error in threshold calculation.

Level set-based segmentation is another vital approach
for image segmentation, where the images are represented
as contours given by the intersection of the surface with the
plane. The segmented region in the image is obtained with
the help of a numerical solution for processing topological
changes of contours which updates the surface with forces
derived from the image [57]. A major drawback of
level set-based segmentation approaches is their high time
complexity. Deep learning-based segmentation frameworks
have gained much attention in recent years as they
promise high accuracy. Various segmentation architectures
like DeepLabv3, EfficientNet, TransUnet, MedT, Swin-
Unet have shown state-of-the-art performance on several
benchmark tasks. However, these methods rely on labeled
training images and high-end computing resources. Further,
training deep learning models takes plenty of time, which
makes them expensive for image segmentation tasks.

In contrast to the aforementioned segmentation
approaches, the clustering-based methods provide a good
trade-off between the time complexity and segmentation
performance. As discussed in the introduction (Section 1),
fuzzy set theory based clustering methods are found to
be the most effective, particularly for the segmentation of
medical images. Since the performance of the FCM cluster-
ing for image segmentation task deteriorates in the presence
of noise, therefore several improvements over the conven-
tional FCM method have been proposed to suppress the

noise in segmentation process [1, 10, 13, 52]. Ahmad et al.
[1] proposed an improved FCM algorithm termed FCM S
that captures the neighbors’ pixel deviation from centroids
to dampen the noise via a spatial regularization term. One
major drawback of FCM S is calculation of regularization
term in each iteration, making it highly inefficient in terms
of time-complexity. Chen et al. addressed this shortcoming
of FCM S with pre-computed mean and median image in
the spatial regularization (termed as FCM S1 and FCM S2,
respectively) [13]. In this way, FCM S1 and FCM S2 sig-
nificantly reduced the computation time, however these
were not much robust due to the involvement of spatial
parameters and over-smoothing of images that loses fine
image details. Further, Szilgayi et al. [52] presented the
Enhanced FCM (EnFCM) that uses the histogram levels
instead of pixel intensity values in the objective function.
This avoids the repeated calculation for the same intensity
pixel levels and thus, makes the segmentation very faster.
Subsequently, Cai et al. [10], extended the EnFCM to a
Fast and generalized FCM method (FGFCM). FGFCM
incorporated neighborhood-dependent adaptive weights,
which resulted in improved performance and better results
than EnFCM. Similarly, Guo et al. [62] proposed a noise-
detecting Fuzzy C means (NDFCM) to handle the problem
of the in-homogeneous noise distribution in the MR images.
NDFCM efficiently suppresses the noise and is able to
preserve the sharp image details. It contains fewer input
parameters and have a relatively low time complexity com-
pared to the FGFCM. Another research work [74], proposed
a kernel generalized fuzzy c-means clustering with spatial
information termed KGFCM for image segmentation.

Most of the methods discussed above depend on specific
input parameters, which are required to be fine-tuned for
optimal performance. Also, these methods utilize smoothing
to handle the noise during the segmentation process, which
ultimately loses the image’s fine details. To address these
issues, Krindis et al. [35] proposed a fuzzy local information
clustering method (FLICM), which uses the deviation of the
neighboring pixel from the centroid’s intensity, weighted by
a fuzzy factor and spatial distance of neighbors. FLICM is
parameter-free, and its segmentation performance on noisy
images is also satisfactory. However, this method is highly
complex since the local information is calculated in each
iteration. Further, the loss function converges during step-
wise optimization, but the objective loss does not minimize,
making the optimization unstable. Motivated by FLICM,
Gong et al. [22] proposed its variant termed as KWFLICM
that replaced the Euclidean distance with kernel metric and
introduced a trade-off weighted fuzzy factor to use the
neighbor information adaptively. Although the KWFLICM
performs better than the FLICM, it inherits the unstable
optimization problem from FLICM. Zhao et al. [70]
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proposed another variant, namely a Neighborhood Weighted
FCM algorithm (NWFCM), which uses a neighbor-
weighted distance instead of Euclidean distance measure.
NWFCM is more robust to noise and faster than FLICM
and KWFLICM. Modified versions of the KWFLICM have
been reported to improve the noise resistance. Wu et al. [67]
proposed an extended KWFLICM algorithm, namely fuzzy
local information c-means clustering algorithm utilizing
total Bregman divergence driven by polynomial kernel
function (TKWFLICM). Another work by Wu et al. [64]
introduced a novel noise distance measure that combines
entropy-like kernel divergence and normalized variance
(NEKWFLICM), which improved the weighting term of the
local information in KWFLICM by making it kernel fuzzy
weighted.

Recently Lei et al. [39] proposed a fast and robust fuzzy
c-means algorithm (FRFCM) utilizing the reconstruction
operation as a pre-processing step to suppress the noise.
To avoid the heavy-computational distance calculation
between the neighbor pixels and centroids for neighborhood
information constraints, FRFCM instead leveraged the
membership filtering as a post-processing step. With no
regularization term in the objective function, FRFCM
significantly reduced the time complexity for segmentation
in presence of various noises. FRFCM, however is brittle
to the high-intensity noise and fails to preserve the
sharp edges and shapes when encountered with high-noise
samples. Zhang et al. [72] proposed DSFCM N, which
modeled the deviation between the original pixel values and
measured noisy pixels value as residual. They considered
the residual term as sparse and thus introduced it with l1
norm constraint in the objective function. Like FRFCM,
DSFCM N also did not show reliable performance when
tested with higher noise samples. Similarly, Wang et al.
proposed Weighted Residual Fuzzy C-means (WRFCM),
which used weighted l2-norm fidelity to make the residual
estimation more reliable and obtained better results than
the previous works [58]. With the same motivation, a few
other recent works like SRFCM [60], and LRFCM [59]
also utilized the residual modeling. SRFCM employed a
three-step iterative optimization algorithm constructed by
the Lagrangian multiplier method, hard-threshold operator,
and normalization operator. It further used morphological
reconstruction operation to suppress the noise and a
tight wavelet approximated feature space to filter the
images. Like SRFCM, LRFCM also uses morphological
reconstruction and wavelet transformation with Residual
noise modeling using l0 norm constraint.

In many real-world applications, the measurement of
data is imprecise. The fuzzy-based clustering method can
not handle the impreciseness of data as the obtained
fuzzy partition matrix is proportional to the distance
between the inaccurate data and the cluster centroid. Hence,

this imprecision in data acquisition creates uncertainty in
defining the membership value while the fuzzy clustering
process. To deal with uncertainty in defining membership
value, Atanassov proposed intuitionistic fuzzy set theory
[3] which increases the representational capability of the
real data. Integrating the intuitionistic fuzzy set in the
clustering process exploits the non-membership degree
and membership degree, leading to more precise, efficient
handling of noise and quicker convergence in contrast to
the traditional FCM [27]. In literature, many research works
advocated IFS theory based clustering as it can handle
the ambiguity while determining the membership values
[12, 36–38, 56, 68, 71].

Xu et al. [68] suggested a fuzzy clustering of data
represented in terms of IFS, which utilizes intuitionistic
Euclidean distance measure [53]. Chaira [12] introduced
the concept of IFS theory to address the problem of
uncertainty in defining the membership value, also termed
as hesitation degree in the conventional FCM algorithm.
Also, it increases the significant data points in a given
cluster through the entropy term defined for IFS. Dubey
et al. [20] tried to solve the issues of pixel intensity
variations using IFS representation of pixel intensity values.
The performance of the IFS theory-based clustering method
for the segmentation of the MRI images process deteriorates
in the presence of noise. It is observed that the neighboring
pixels of a given pixel in an image are similar, which leads
to the idea of considering local spatial information to handle
noisy pixels in the image segmentation problem.

Huang et al. [26] focused on the automatic opti-
mal parameter selection and introduced neighborhood
information-based IFCM algorithm with genetic algorithm
(NIFCMGA). The method showed robust performance
against noise and outlier in medical image segmentation but
took considerable computation time as it utilizes genetic
algorithm. Verma et al. [56] proposed a parameter-free
method to handle noise and outlier in the medical data
termed as improved IFCM (IIFCM). IIFCM used both local
spatial and grey level information together for MRI segmen-
tation. The method was found to be efficient on noisy data,
but it is a considerably time-consuming method. Further,
Kumar et al. [37] introduced a membership-dependent flex-
ible neighborhood constraint to the IFCM method and pro-
posed IFCM with spatial neighborhood information (IFCM-
SNI). The spatial neighborhood information term preserved
the fine image details and can deal with high-intensity var-
ious noises. Their model gives better results on noisy MRI
images than the counter ones.

It is observed that when the data is complex, the IFS
representation of real-world information corrupts. Thus,
the IFS set-theoretic approach for clustering becomes
inefficient to the need for uneven illumination and
complex image segmentation problem [65]. To improve
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the representation of data, Cuong et al. [18] extended the
Intuitionistic Fuzzy Sets to Picture Fuzzy Set(PFS) by
further detailing the degree of hesitancy to degree of refusal
and neutrality. Motivated by the fact that PFS is a more
generalized version of IFS theory, Son et al. [51] suggested a
picture fuzzy c- means (PFCM) clustering method based on
PFS theory. Thong et al. [54] suggested another variant of
fuzzy clustering of PFS (FC-PFS) that treated the degree of
neutrality and refusal identically. However, this assumption
of FC-PFS does not appears reasonable, and the same
reflects in its performance. Wu et al. [66] improved the
robustness of the PFCM algorithm by incorporating the
spatial context into the segmentation algorithm (referred to
as IPFCM). Further, Wu et al. [65] modified the IPFCM
method termed as AIPFCM method by introducing the
adaptive weights in the optimization problem of the IPFCM
method to enhance the segmentation performance. [65]
also proposed a robust adaptive entropy weighted picture

fuzzy clustering with spatial information (APFCMS), which
handles the noise in the image segmentation process. In
most of the methods, the spatial neighborhood information
term could not efficiently handle the problem of noise
due to the involvement of image smoothing directly or
indirectly in the segmentation problem. The smoothing
operation during the segmentation process overlooks the
delicate image structures and edges in an image. Also, the
major issue with most of the existing image segmentation
methods are non-linear structures present in the image and
optimal spatial regularization parameter value selection.
Table 1 summarizes the advantages and disadvantages of all
the related methods.

The research problems discussed above motivate us to
present an effort to solve the problems in related works
with the help of proposed kernel fuzzy clustering using
the picture fuzzy set theoretic approach via KL divergence
measure to handle the noise and non-linearity present in the

Table 1 Summary of related methods

Method Advantage Disadvantage

FCM S [13] Proposed a Fuzzy Clustering framework with neigh-
bor’s information to tackle noise

Not able to preserve fine details, dependency on spatial
parameter for good performance

FLICM [35] Proposed a parameter-free algorithm for robust seg-
mentation

Optimization was not found to be stable and was not
converging

EnFCM [52] Used histogram levels instead of spatial images
for clustering, which significantly reduced time
complexity

Dependent on spatial parameters and fine details not
preserved

FGFCM [10] Improved EnFCM by giving the adaptive weights to
the neighbor pixel in the window on the basis of spatial
and grayscale distance

Dependent on two input parameter and the performance
gain was not significant

KWFLICM [22] Improved FLICM by using Kernel Distance and Fuzzy
weighted tradeoff

Optimization was not found to be stable and was not
converging, and was time inefficient

NDFCM [23] Proposed a parameter auto-tuning algorithm to tackle
noise intensity inhomogeneity in the image

Sensitive to the input parameters, also dependent upon
three parameter which need to be finetuned

IPFCM [65] Extended FCM S to the Picture Fuzzy Sets Framework
with a symmetric picture fuzzy regularizing term

Lacks adequate robustness to noise and outliers and was
dependent on spatial parameter alpha

KGFCM [74] Added a membership Constraint for faster conver-
gence and used kernel metric

Not robust to different type of noises

APFCMS [65] Improved IPFCM by adding adaptive weights to
Neighborhood information optimized with algorithm
and making the membership value neighborhood
weighted in the cost function

Fine details not preserved and over smoothing of images

IFCMSNI [37] Proposed a novel Spatial Neighborhood Information
term in IFS clustering

Not robust to the high strength of noise

IIFCM [56] Used IFS Clustering with neighborhood information
dependent on the spatial and grayscale distance of
neighbor pixels

High time complexity due to the intensive internal
operation

FRFCM [39] Used Morphological Reconstruction as pre-processing
and membership filtering as post-processing step

Not stable and difficult to obtain a tradeoff between noise
robustness and over smoothing

DSFCMN [72] Considered the deviation due to noise to be sparse as
found in real-life scenarios and used l1 norm constraint

Performance drops when used for high-level noise
images

WRFCM [58] Improved DSFCMN by using l2 norm fidelity
constraint and introducing weight term for residuals

Performance drops when used for high-level noise
images
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image refereed as KFPKL. The proposed KFPKL method
is a PFS theory-based clustering method that incorporates
the Gaussian kernel distance measure. It helps to cluster
the data points robustly as the distance calculation is done
in a higher dimensional space using the kernel trick. Due
to the transformation of data points in higher dimensional
feature space, the kernel trick can solve the problem
of inherent non-linearity in data without increasing the
computational complexity. Further, to check the efficacy of
the proposed KFPKL method, experiments are performed
on various real and synthetic datasets. The performance of
the proposed method is compared quantitatively in terms of
average segmentation accuracy (ASA) and Dice score (DS)
with well-known existing methods such as FCM S [13],
FLICM [35], EnFCM [52], FGFCM [10], KWFLICM [22],
NDFCM [23], IPFCM [65], KGFCM [74], APFCMS [65],
IFCMSNI [37], IIFCM [56], FRFCM [39], DSFCMN [72]
and WRFCM [58].

3 Preliminaries and notations

The description of notations used in this work and related
definitions are presented here in this section.

Definition 1 Fuzzy set: A Fuzzy set is a set in which each
member element will have the fractional membership via
a membership function μA : X → [0, 1] which gives the
degree of belongingness [69]. If A is a fuzzy set defined
over a set X, it can be represented as:

A = {(x, μA(x)) : x ∈ X} (1)

Definition 2 Picture fuzzy set (PFS): A Picture fuzzy set B,
is an extension of fuzzy set over X which is represented as
[18]:

B = {(x, μB(x), ηB(x), γB(x)) : x ∈ X and 0

≤ μB(x) + ηB(x) + γB(x) ≤ 1} (2)

where μB : X → [0, 1], ηB : X → [0, 1], γB : X →
[0, 1] are positive membership value, neutral and negative
membership functions of an element x in the set B.

The refusal degree ξB(x) of an element x in the set B

is represented as ξB(x) = 1 − (μB(x) + ηB(x) + γB(x)).
In case ξB(x) = 0, the PFS B reduces to IFS B and when
ηB(x) = 0; ξB(x) = 0 then the PFS B is reduced to FS B

for all x in B.

3.1 Kernel methods

Kernel-based machine learning techniques have proved to
be efficient for several classification and feature extraction
techniques such as Support Vector Machines (SVM) [17, 55],

Kernel Principal Component Analysis (KPCA) [50] and
Kernel Fisher Discriminant (KFD) [48]. Generally, feature
vectors associated with real data are not linearly separable,
and further learning non-linear boundaries for classification
is challenging. According to Cover’s theorem [16], the
transformation of data points from original low dimensional
space to high dimensional space can be beneficial as data
points are linearly separable in higher dimensional space.
But, at the same time, the computational complexity for
learning the classifier for high dimensional data is high as
it involves a non-linear mapping φ from the original space
to higher dimensional space. The problem of computational
complexity can be address using a kernel function K(xi, xj )

which satisfies Mercer’s condition [29] given as:

K(xi, xj ) = φ(xi)
T φ(xj ) (3)

where xi represents data in original space, φ(xi) denotes
the data in higher dimensional space. From (3), it is clear
that the kernel function facilitates the ease of calculating the
required metric without the transformation of data in higher
dimension space. The use of kernels has a wide application
in many areas as they map data onto a high-dimensional
feature space to enhance the representation capability of
linear machine learning model. The linear kernel function,
polynomial kernel function of degree p, sigmoid kernel
function, and the Gaussian radial basis function (RBF) are a
few important kernel functions that are presented as

K(xi, xj ) = xT
j xi

K(xi, xj ) =
(

1 + xT
j xi

)p

K(xi, xj ) = tanh
(
α

(
xT
j xi

)
+ β

)

K(xi, xj ) = exp

(
−‖xi − xj‖2

σ 2

)

respectively. Let elements xi and xj mapped to higher dimen-
sional space through a non-linear transform φ then Euclidean
distance in kernel space can be derived as follows:

‖φ(xi ) − φ(xj )‖2 = ‖φ(xi ) − φ(xj )‖T ‖φ(xi ) − φ(xj )‖

‖φ(xi ) − φ(xj )‖2 = φ(xi )
T φ(xi ) + φ(xj )

T φ(xj )

− 2φ(xi )φ(xj )

and according to (3) the above equation can be written as:

‖φ(xi )−φ(xj )‖2 = K(xi , xi )+K(xj , xj )−2K(xi , xj ) (4)

In case of Gaussian RBF kernel, this can be written as:

‖φ(xi ) − φ(xj )‖2 = 2(1 − K(xi , xj )) (5)

Similarly, the Euclidean distance for other kernel space
can be calculated by replacing the corresponding kernel
function in (4).
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3.2 Picture fuzzy clustering

Son [51] proposed picture fuzzy clustering by modifying
the conventional fuzzy c-mean to incorporate the advantage
of the PFS theory. This increases the interpretability of the
clustering and increases the representational capabilities.
Let X represent the set of N data points to be clustered in
c groups, then the optimization problem of picture fuzzy
clustering can be given as [51]:

min J (U,V : X) =
∑c

i=1

∑N

j=1

(
μij

1 − ηij − ξij

)m

‖xj

−vi‖2 (6)

with the following constraints

0 ≤ μij , ηij , ξij ≤ 1

0 ≤ μij + ηij + ξij ≤ 1 1 ≤ i ≤ c 1 ≤ j ≤ N

c∑
i=1

μij

1 − ηij − ξij

= 1, 1 ≤ j ≤ N

c∑
i=1

(
ηij + ξij

c

)
= 1, 1 ≤ j ≤ N

Where xj , vi , and m represent the j th datapoint, ith

cluster centroid and degree of fuzziness, respectively. The
membership degree, neutrality degree and refusal degree
corresponding to j th data point to ith cluster are denoted by
μij , ηij and ξij , respectively. These notations have similar
meanings throughout the manuscript. The optimization
problem (6) can be solved using the Lagrange method of
undetermined multipliers, and the solution can be given as:

μij = (1 − ηij − ξij )
‖xj − vi‖ −2

m−1

∑c
k=1 ‖xj − vk‖ −2

m−1

(7)

ηij = 1 − ξij +
c−1

c
∑c

k=1 ξkj

∑c
k=1

μij

μkj

( ‖xj −vi‖
‖xj −vk‖

) 2
m+1

(8)

vi =
∑N

j=1

(
μij

1−ηij −ξij

)m

xj

∑N
j=1

(
μij

1−ηij −ξij

)m (9)

ξij = 1 − (μij + ηij ) − (1 − (μij + ηij )
α)

1
α (10)

Using the above solution an alternating optimization
algorithm can be designed and segmentation results can be
obtained.

3.3 Fuzzy clustering on picture fuzzy sets (FC PFS)

Thong et al. [54] proposed the variant of picture fuzzy
clustering termed FC PFS. In the FC PFS method, the
optimization problem consists of either the refusal degree

or the neutral degree. This condition results in improved
performance of PFS as the other two degrees are
also updated throughout the optimization. The actual
membership value in the PFS framework is represented as
μij (2 − ξij ). Let X represents the set of N data points to be
clustered in c groups, then the optimization problem of the
FC PFS method can be given as [54]:

min J (U,V : X) =
∑c

i=1

∑N

j=1
(μij (2 − ξij ))

m‖xj

−vi‖2 +
c∑

i=1

N∑
j=1

ηij (log ηij +ξij ) (11)

with the following constraints

0 ≤ μij , ηij , ξij ≤ 1

0 ≤ μij + ηij + ξij ≤ 1 1 ≤ i ≤ c 1 ≤ j ≤ N
c∑

i=1

μij (2 − ξij ) = 1, 1 ≤ j ≤ N

c∑
i=1

(
ηij + ξij

c

)
= 1, 1 ≤ j ≤ N

The optimization problem (11) can be solved using
Lagrange method of undetermined multipliers and the
solution can be given as:

μij = 1

(2 − ξij )

‖xj − vi‖ −2
m−1

∑c
k=1 ‖xj − vk‖ −2

m−1

(12)

ηij = exp(−ξij )∑c
k=1 exp(−ξkj )

(
1 −

∑c
k=1 ξkj

c

)
(13)

vi =
∑N

j=1(μij (2 − ξij ))
mxj∑N

j=1(μij (2 − ξij ))m
(14)

ξij = 1 − (μij + ηij ) − (1 − (μij + ηij )
α)

1
α (15)

Using the above solution an alternating optimization
algorithm can be designed and segmentation results can be
obtained.

4 Proposed kernel fuzzy clustering based
on picture fuzzy sets and KL divergence
measuremethod

As discussed earlier, the presence of non-linear structures
and the noise in the image make the task of image
segmentation challenging. Many fuzzy set-theoretic based
methods in the literature address noise and non-linearity
for image segmentation tasks. It has been observed that the
segmentation performance mainly depends on the proper
selection of regularization parameter values for noisy image
segmentation problems. In this work, we have presented
a picture fuzzy set theoretic clustering method for image
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segmentation in the presence of the above mentioned
problems. Motivated by the picture fuzzy set theory-based
clustering method [54], we have formulated an optimization
problem (16) termed as kernel fuzzy clustering for picture
fuzzy set using the Kullback Liebler divergence measure
(KFPKL). The optimization problem consists of three
terms aiming to overcome the drawback of the existing
method. The first term utilizes the kernel distance measure
to handle the problem of non-Euclidean structures or
non-linear structures. Further, the second term aims to
diminish the noise effect in the segmentation process using
Kullback-Leibler (KL) based divergence measure with a
regularization parameter γ . This term incorporates the
neighborhood information to correctly assign the pixel
cluster label and introduce the fuzziness in the model.
The proposed optimization takes advantage of PFS over
FS and IFS. To preserve the consistency of the PFS
based optimization problem with the FS and IFS, the true
membership is denoted by μij (2 − ξij ). The third term∑c

i=1
∑N

j=1

(
ηij (log ηij + ξij )

)
tries to reduce the entropy

information corresponding to PFS set for obtaining good
cluster points. In this way, the optimization problem helps
the algorithm reduce the neutrality degree ηij and refusal
degree ξij of an element to become a cluster member.

Further, the constraint
∑c

i=1

(
ηij + ξij

c

)
= 1 ensures

at least one out of the neutrality degree ηij and refusal
degree ξij always exist in the model and the constraint∑c

i=1 μij (2−ξij ) = 1 indicates the sum of true membership
values to different cluster is always 1. The optimization
problem of the proposed KFPKL can be given as follows:

min Jφ
γ (U,V : X) =

c∑
i=1

N∑
j=1

(
μij (2 − ξij )

) ‖φ(xj ) − φ(vi )‖2

+γ

c∑
i=1

N∑
j=1

(
μij (2 − ξij )

)
log

(
μij (2 − ξij )

)

πij

+
c∑

i=1

N∑
j=1

(
ηij (log ηij + ξij )

)
(16)

Where πij = 1
|Nj |

∑
k∈Nj

(μik(2 − ξik))

Subject to the constraints

0 ≤ μij , ηij , ξij ≤ 1

0 ≤ μij + ηij + ξij ≤ 1 1 ≤ i ≤ c 1 ≤ j ≤ N

c∑
i=1

μij (2 − ξij ) = 1, 1 ≤ j ≤ N

c∑
i=1

(
ηij + ξij

c

)
= 1, 1 ≤ j ≤ N

The mapping utilized for the transformation of samples
to higher dimensional space is represented by φ. The
optimization problem (16) for the Gaussian radial basis

function (RBF) kernel function using (5) can be rewritten
as:

min Jφ
γ (U,V : X) =

c∑
i=1

N∑
j=1

(
μij (2 − ξij )

)
(1 − K(xj , vi ))

+γ

c∑
i=1

N∑
j=1

(
μij (2 − ξij )

)
log

(
μij (2 − ξij )

)

πij

+
c∑

i=1

N∑
j=1

(
ηij (log ηij + ξij )

)
(17)

Where πij = 1
|Nj |

∑
k∈Nj

(μik(2 − ξik))

Subject to the constraints

0 ≤ μij , ηij , ξij ≤ 1

0 ≤ μij + ηij + ξij ≤ 1 1 ≤ i ≤ c 1 ≤ j ≤ N

c∑
i=1

μij (2 − ξij ) = 1, 1 ≤ j ≤ N

c∑
i=1

(
ηij + ξij

c

)
= 1, 1 ≤ j ≤ N

Where the kernel distance measure is denoted by

K(xj , vi ) = exp
(−‖xj −vi‖2

σ 2

)
and the regularization param-

eter is denoted by γ . vi ∀i = 1, 2, . . . , c and xj ∀j =
1, 2, . . . , N represent the centroids of clusters and data
points respectively. After solving the optimization problem
(17), the membership value μij , cluster center vi , neutrality
degree ηij and refusal degree ξij using Lagrange’s method
of the undetermined multiplier can respectively be obtained
as:

μij =
πij exp

(
− (1−K(xj ,vi ))

γ

)

c∑
l=1

πlj exp
(
− (1−K(xj ,vl ))

γ

)
1

(2 − ξij )
(18)

vi =
∑N

j=1

(
μij (2 − ξij )

)
K(xj , vi )xj∑N

j=1

(
μij (2 − ξij )

)
K(xj , vi )

(19)

ηij = exp
(−ξij

)
c∑

l=1
exp

(−ξlj

)
(

1 −
c∑

l=1

ξlj

c

)
(20)

ξij = 1 − (μij + ηij ) − (1 − (μij + ηij )
α)

1
α (21)

Outline of the iterative procedure for finding the solution
of the proposed method is given below.

Figure 1 shows a demonstrative example of image
segmentation using the proposed approach. The left part of
the Fig. 1 shows the clean image, whereas the right part
depicts the same image with noise. Image contains four
regions i.e., 0, 1, 2 and 3. For demonstration, three windows
of size 5 × 5 from both clean and noisy image are selected
with intensities values shown at the bottom of image. It can
be observed that the final assignment made by the proposed
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Fig. 1 Demonstrative example

Algorithm 1 Proposed KFPKL algorithm.

approach to different regions for each of the noise windows
(depicted with three different colors) is consistent with the
ground truth (see the bottom part of Fig. 1).

4.1 Sensitivity analysis on parameter

The proposed KFPKL method requires Yager’s negation
parameter α, regularization parameter γ , and kernel metric
parameter σ as input. The method requires parameter α’s
value to be in the range [0, 1]. Figure 2 shows variation in
ASA for five BrainWeb MR images with noise levels 0, 3,
5, 7, and 9 on varying the value of regularization parameter
γ . It can be noted from Fig. 2 that the performance of the
proposed KFPKL method is better when the regularization
parameter γ values are in the range [0, 0.5]. On this reduced
range of search space, grid search is used to find the optimal
values with step size 0.1.

The selection of the optimal value of parameter σ

corresponding to the Gaussian RBF kernel function is
also crucial to the performance of the proposed KFPKL
method. Similar to the sensitivity analysis of γ , we perform
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Fig. 2 Variation in performance
in terms of ASA on several MRI
images with noise on different
values of γ

Fig. 3 Variation in performance
in terms of ASA on several MRI
images with noise on different
values of α

Fig. 4 Flow diagram for
evaluating the clustering
approach
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sensitivity analysis for parameter σ by running the KFPKL
algorithm for different values of σ in the range [100-200]
with step size 10. Figure 3 shows the ASA accuracy for
different values of sigma on the five BrainWeb images.
From Fig. 3, it could be observed that our proposed KFPKL
method is not sensitive to the kernel parameter σ , and thus,
we use the value of sigma to be 150 in all our experiments.

The salient features of the proposed KFPKL method are
as follows:

– The proposed method is utilizing the picture fuzzy set
theory that handle the higher level of uncertainty that
can not be handled with FS and IFS.

– The proposed method is efficient in performing the
image segmentation in presence of noise and non-
linearity.

– KL divergence based similarity measure is used to
dampen the noise.

– The proposed method is less sensitive to the values of
parameters involve for image segmentation process.

– The proposed method utilized the kernel distance
measure which can handle the non-linear structures
present in data.

5 Experimental setup and results

In order to validate the efficacy of the proposed KFPKL
method, we have performed experiments on one synthetic
dataset and two openly accessible datasets. Aim of the
experiment is to show the effectiveness of the proposed
KFPKL clustering approach for image segmentation task
for different kind of images including natural and medical
images. Experiments are designed to check the efficacy of
the proposed method in comparison to other related methods
such as FCMS,FGFCM, EnFCM, KWFLICM, FLICM,
NDFCM, KGFCM, IPFCM, APFCMS, IIFCM, IFCMSNI,
FRFCM, DSFCMN and WRFCM. For the comparison
purpose, both quantitative and qualitative results are
obtained on several images. The quantitative performance
metrics such as average segmentation accuracy (ASA) and
Dice score (DS) [13, 40, 52] can be calculated as:

ASA =
c∑

i=1

|Xi ∩ Yi |∑c
j=1 |Xj | (22)

DS = 2|Xi ∩ Yi |
|Xi | + |Yi | (23)

Where the number of clusters is represented by c, Xi

denotes the pixels corresponding to the ith class in the
manually segmented ground truth image. Yi represents
the pixels assigned to the ith class by the segmentation
algorithm. The cardinality of Xi is represented by |Xi |.
ASA depicts the overall segmentation performance of

a given method and lies in the range [0, 1]. On the
other hand, DS indicates the region-wise segmentation
performance, which lies in the range [0, 1]. The higher
value of both ASA and DS corresponding to the given
method shows the superior performance of that method.
Also, computation time analysis is performed to show the
superiority of the proposed KFPKL method over other
related methods. Further, statistical test is conducted to

Table 2 List of parameter values associated with each methods

Method Input
parameters

Optimal parameter
selection

FCM S [13] p, α p : 2

α : 0.2 − 3(step size 0.2)

FLICM [35] m m : 2

EnFCM [52] p, α p : 2

α : 0.2 − 3(step size 0.2)

FGFCM [10] m, λs, λg , m : 2

λs, : 0.2 − 5(step size 0.2)

λg, : 0.2 − 5(step size 0.2)

KWFLICM [22] m m : 2

NDFCM [23] m, λa, λs, λg m : 2

λs : 0.2 − 5(step size 0.2)

λg : 0.2 − 5(step size 0.2)

λa : 0.2 − 10(step size 0.5)

IPFCM [65] m, α, α1 m : 2

α1 : 0.2 − 3(step size 0.2)

α : 0.5 − 0.9(step size 0.1)

KGFCM [74] m, α, β m : 2

α : 0.99

β : 2 − 5(step size 0.2)

APFCMS [65] m, λ, α1, p, q m : 2

λ : 106

α1 : 0.5 − 0.9(step size 0.1)

p : 3

q : 6

IFCMSNI [37] m, α, β m : 2

α : 0.2 − 6(step size 0.2)

β : 0.5 − 0.9(step size 0.1)

IIFCM [56] m, λ m : 2

λ : 0.5 − 0.9(step size 0.1)

FRFCM [39] m m : 2

DSFCMN [72] m, λ m : 2

λ : (0.2 − 1) ∗ σ(step size 0.2)

WRFCM [58] m, β, η m : 2

β : (0.01 − 0.1) ∗ σ(step size 0.01)

η : 0.0001

KFPKL m, γ, α m : 2

γ : 0.1 − 1(step size 0.1)

α : 0.5-0.9 (step size 0.1)
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Fig. 5 Qualitative results
obtained on synthetic gray image
corrupted with Gaussian noise
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Fig. 5 (continued)
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Table 3 Details of datasets
utilized in the study Dataset Source Size Instances Noise

Brain Web http://www.brainweb 181 × 217 × 181 9 RN (5%, 7%, 9%)

.bic.mni.mcgill

.ca/brainweb

IBSR https://www.nitrc.org 256 × 256 × 63 5 RN (5%)

/projects/ibsr

Synthetic Image Synthesized 420 × 456 6 GN (5%, 10%, 15%)

RN (5%, 10% 15%)

Natural Images
(Coin corrupted
with noise)

Publicly available 300 × 246 2 SP (5%)
GN (5%)

validate the effectiveness of the proposed approach for
image segmentation task.

Figure 4 shows the flow diagram for evaluating
the qualitative and quantitative segmentation using the
clustering approach. First of all, we acquire the image,
followed by pre-processing, which for MR images consists
of skull stripping and tissue extraction, if required.
After this, the pre-processed image is passed to the
clustering algorithm which produces fuzzy partition matrix
corresponding to the image. Further, we get the crisp labels
by defuzzifying the fuzzy partition matrix which are used to
obtain the quantitative results. To get the qualitative results,
we can obtained the segmented image for different tissues
regions using the fuzzy partition matrix.

Table 2 shows the list of the associated parameter
corresponding to related methods along with the proposed
method. We obtain the optimized parameter value for
different techniques using the grid search and use the
average segmentation accuracy as the metric for final
parameter selection. We also report each parameter’s step

Table 4 Average segmentation accuracy for synthetic image dataset
corrupted by Gaussian noise

Methods\Images GN 005 GN 010 GN 015

FCM S 99.31 98.09 95.45
FLICM 99.11 98.96 98.86
EnFCM 98.37 98.09 97.56
FGFCM 98.93 98.74 98.00
KWFLICM 99.97 99.90 99.72
NDFCM 98.92 98.69 97.90
IPFCM 98.33 97.60 96.17
KGFCM 95.46 98.07 97.50
APFCM S 98.12 98.05 97.67
IFCMSNI 99.94 96.19 84.04
IIFCM 99.66 96.45 91.11
FRFCM 98.83 98.66 98.13
DSFCMN 98.36 95.76 94.45
WRFCM 99.13 98.36 97.89
KFPKL 99.99 99.96 99.93

size and range in Table 2. Please note that the symbols
mentioned in Table 2 are consistent according to the details
given in the corresponding research work.

5.1 Datasets

The performance of the proposed method is being validated
and compared with other related methods using a synthetic
gray image and two publicly available MRI datasets. The
synthetic gray image has four regions with intensities
4, 76, 148 and 201 (See Fig. 5(a)). For experiment purpose,
this gray image is adulterated with Gaussian noise and
Rician noise.

BrainWeb dataset consisting of simulated MRI brain
volumes is utilized. This dataset is obtained from the
Montreal Neurological Institute of McGill University’s,
McConnell Brain Imaging Center1 [15]. We have used
T1-weighted brain volume data which are simulated with
different intensity non-uniformity (0%, 20% and 40%) and
noise (1%, 3%, 5%, 7% and 9%) of resolution 1 × 1 × 1mm

with 181 × 217 × 181 dimension.
Internet Brain Segmentation Repository (IBSR) is the

second brain MRI dataset being used for validation purpose.
It is also an openly accessible dataset acquired from the
Internet Brain Segmentation Repository (IBSR)2 with given
ground truth or manually segmented images. Scull striping
for all the MRI images is done using the brain extraction
tool.3 Table 3 shows the detailed description of the different
datasets being used for validation of the proposed approach
for image segmentation problem.

1BrainWeb [online], available: http://www.brainweb.bic.mni.mcgill.
ca/brainweb.
2IBSR [online], available: http://www.cma.mgh.harvard.edu/ibsr/
3Brain Extraction Tool (BET) [online], available: http://www.fmrib.
ox.ac.uk/fsl/

http://www.brainweb
https://www.nitrc.org
http://www.brainweb.bic.mni.mcgill.ca/brainweb
http://www.brainweb.bic.mni.mcgill.ca/brainweb
http://www.cma.mgh.harvard.edu/ibsr/
http://www.fmrib.ox.ac.uk/fsl/
http://www.fmrib.ox.ac.uk/fsl/
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Table 6 Average segmentation accuracy for synthetic image dataset
corrupted by Rician noise

Methods\Images RN 05 RN 10 RN 15

FCM S 100.00 99.99 99.53
FLICM 100.00 99.80 99.07
EnFCM 100.00 99.45 98.75
FGFCM 98.99 98.97 98.96
KWFLICM 100.00 100.00 99.98
NDFCM 98.99 98.97 98.96
IPFCM 99.80 99.61 98.74
KGFCM 100.00 99.93 99.24
APFCM S 100.00 98.16 98.14
IFCMSNI 100.00 100.00 100.00
IIFCM 100.00 100.00 99.93
FRFCM 99.00 98.95 98.89
DSFCMN 99.00 98.13 97.81
WRFCM 99.17 99.16 99.15
KFPKL 100.00 100.00 100.00

5.2 Results on synthetic dataset

We demonstrate the robustness of the proposed method
in handling different types of noise with varying intensity
levels. We have conducted the experiments on synthetic
image data with added Gaussian white noise (standard
deviations of 5, 10 and 15) and Rician noise (standard
deviations of 5, 10 and 15). The results measuring average
segmentation accuracy and Dice score for these images are
shown in Tables 4, 5, 6 and 7. The experimental results show
that the proposed KFPKL method performs better than any
of the mentioned methods in suppressing Gaussian white
noise and Rician noise. The performance of all of the other
mentioned methods degrade significantly with increase in
noise level but the performance of proposed KFPKL method
remained consistent and wasn’t affected much by it.

The IFCMSNI method also performed well while seg-
menting the images corrupted Rician noise. The qualitative
segmentation results obtained using the proposed KFPKL
method and the other related methods corresponding to syn-
thetic gray image corrupted with Gaussian white noise with
standard deviation 5 are shown in Fig. 5. The proposed
KFPKL method have performed better in comparison to the
existing state of the art methods as shown in Fig. 5. The
proposed approach suppresses the noise without losing fine
details of image in the segmentation process. The similar
observation can be noted from Fig. 6 for the synthetic image
corrupted with Rician noise with standard deviation 5.

5.3 Qualitative results on coin image

This section presents the analysis on qualitative results
obtained for the natural images corrupted with salt and
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pepper noise and Gaussian noise. Figures 7 and 8 show the
segmentation results of the coin’s image, corrupted with salt
& paper noise of intensity of 5% and the Gaussian white
noise with standard deviation 5, respectively. The results
of KFPKL are more robust and precise in comparison to
other related methods. KWFLICM, FLICM, FRFCM, and
WRFCM also perform well in suppressing Gaussian and
salt & pepper noise, as shown in Figs. 7 and 8. It can
be observed that IFCMSNI, EnFCM, FCM S, KGFCM,
NDFCM, IPFCM, FGFCM, DSFCMN, and APFCM S
cannot suppress these noise efficiently in natural images.
We observe that most of the mentioned methods do
not entirely recognize the noise, the proposed KFPKL
method reduces the noise’s impact and obtains the correct
segmentation result.

5.4 Results on simulatedMRI dataset

The experimental results obtained on simulated MRI
BrainWeb dataset for different performance measures are
summarized in Tables 8, 9, 10, and 11. From these tables,
it can be point out that the proposed KFPKL method gives
best results in terms of ASA and DS in almost all the cases.
Though in some cases the average segmentation accuracy
and Dice scores of IFCMSNI, KGFCM, IIFCM and EnFCM
are comparable to the proposed method but when observed
on the whole dataset, the proposed method surely have an
upper hand over other related methods. The comparison of
DS for the proposed KFPKL method with existing methods
corresponding to segmentation of WM, GM and CSF in MR
images of the brain are listed in the Tables 9, 10 and 11
respectively. In case of GM, KFPKL performs better in 5 out
of 9 scenarios. FLICM, IIFCM and IFCMSNI also performs
better in one of the cases although the results are closed
to KFPKL. In case of WM, the proposed KFPKL performs
better in 6 out of 9 scenarios whereas the performance of all
of the other methods were below the proposed method. For
CSF, it could be observed that the KFPKL, KGFCM, IIFCM
and IFCMSNI performed well and showed very similar
performance. From the above observation and discussion on
ASA and DS result metrics, it can be concluded that the
performance of the proposed KFPKL method is superior on
this dataset.

Figures 9, 10 and 11 show the variation in performance,
in terms of ASA corresponding to all the methods
considered in this work for 0%, 20% and 40% intensity non-
uniformity, respectively. For a fixed INU level, we consider
six different noise levels 0, 1, 3, 5, 7 and 9, and observe
that KFPKL is effective in handling the noise. The ASA
of all the methods decrease with increase in noise levels
for a given intensity non-uniformity, but the performance
of the KFPKL does not degrade much when compared to
other related methods. We further show qualitative results
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Fig. 6 Qualitative results
obtained on synthetic gray image
corrupted with Rician noise
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Fig. 6 (continued)
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Fig. 7 Qualitative results obtained on coin image corrupted with SP noise
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Fig. 8 Qualitative results obtained on coin image corrupted with Gaussian noise
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Table 8 Average segmentation accuracy for BrainWeb dataset

Methods\Images Noise level 5 Noise level 7 Noise level 9

INU 0 INU 20 INU 40 INU 0 INU 20 INU 40 INU 0 INU 20 INU 40

FCM S 0.9478 0.9312 0.9093 0.9387 0.9347 0.9030 0.9321 0.9196 0.8957

FLICM 0.9359 0.9284 0.9089 0.9387 0.9321 0.9036 0.9321 0.9197 0.8942

EnFCM 0.9504 0.9459 0.9267 0.9393 0.9332 0.9134 0.9267 0.9207 0.9017

FGFCM 0.9232 0.9160 0.8952 0.9177 0.9113 0.8933 0.9073 0.9068 0.8879

KWFLICM 0.9366 0.9289 0.9067 0.9283 0.9217 0.8979 0.9220 0.9123 0.8973

NDFCM 0.9228 0.9158 0.8944 0.9165 0.9099 0.8887 0.9070 0.9053 0.8824

IPFCM 0.9508 0.9481 0.9278 0.9395 0.9327 0.9127 0.9288 0.9226 0.9034

KGFCM 0.9559 0.9516 0.9306 0.9417 0.9355 0.9144 0.9302 0.9242 0.9041

APFCMS 0.9301 0.9243 0.9065 0.9255 0.9198 0.9007 0.9181 0.9165 0.8961

IFCMSNI 0.9511 0.9493 0.9345 0.9406 0.9389 0.9229 0.9347 0.9282 0.9096

IIFCM 0.9541 0.9513 0.9392 0.9397 0.9397 0.9243 0.9239 0.9241 0.9105

FRFCM 0.9201 0.9112 0.8953 0.9134 0.9024 0.8841 0.9027 0.8960 0.8730

DSFCMN 0.9329 0.9272 0.9072 0.9318 0.9240 0.9079 0.9202 0.9148 0.8926

WRFCM 0.9387 0.9313 0.9127 0.9335 0.9264 0.9032 0.9232 0.9175 0.8959

KFPKL 0.9559 0.9552 0.9377 0.9436 0.9394 0.9215 0.9334 0.9284 0.9118

obtained for different methods along with the proposed
KFPKL corresponding to the MR image (with noise level
= 9% ) on an axial slice 90 shown in Fig. 12. The ground
truth for the MR image corresponding to WM, GM, and
CSF is also shown in Fig. 12 (b). It can be pointed out
that the qualitative segmentation results obtained using the
proposed method are robust to noise to a greater extent when
compared to other related works.

5.5 Results on real MRI dataset

The experimental results obtained on real MRI dataset
(corrupted by rician noise with standard deviation 5) are
summarized in Tables 12, 13 and 14. From these tables, it is
evident that the proposed KFPKL method is proficient for
brain MR image segmentation task. Average segmentation
accuracy of the proposed KFPKL method is the best in

Table 9 Dice score for WM BrainWeb dataset

Methods\Images Noise level 5 Noise level 7 Noise level 9

INU 0 INU 20 INU 40 INU 0 INU 20 INU 40 INU 0 INU 20 INU 40

FCM S 0.9636 0.9511 0.9251 0.9563 0.9512 0.9175 0.9511 0.9383 0.9123

FLICM 0.9576 0.9509 0.9325 0.9568 0.9502 0.9199 0.9511 0.9395 0.9104

EnFCM 0.9649 0.9607 0.9429 0.9573 0.9521 0.9338 0.9482 0.9427 0.9242

FGFCM 0.9528 0.9475 0.9291 0.9471 0.9418 0.9258 0.9398 0.9397 0.9215

KWFLICM 0.9664 0.9591 0.9361 0.9595 0.9531 0.9288 0.9534 0.9474 0.9297

NDFCM 0.9529 0.9476 0.9291 0.9475 0.9419 0.9234 0.9413 0.9395 0.9189

IPFCM 0.9651 0.9621 0.9435 0.9574 0.9529 0.9339 0.9516 0.9465 0.9266

KGFCM 0.9693 0.9651 0.9463 0.9591 0.9546 0.9432 0.9525 0.9474 0.9269

APFCMS 0.9552 0.9509 0.9361 0.9377 0.9328 0.9216 0.8996 0.9016 0.8919

IFCMSNI 0.9632 0.9565 0.9491 0.9683 0.9688 0.9624 0.9496 0.9419 0.9313

IIFCM 0.9701 0.9674 0.9569 0.9603 0.9574 0.9435 0.9478 0.9465 0.9338

FRFCM 0.9569 0.9489 0.9333 0.9518 0.9424 0.9242 0.9435 0.9366 0.916

DSFCMN 0.9572 0.9532 0.9339 0.9557 0.9496 0.9318 0.9489 0.9463 0.9218

WRFCM 0.9613 0.9552 0.9395 0.9575 0.9522 0.9311 0.9511 0.9472 0.9273

KFPKL 0.9703 0.9681 0.9532 0.9629 0.9604 0.9439 0.9587 0.9513 0.9337
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Table 10 Dice score for GM BrainWeb dataset

Methods\Images Noise level 5 Noise level 7 Noise level 9

INU 0 INU 20 INU 40 INU 0 INU 20 INU 40 INU 0 INU 20 INU 40

FCM S 0.9039 0.8855 0.8902 0.8952 0.9011 0.8981 0.8903 0.8873 0.8858

FLICM 0.8772 0.8742 0.8668 0.8917 0.8903 0.8856 0.8902 0.8817 0.8861

EnFCM 0.9317 0.9262 0.9018 0.9076 0.9022 0.8927 0.8946 0.8916 0.8861

FGFCM 0.8537 0.8485 0.8389 0.8546 0.8506 0.8419 0.8426 0.8424 0.8393

KWFLICM 0.8853 0.8832 0.8769 0.8791 0.8774 0.8715 0.8725 0.8645 0.8704

NDFCM 0.8526 0.8473 0.8368 0.8502 0.8447 0.8304 0.8364 0.8362 0.8254

IPFCM 0.9321 0.9291 0.9031 0.9091 0.8964 0.8915 0.8853 0.8815 0.8771

KGFCM 0.9382 0.9335 0.9069 0.9212 0.9134 0.8861 0.9067 0.8989 0.8731

APFCMS 0.8704 0.8655 0.8551 0.8838 0.8765 0.8626 0.8183 0.8276 0.8125

IFCMSNI 0.9285 0.9162 0.9006 0.9417 0.9424 0.9307 0.9103 0.8973 0.8748

IIFCM 0.936 0.9331 0.917 0.9169 0.9171 0.8983 0.894 0.8956 0.8777

FRFCM 0.8931 0.8826 0.8636 0.8857 0.8718 0.8496 0.8702 0.8643 0.8367

DSFCMN 0.9116 0.9052 0.8796 0.9128 0.8999 0.8795 0.8961 0.8908 0.857

WRFCM 0.9191 0.9096 0.8872 0.9127 0.9043 0.8744 0.8989 0.8934 0.865

KFPKL 0.9389 0.9385 0.9161 0.9318 0.9212 0.8974 0.9267 0.9043 0.8818

comparison to other related methods. The proposed KFPKL
method achieves the best Dice score in comparison to the
related methods while segmenting GM in the real MRI
images of brain. In case of WM, though the proposed
KFPKL method do not perform the best in some of the
cases like 001 24, 007 08 and 002 04 but the results were
certainly comparable to the best performing method. When
compared over the all dataset, the proposed KFPKL method
has outperformed.

5.6 Time complexity

To show the computational efficacy of the proposed KFPKL
method in comparison to other related methods, we have
obtained the average segmentation time corresponding to
image with size N . Let c be the number of segments
produced and I be the iterations required. Further, w

represents the size of filtering window, Nj represents the
number of neighboring data points and L represents the

Table 11 Dice score for CSF BrainWeb dataset

Methods\Images Noise level 5 Noise level 7 Noise level 9

INU 0 INU 20 INU 40 INU 0 INU 20 INU 40 INU 0 INU 20 INU 40

FCM S 0.9301 0.9108 0.8839 0.8952 0.9011 0.8981 0.8903 0.8873 0.8858

FLICM 0.9152 0.9061 0.8822 0.9185 0.9105 0.8771 0.9096 0.8959 0.8654

EnFCM 0.9424 0.9403 0.9312 0.9173 0.9102 0.8851 0.9007 0.8934 0.8694

FGFCM 0.8992 0.8903 0.8649 0.8901 0.8823 0.8597 0.8756 0.8766 0.8511

KWFLICM 0.9277 0.9181 0.8912 0.9188 0.9103 0.8819 0.9114 0.9003 0.8797

NDFCM 0.8991 0.8906 0.8646 0.8895 0.8817 0.8551 0.8776 0.8773 0.8478

IPFCM 0.9488 0.9518 0.9413 0.9177 0.9102 0.8844 0.9041 0.8965 0.8719

KGFCM 0.9531 0.9534 0.9417 0.9264 0.9321 0.9253 0.8903 0.8861 0.8864

APFCMS 0.9069 0.9004 0.8781 0.9186 0.9191 0.9098 0.8588 0.8874 0.8829

IFCMSNI 0.9529 0.9383 0.9220 0.9640 0.9638 0.9533 0.9459 0.9219 0.9236

IIFCM 0.9444 0.9439 0.9369 0.928 0.9378 0.9289 0.9179 0.9213 0.9168

FRFCM 0.8373 0.8325 0.8286 0.8312 0.8254 0.8204 0.8267 0.8242 0.811

DSFCMN 0.8773 0.8728 0.8676 0.8785 0.8726 0.862 0.8648 0.856 0.3712

WRFCM 0.8822 0.8782 0.866 0.8795 0.8719 0.8609 0.8669 0.8612 0.8515

KFPKL 0.9515 0.9557 0.9442 0.9237 0.9311 0.9247 0.9137 0.9163 0.9164
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Fig. 9 Variation in performance in terms of ASA on images with 0% INU

pixel intensity levels in the image. The algorithmic time
complexity and the computation time of all the methods for
the BrainWeb image of size 181 × 217 are presented in
Table 15. The average computation time corresponding to
all the methods have been obtained in the same environment
for fair comparison. It can be observed from the Table 15
that some of the methods having similar asymptotic time
complexity but taking different average computation time
(in sec.) for segmentation task. It can be pointed out the

methods for which the average computation time are less
are conversing faster in comparison to the rival methods i.e.,
taking less number of iteration to get the final segmentation
result.

5.7 Statistical test

To further evaluate the performance of the proposed
KFPKL method, we conduct statistical tests for the different

Fig. 10 Variation in performance in terms of ASA on images with 20% INU
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Fig. 11 Variation in performance in terms of ASA on images with 40% INU

methods on Brainweb and IBSR dataset. We use Friedman
test, a two way parameter free statistical test used to
find out if there is any considerable difference between
the methods on the basis of observed results. It has two
hypotheses i.e. the null-hypothesis (H0) and alternative
hypothesis (H1) respectively. If there is no major difference
in the performance of the proposed method and other
related methods then null-hypothesis is satisfied and if the
performance gap is larger than the alternative hypothesis
is satisfied. Formally (H0) and (H1) for a performance
measure M can be presented as:

Table 12 Average segmentation accuracy for IBSR dataset

Methods\Cases 100 23 191 03 001 24 007 08 002 04

FCM S 0.6605 0.6793 0.6876 0.5694 0.4926

FLICM 0.6248 0.6714 0.6834 0.5386 0.5083

EnFCM 0.6497 0.6513 0.6799 0.5493 0.4502

FGFCM 0.6786 0.6642 0.6890 0.5454 0.4659

KWFLICM 0.6944 0.6785 0.6892 0.5608 0.4448

NDFCM 0.7044 0.6728 0.6944 0.5608 0.4970

IPFCM 0.6386 0.6464 0.6744 0.5421 0.4331

KGFCM 0.6343 0.5801 0.6876 0.5288 0.4272

APFCM S 0.6517 0.6599 0.6838 0.5718 0.5177

IFCMSNI 0.6801 0.6633 0.6907 0.5719 0.5177

IIFCM 0.6574 0.6738 0.6894 0.5815 0.4241

FRFCM 0.6605 0.6355 0.6813 0.5427 0.4586

DSFCMN 0.6834 0.6586 0.6894 0.6151 0.4971

WRFCM 0.6355 0.6541 0.6714 0.5454 0.4873

KFPKL 0.7297 0.6871 0.7042 0.5846 0.5198

H0 : μFCM S = μFLICM = μEnFCM = μFGFCM = μKWFLICM

= μNDFCM = μIPFCM = μKGFCM = μAPFCM S = μIFCMSNI

= μIIFCM = μFRFCM = μDSFCMN = μWRFCM = μKFPKL

(24)
H1 : μFCM S 	= μFLICM 	= μEnFCM 	= μFGFCM 	= μKWFLICM

	= μNDFCM 	= μIPFCM 	= μKGFCM 	= μAPFCM S 	= μIFCMSNI

	= μIIFCM 	= μFRFCM 	= μDSFCMN 	= μWRFCM 	= μKFPKL

(25)

We particularly use the average segmentation accuracy
obtained from the different methods to rank them. In

Table 13 Dice score for WM IBSR dataset

Methods\Cases 100 23 191 03 001 24 007 08 002 04

FCM S 0.7804 0.7419 0.7874 0.6347 0.5216

FLICM 0.7847 0.7638 0.7932 0.6608 0.5199

EnFCM 0.7896 0.7652 0.7976 0.6776 0.4911

FGFCM 0.7876 0.7607 0.7906 0.6751 0.5034

KWFLICM 0.7876 0.7543 0.7914 0.6745 0.4758

NDFCM 0.7861 0.7546 0.7987 0.6829 0.5149

IPFCM 0.7895 0.7669 0.7968 0.6785 0.4842

KGFCM 0.7906 0.7681 0.7957 0.6795 0.4496

APFCM S 0.7861 0.7538 0.7948 0.6896 0.4470

IFCMSNI 0.7849 0.7504 0.7954 0.6891 0.5987

IIFCM 0.7905 0.7540 0.7905 0.6816 0.4243

FRFCM 0.7612 0.7622 0.7811 0.6734 0.4975

DSFCMN 0.7839 0.6863 0.7501 0.6722 0.4362

WRFCM 0.7644 0.7471 0.7915 0.6749 0.4913

KFPKL 0.7954 0.7878 0.7491 0.6795 0.4421
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Table 14 Dice Score for GM IBSR dataset

Methods\Cases 100 23 191 03 001 24 007 08 002 04

FCM S 0.6937 0.7231 0.7258 0.5719 0.5522

FLICM 0.6403 0.6781 0.7135 0.5421 0.5922

EnFCM 0.6591 0.6521 0.7051 0.5435 0.5379

FGFCM 0.6927 0.6647 0.7147 0.5295 0.5451

KWFLICM 0.7081 0.6791 0.6939 0.5405 0.5342

NDFCM 0.7201 0.6736 0.7198 0.5431 0.5817

IPFCM 0.6467 0.6469 0.6991 0.5305 0.5154

KGFCM 0.5817 0.5711 0.7112 0.5082 0.5487

APFCM S 0.6610 0.6602 0.7070 0.5549 0.4916

IFCMSNI 0.6877 0.6629 0.7124 0.5555 0.5221

IIFCM 0.6760 0.6810 0.7180 0.5768 0.5214

FRFCM 0.6689 0.6392 0.7134 0.5393 0.5251

DSFCMN 0.7017 0.6391 0.7389 0.6198 0.5166

WRFCM 0.6433 0.6567 0.6911 0.5201 0.5916

KFPKL 0.7441 0.7218 0.7373 0.5781 0.6124

Friedman test, the average rank Rj of j th method for a given
N number of images is obtained as:

Rj = 1

N

N∑
i=1

r
j
i (26)

where r
j
i ∈ {1, 2, . . . , k}(1 ≤ i ≤ N, 1 ≤ j ≤ k) is rank

value for ith image and j th method. The average Friedman
ranking is obtained by using the ASA on 9 BrainWeb brain
images (noise level 5, 7 and 9; INU 0, 20 and 40) and 5
real brain images for the different segmentation methods
and is shown in Table 16 [19, 21]. The segmentation method
with the lowest numerical value of rank is considered to
be superior among all the methods being compared. From
Table 16, it can be inferred that the Friedman ranking for
the proposed KFPKL method is the least; hence, it performs
better in comparison to other methods in terms of ASA.
We have used the statistical hypothesis test proposed by
Iman and Davenport for further investigation. Iman and
Davenport [28] defined the statistic FID as:

FID = (N − 1)χ2
F

N(k − 1) − χ2
F

(27)

which is distributed according to F-distribution with k − 1
and (k − 1)(N − 1) degrees of freedom, where χ2

F is the

Friedman’s statistic defined as 12N
k(k+1)

[∑
j R2

j − k(k+1)2

4

]
.

In our experiments k = 15 and N = 14. The p-values
obtained by Iman and Davenport statistic are 2.92E-19
corresponding to the performance measures ASA, which
advocates the rejection of null hypothesis H0 as there
is a significant difference among different segmentation
methods at the significance level of 0.05.

However, these p-values obtained are not suitable for
comparison with the control method. Although the obtained
p-values conclude the rejection of null hypothesis H0, but
are not appropriate for comparison with the control method.
Hence adjusted p-values [19] are required to compare
with the control method on the statistical ground. Adjusted
p-values provide the correct correlation by considering
the error accumulated with respect to a control method,
the proposed KFPKL method (lowest rank for ASA). To
calculate the adjusted p-values, some post-hoc procedures
need to be defined, and one of the commonly used
procedures is the Holm procedure. The adjusted p-values
obtained from the post-hoc procedure are shown in Table 17.
It can be observed that the performance of the proposed
KFPKL method is significantly different from the other
related methods in terms of ASA except for the IFCMSNI
and IIFCM algorithms.

Based on the statistical test observation, further, the
comparison of qualitative performance of the top 5 methods
is presented in Fig. 13 corresponding to a sample image of
BrainWeb MRI image corrupted with noise level 9. It can
be observed that the qualitative segmentation result obtained
using the proposed KFPKL method is far better than the
other 4 top methods. The statistical test also verifies the
same.

6 Conclusion

In this research, we presented a picture fuzzy set-
based clustering to address the noise, vagueness, and
non-linear structure in an image termed Kernel Fuzzy
clustering for Picture fuzzy set using the Kullback Liebler
divergence measure (KFPKL). To handle the vagueness
associated with the data, KFPKL utilizes the picture
fuzzy sets that improve clustering results by increasing
the representational capability. The Gaussian kernel is
utilized to deal with the non-linear structure present in
data. Due to the transformation of data points in higher
dimensional feature space, the kernel trick can solve the
problem of inherent non-linearity present in data without
increasing the computational complexity. The Kullback-
Leibler (KL) divergence between the actual membership
and the average neighborhood membership information
in the PFS framework helps dampen the effect of noise
in the segmentation process. The experiments are carried
out on several synthetic image datasets and two publicly
available brain MRI datasets. The comparison with the
state-of-the-art method shows that the proposed KFPKL
method provides better segmentation performance in terms
is average segmentation accuracy and Dice score. Further,
a statistical test is also conducted to show a significant
difference in the performance of the proposed KFPKL and
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Fig. 12 Qualitative results on
Brain Web MRI image
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Fig. 12 (continued)
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Fig. 12 (continued)
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Table 15 Comparison of
asymptotic time complexity
and computation time

Methods Time Complexity Time (in Sec.) Methods Time Complexity Time (in Sec.)

FCM S O(Nw + INc) 1.7 APFCMS O(INc) 4.5

FLICM O(INcNj ) 6.5 IFCMSNI O(Nw + INc) 5.8

EnFCM O(ILc) 0.7 IIFCM O(Nw + INc) 9.6

FGFCM O(Nw + ILc) 3.1 FRFCM O(Nw + ILc) 0.9

KWFLICM O(Nw +INcNj ) 13.6 DSFCMN O(INcNj ) 11.7

NDFCM O(Nw + ILc) 4.3 WRFCM O(INcNj ) 6.9

IPFCM O(INc) 10.0 KFPKL O(INc) 5.4

KGFCM O(INc) 11.7

Table 16 Average Friedman
ranking of algorithms Algorithm Ranking Algorithm Ranking

KFPKL 1.46 KWFLICM 8.82

IFCMSNI 3.39 FLICM 8.86

IIFCM 4.46 WRFCM 9.54

KGFCM 6.86 APFCMS 9.82

FCM S 7.00 NDFCM 10.68

EnFCM 7.86 FGFCM 11.25

IPFCM 8.14 FRFCM 13.46

DSFCMN 8.39

Table 17 Adjusted p-value
(Friedman) Algorithm unadjusted$p$ $p Holm$ Algorithm unadjusted$p$ $p Holm$

FRFCM 1.25E–12 1.76E–11 DSFCMN 4.15E–05 2.90E–04

FGFCM 7.07E–09 9.19E–08 IPFCM 7.78E–05 4.67E–04

NDFCM 5.00E–08 6.00E–07 EnFCM 1.56E–04 7.78E–04

APFCMS 7.65E–07 8.41E–06 FCM S 0.001 0.004

WRFCM 1.80E–06 1.80E–05 KGFCM 0.001 0.004

FLICM 1.22E–05 1.10E–04 IIFCM 0.076 0.152

KWFLICM 1.35E–05 1.10E–04 IFCMSNI 0.254 0.254
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Fig. 13 Comparison of qualitative result obtained from top five
methods based on the statistical test for BrainWeb MRI image
corrupted with noise

state-of-the-art methods. Although the proposed method’s
performance is effective compared to other related methods,
there are some issues that need further attention. The
first issue is related to the selection of parameters crucial
for getting accurate segmentation results. It will be
an interesting future direction to develop methods that
adaptively select the parameters. Also, another extension
of fuzzy sets for developing a clustering method for image
segmentation can be investigated in the future. Another open
issue related to the clustering problem is to develop methods
that automatically select the numbers of clusters.
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Abstract 

 A lot of work is being done to get the final product out of immature products. These activities are carried out with the help of 

various machines. Mining is one of the most important industries. These operations are usually performed on two types of 

drilling machines, namely the Bench Drilling Machine and the other is a Hand Drill Machine. A bench piercing machine can be 

used for heavy tasks but to perform many tasks fails. It requires a lot of spinning machines to do the same. In the case of a 

hand drill, a great deal of effort from man is needed, and the machine survives. This world-class drilling rig is a combination of 

both a hand drill and a bench drill, which is designed to get the best results with reduced effort and time as well. This machine 

provides additional flexibility to travel in any direction due to its contact and construction. This machine can work on all sides 

provided by the operator. There are various connections and joints made in their construction that bring more flexibility to 

operation. A straight column is designed in such a way that it can rotate in a circular motion. The arm provides angular 

movement up and down and the latter provides precise stability and holds the engine and other joints to perform the function.  

Introduction  

The drilling machine is one of the most common and is one of the most common and useful machines employed in industry for 

producing, forming and finishing holes in a work piece. The unit essentially consists of:  

1. The spindle which turns the tool (called drill) which can be advanced in the work piece either automatically or by hand  

2. A work table which holds the workpiece rigidly in position.  

 Working principle: The Rotating edge of the drill exerts a large force on the work piece and the holes generated. The removal 

is by shearing and extrusion. 

History : About 35,000 BCE, Homo sapiens discovered the benefits of the use of rotating tools. This would involve a sharp 

sickle twisted between the hands of a person to pierce a hole in something. This led to the piercing of the hand, a smooth stick 

that was sometimes attached to a sandbar, rubbed between the hands. This was used by many ancient civilizations around the 

world including Mayors. The earliest known artifacts, such as bone, ivory, shells, and anecdotes have been found, dating to the 

Upper Paleolithic period. Bow drill (strap-drill) is a first-of-its-kind machine drill, as it converts back and forth motion into a 

rotating motion, and can be traced back about 10,000 years ago. It was found that tying a rope to a stick, and then connecting 

the ends of the rope to the end of the rod (bow), allows the wearer to pierce quickly and effectively. Mainly used to create fires, 

bow-drills were also used in ancient wooden, stone, and dental works. Archaeologists have unearthed Neolithic tombs in 

Mehrah, Pakistan since the time of the Harappa, about 7,500-9,000 years ago, consisting of 9 adult teeth with 11 teeth already 

bound. There are hieroglyphs depicting Egyptian carpenters and bead makers in Thebes tomb using archery tools. The earliest 

evidence of such tools used in Egypt dates back to about 2500 BCE The use of bow-drills was widespread in Europe, Africa, 

Asia, and North America, in ancient times, and it is still used today. Over the years a small variety of bow and string piercings 

have been developed for the use of boring materials by means of building materials or fires. 

PROBLEM DEFINITION 

As we know, a drilling operation is a heart of many industries as well as it is also an important machine in domestic use. But if 

you want to have more number of holes on a same work piece, you have to use multi spindle drilling machine having  a 

combination  with radial  drilling  machine  which become more costly and expensive. So it cannot be affordable for all. It also 

requires varying the positions of the work piece then it also affects the accuracy of the operation. If we are going to use a hand 

ROHAN KUMAR1, SAATVIK SAGAR2, AK MADAN3



          International Research Journal of Engineering and Technology (IRJET)       e-ISSN: 2395-0056 

             Volume: 09 Issue: 05 | May 2022              www.irjet.net                                                                        p-ISSN: 2395-0072 

  

© 2022, IRJET       |       Impact Factor value: 7.529       |       ISO 9001:2008 Certified Journal       |     Page 586 
 
 

drill machine: i.e. portable drilling machine, then we can obtain the flexibility in the operations but the stability during the  

operation and  the working  conditions there is a possibility of reducing the accuracy of the operation and the weight of the 

machine also affects the performance. 

For such kinds of machines, the weight and vibrations also have to be considered.  In portable drilling machines it is not easily 

possible to achieve same accuracyand efficiency of operation every time 

Construction  

The fig  symbolizes the various parts of a universal digging machine.  

This worldwide drilling machine consists of the following components:  

1. Base Frame  

2. Straight Arm  

3. Robot Arm  

4. Bearing  

5. Links  

6. Motor  

7. Drill Chuck  

8. Drill Tool  

9. Battery  

10. Connecting Cables  

11. Switch. 

Basic Framework A basic framework is nothing but a member used for the foundation and provides appropriate support for 

the meeting.  

Vertical Arm: attached to a frame by means of a bearing. It rotates its axis to give direction to the other assembly to cover the 

working part of the circuit.  

Robot Arm: connected with the help of a flexible join on a straight arm. This connects the car handle to the straight arm. 

Provides angular movement up and down the operation.  

Bearing: provides support for a straight arm and allows it to rotate freely with its straight axis. Attached to the base frame 

Linkage : this is used to connect or attach various parts of the system. These are flexible and can provide slide movement 

between links. These are used to make rotating pears.  

Motor: is a feature that provides rotational movement on the chuck or tool handle to detect the output of the machine. Here we 

have used a 12V dc engine in this machine. Fig-8: Motor & Chuck  

Drill Chuck: nothing but a tool handle. Hold the tool in the jaws. Attached to the motor to get the rotation movement and 

move it to the cutting tool.  

Piercing tool: also known as drill bit. We will use bits that are limited in size but that are mostly used on this machine in this 

paper. We will use a bit of diameter 6mm, 7mm, 8mm & 10mm. 

Battery:  it  is  used  to  drive  the  motor  to obtain  desired output. Here we are going to use a rechargeable battery of 12V 

capacity. 
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Electric wires: wires are used to connect the battery to the motor. 

Switch: it is used to control the ON–OFF action of the motor. When switch is at on position, the motor gets started & when 

switch is at OFF position motor get stopped 

PRINCIPLE / VISION  

 This universal drilling rig simply works on the principle of converting electricity from a battery to a useful machine by 

rotating the chuck or spindle to gain cutting using the tool. It also refers to a sliding search engine that allows free rotation of 

links. This results in a higher degree of freedom for the machine or the arms of the robot. This will result in a higher operating 

capacity of the machine.  

 
Fig - Universal Piercing Concept 

Working  

.As seen in fig. provide smooth pears for each member. This sliding palette offers more accessibility and a higher level of 

freedom. These members are brought together with the help of imprisoned members. As relaxation and strengthening of 

communication can easily happen. As the switch is operated by the operator and is NOT ON, it then connects the engine to the 

battery via power cords. As soon as the engine starts, it rotates the chuck or spindle mounted on the motor outlet. The chuck is 

used to hold the tool through the jaws. As the chuck or spindle starts, it leads to rotation of the tool. This tool rotation is also 

used to find the cut of a piece of work. Before starting the machine, it is necessary to make a decision and mark the size of the 

cut and the depth of the holes that should be drilled. Then position the machine so that you can cover the top points with their 

width. After determining the location where the foundation will be connected for the drill, the operator must start the engine. 

The operator must then provide directions to the marks. After completing tasks the operator should shut down the engine and 

slow down the engine. In this way the universal machine works with the least possible effort from the operator.  

Advantage 

Lightweight  ,Portable, Easy to carry.,  Few efforts required.  
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CONCLUSION  

This universal drilling  machine provides better operational stability with respect to the portable drilling rig. It seems to be 

more profitable than conventional drilling rigs. This is a lightweight and portable too. So it provides better control during 

operation. The joints are made so that they can rotate everywhere and work better, so they work as we expected. It reduces 

the human effort required for mining operations and reduces the total energy consumption required to perform the same 

tasks. It also requires less space and is easier to manage.  
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The demand for single ended static random access memory is growing, driven by the decreasing technology node and 

increasing processing load. This mandates the need for a single ended sense amplifier to be used along with the 

memory. Consequently, a single ended latch based sense amplifier is proposed in this paper for high-speed, low power 

application. The sense amplifier is designed at 32 nm technology node and its functioning is analyzed at 1 V supply 

voltage, while the environment temperature is maintained at 27 ⁰C. It is analyzed for its delay, temperature tolerance, 
variability tolerance, and area occupancy. The delay requirement of 0.2 ns for the proposed scheme is significantly 

lower in comparison to its other counter parts. While, its false read time is 0.3µs. In terms of power consumption, the 

proposed sensing topology is marginally higher than SPSS, but its leakage power is 1.4 times less than SPSS. The major 

advantage of the proposed SA is its reduced area footprint of 7.65 µm
2
, which is 1.78 times better the best pre-existing 

topology in terms of area. 

CCS CONCEPTS: Hardware ~Integrated circuits ~Semiconductor memory ~Static memory 

Additional Keywords and Phrases: Single ended Sensing, Sense Amplifier, Low Variability, Temperature resilient, and Low 

Power Circuit  

1 INTRODUCTION 

The increasing demand for battery powered system-on-chip (SoC) applications has forced designers to 

lower the power requirement for a circuit. Especially, with the growing market for implantable bio-

medical devices, the need to reduce power consumption has taken the center stage. Conventionally, for a 

SoC the major chuck of total power consumption is consumed by cache memory and its peripheral 

circuitry [Zhai et al. 2018]. The most orthodox method to lower power consumption and improve battery 

life for a SoC application is to lower its operational supply voltage (VDD) [Rawat and Mittal 2022]. But, with 

the increasing processing load, cache memories tend to occupy more area and consume major portion of 

total power consumption thereby, limiting its performance. Whereas, designing a high density cache 

memory operational at lower VDD, is limited by the following reasons. Firstly, designing a high density 

memory requires minimally sized transistors, which are highly vulnerable to process variations [Kim et al. 

2011]. Secondly, as the VDD decreases the current through transistor becomes exponentially dependent on 

threshold voltage (VTH). Thereby, increasing the circuitsۑ vulnerability to process variation [Rawat and 

Mittal 2021, Patel et al 2021]. Additionally, as cache memory is a large array based on static random access 

memory (SRAM) bit cell, it is unable to average out random variation effect due to multi-stage circuit 
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design [Jeong et al 2015]. Consequently, at lower technology node SRAM is directly exposed to the ill 

effects of random variation caused by device mismatch.   

Conventionally, an SRAM bit cell is differential in nature, and its corresponding SA is also differential. 

This differential SA uses two bitlines to perform the sensing operation. This SA circuit is solely responsible 

for detection of a small differential signal on the bitline to yield a full swing signal at the output. The 

differential 6T SRAM cell was the de-facto for cache memory implementation. But, its performance was 

tremendously impacted by the decreasing technology node and lowering VDD. Additionally, the inherent 

conflict between the read and write operation for the 6T cell resulted in an even drastic impact on its 

performance. Consequently, it can be inferred that achieving high stability for read and write operation 

simultaneously, along with high yield at low VDD is difficult. To overcome the mentioned limitations and 

achieve the highlighted targets, various modified SRAM cell topologies were reported in literature [Sharma 

et al 2018, Cho et al 2020, Surana and Mekie 2019, Kumar and Ubhi 2019]. One mechanism adopted to 

improve the read and write stability simultaneously, is to isolate the read and write ports [Rawat and Mittal 

2022]. But, this may result in increased area footprint for the cell. Another alternative is to decoupled the 

read and write port for the cell. This is achieved with the help of additional transistors introduced within the 

cell topology [Aly, and Bayoumi 2007]. A common feature amongst the decoupled cell and dual port cell 

topologies is the utility of single bitline for read operation. The single ended read port for the cell enables 

improving its read stability, results in better yield, while keeping the cell area in check. Therefore, SRAM bit 

cells with single ended read operation are gaining popularity as they demonstrate improved performance at 

lower values of VDD. A cache memory designed using single ended read port mandates designing a single 

ended sensing scheme. The functioning of the single ended SA is dependent on a single bit line. One of the 

most common sensing scheme for single ended cell is large-signal signal ended inverter [Fan et al 2012]. 

For a single ended SA the sensing margin is defined as the voltage difference between the LBL voltage 

levels and inverter trip voltage [Fan et al 2012]. 

In this paper, different pre-existing SA architectures are extensively studied to identify their weakness. 

Based on the learnings, a single ended voltage mode SA is designed for low bitline input, faster sensing, 

low power consumption, and greater reliability. The paper is organized into five sections, including this 

introduction section. In section II the different SA designs and their flaws are discussed. The proposed 

single-ended dynamic SA architecture is elaborated upon in section III. The performance of different SA 

topologies are compared and analyzed in section IV. In section V the findings of the brief are summarized. 

2 PRE-EXISTING SINGLE ENDED SENSE AMPLIFIER TOPOLOGIES   

Conventionally for single ended topologies, domino sensing scheme is a preferred choice [Chang et al. 

2008, Ohbayashi et al. 2007, Warnock et al. 2012], but its performance deteriorates as the number of cells 

per bitline increases [Jeong et al. 2015]. Whereas, the pseudo differential sensing scheme is operational 

even when large number of bit cells are integrated on a single bitline [Chang et al. 2014]. But, its 

performance is limited by variability in reference voltage generation and strobe signal variations. The 

aforementioned problems can be resolved using techniques reported by researcher in [Qazi et al. 2011, 

Verma and Chandrakasan 2009]. But, these SA topologies increase the power consumption tremendously 
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and also cause unintentional couple between bitline and input of SA, thereby severely limiting the 

performance for the topology.  

The differential SA circuit is solely responsible for detection of a small differential signal on the bitline, 

to yield a full swing signal at the output [Lai and Huang, 2008]. The performance of an SA is highly critical 

for an SRAM as it determines the minimum operating point, operational frequency, and power 

consumption for an SRAM based memory [Zhang et al. 2000]. Conventionally, the most important 

performance metric for an SA includes - sensing delay, minimum differential input voltage, and power 

consumption during the read operation [Houle 2007]. But, with the increasing popularity of single ended 

configuration of SRAM bit cell, it has become primal to investigate and design single ended SA for ease of 

integration. Another dimension of challenge for SA designers is to bridge the widening conflict between 

delay and power performance [Yang and Kim 2005, Shin et al. 2005], caused by the decreasing technology 

node and increasing demand for integration density. Another major concern in the nanometer domain is 

process variation; it severely effects the SA reliability [Dounavi et al. 2019]. It has been reported in 

literature by different researchers that aging in SA may result in speed degradation [Agbo et al. 2017], and 

off set voltage related concerns [Kraak et al. 2017, Kaark et al. 2017]. Amongst the popular conventional 

SA topologies, the voltage latch based SA offers a three times better offset tolerance. Thus, making it a 

better topology for the same area footprint [Patel and Sachdev 2018]. Different sensing schemes that have 

been reported to perform the read sensing operation for a single ended SRAM bit cell are as follows 

2.1 Domino Sensing Scheme 

Typically, a domino logic based circuit is composed of a static gate inserted between consecutive dynamic 

stages, which may be utilized for single ended bit-line sensing. A block diagram representation for domino 

based sensing scheme used for single ended read operation is depicted in Fig. 1(a). The local read bit-line 

(LBL) acts as the input to the domino logic. For a single-ended SRAM bit cell, the LBL selectively 

discharges (either for ۑ1ې or ۑ0ې) turning ON the M2 transistor, and consequently charging node Z; which in 

turn is connected via an inverter to PMOS transistor M6. As Z is high, the M6 transistor is ON thereby 

charging the global bit-line (GBL). Thereby, completing the read sensing operation for the memory 

topology. In Fig. 1(a), one GBL is shared between two different sub banks, thus node Z may be changed by 

either of the two LBLs. 
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                                                  (a)                                                                                                        (b) 

Fig. 1 Block diagram representation for (a) domino logic based sensing, and (b) modified sensing scheme 

The extreme poor performance of dynamic PMOS is attributed to its high dependence on the bit line 

capacitance. If large number of cells are connected in the same column, the bit line capacitance increases 

drastically. This results in an extremely high delay, as the transition time from ۑ1ې to ۑ0ې is very high. Thus, 

making dynamic PMOS sensing scheme not a suitable alternative for large memories. This sensing scheme 

is simple and effective, only for memories with smaller bitline capacitance. As the size of the memory 

array increases, the performance for the domino sensing scheme deteriorates. The performance of the 

sensing scheme is dependent on the time consumed by the topology to detect the data stored in the cell. A 

large voltage swing is required on LBL, to charge node Z. If the bit-line capacitance is very high, the 

discharge time for the scheme increases, resulting in inferior performance and higher power consumption 

[Qazi et al. 2011]. This technique is best suited for smaller sub-banks. To improve the performance of the 

domino sensing scheme the block diagram for domino sensing scheme may be modified to replace the first 

PMOS transistor M2 with a dedicated sensing topology. The block diagram for the same is depicted in Fig. 

1 (b). Two different pre-existing sensing topologies that may be utilized as the first stage for the modified 

domino sensing scheme are as follows.  

2.2 AC Coupled Sensing Scheme  

One of the topologies that has been reported for sensing scheme in Fig. 1(b) is AC coupled sensing scheme 

(ACSS), reported by [Qazi et al 2011]. The detailed circuit diagram for ACSS is depicted in Fig. 2(a). It is 

composed of a coupling capacitor, an inverter with a foot switch (M2), a PMOS transistor (M1) for 

equalization, and an output transistor M3. Additionally, an NMOS transistor (M4) is used to form the 

feedback connection between the GBL signal and the inverter input node X. The utility of the M2 

transistor is that it enables the sensing scheme, only when a particular sub-bank is selected.  
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                                                               (a)                                                                          (b) 

Fig. 2 Schematic diagram for (a) ACSS, and (b) SPSS topologies 

The sensing operation for the ACSS topology is a two-step process – pre-charge and evaluation. During 

the pre-charge phase the enable signal ϕ is set high. Thus, the /ϕ = ۑ0ې and the PMOS transistor M1 

connects the input node (X) and output node (Y). Consequently, the voltage values at node X and Y are 

equalized. This equalization of the X and Y node biases the tri-gate inverter at the trip voltage; as its Vin 

and Vout are equal. Additionally, during the pre-charge phase the Z node is discharged to ground. Once 

the pre-charge step for sensing is completed the evaluation phase begins; the ϕ signal is set low. During 

this phase the data stored in the memory cell to be read is being sensed. During the read operation for an 

SRAM cell, the pre-charged LBL value is lowered due to read discharge current. This lowering of voltage 

level on LBL gets coupled with the X node; which was initially biased at the trip voltage (during the pre-

charge phase). Consequently, a small decline in node X voltage, translates to a rapid rise in the voltage 

level at node Y; the voltage gain for an inverter is extremely high at the trip voltage [Rabaey et al 2002]. 

Lowering of value at node X also, turns ON the M3 PMOS transistor. Thus, the Y node is connected to the 

Z node via transistor M3 (which is in conducting state). The output waveform for the ACSS topology is 

depicted in Fig. 3(a).  

As the ACSS topology utilizes the high gain of the inverter near the trip point. It is able to perform 

robustly even with a fairly smaller input swing, resulting in high sensing performance. It is also robust in 

terms of variability performance, as the bias condition tracks the trip point variation in the inverter. But, 

with the aforementioned merits there are limitations that have ill impacts on the performance of the ACSS. 

Firstly, biasing the inverter at the trip point results in a short circuit condition between the VDD and the 

ground terminal. Thereby increasing its static power consumption. Second, for optimal functioning a large 

capacitor is required by the circuit which increases the area footprint for the circuit significantly [Chang et 

al. 2007].  

2.3 Switching PMOS Sensing Scheme 

Another circuit topology that was reported to be used as a replacement for the first stage dynamic PMOS 

SA in domino sensing scheme is the switching PMOS sensing scheme (SPSS). This scheme was reported by 

Jeong et al. 2016, the schematic diagram for the SPSS topology is depicted in Fig. 2(b). The circuit 

comprises of a pull up PMOS transistor (M1) and a pull down NMOS transistor (M3). Two additional PMOS 
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transistors connected in pass transistor configuration are added to the inverter; one between M1 and M3 

and the other is connected between the drain of M1 and the input signal LBL. 

 

 

                                            (a)                                                                                                      (b) 

Fig. 3. Output waveform corresponding to (a) ACSS and (b) SPSS topologies [Jeong et al. 2015] 

During the pre-charge phase (ϕ = ۑ1ې), the M4 transistor is turned ON resulting in the M1 transistor in 
the diode connected topology. This results in LBL being pre-charged to VDD-VTH. In the evaluation phase (ϕ 

 the M4 transistor is turned OFF, and the M2 transistor is turned ON. This completes the inverter ,(ۑ0ې =

circuit, with LBL as the input and the Z node as the output. For sensing ۑ0ې the discharge on LBL turns on 

transistor M4. The pre-charge level for LBL is VDD-VTH, only a small swing of LBL turns ON transistor M4, 

resulting in better performance. The output waveform corresponding to the SPSS topology is depicted in 

Fig. 3(b). The major limitation of the SPSS topology is its utility of large number of PMOS transistors in the 

circuits. The current capacity for a PMOS is lower in comparison to an equally sized NMOS transistor 

[Rabaey et al 2002]. Therefore, due to the dominance of PMOS transistors in the SPSS topology, its 

performance in terms of current carrying capacity, delay and area footprint suffer.  

3 PROPOSED SENSE AMPLIFIER 

3.1 Structure and Functioning of the proposed SA 

In this paper a switching NMOS sensing scheme (SNSS) is proposed. This SNSS topology is designed as a 

modifications of the reported pre-existing sensing schemes explained in the previous section. This 

topology will be added as the sensing scheme in Fig. 1(b), which is a modification of domino sensing 

scheme, with the first dynamic stage replaced. The detailed structure for the proposed SNSS is depicted in 

Fig. 4(a). The circuit topology for SNSS consists of a pull up PMOS transistor (M1) and a pull down NMOS 

transistor (M3). Two NMOS transistors (M2 and M4) are added to the inverter topology between transistor 

M1 and M3. The utility of M2 is that, it is controlled by an additional control signal /ϕ, which is activated 

only when a particular sub bank is selected. 
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                                                                (a)                                                   (b)                                                  (c) 

Fig. 4 Schematic diagram for (a) proposed sense amplifier design, equivalent-circuit configuration during (b) pre-charge 

phase, and (c) evaluation phase. 

During the pre-charge phase (ϕ = ۑ1ې), the LBL is charged to due to the pre-charge circuit in Fig. 1(b). 

This circuit eliminates the short circuit current condition between VDD and ground, which gets created in 

the ACSS circuit. Whereas, in the evaluation phase (ϕ = ۑ0ې), the M1-M3 inverter is in conducting state; its 

input being the bitline voltage and the output is sensed at node Z. The equivalent circuit topology during 

the pre-charge and evaluation phase is depicted in Fig. 4 (b) and (c) respectively. The output waveform 

corresponding to the functioning of the proposed SNSS topology is depicted in Fig. 5. The circuit is 

simulated for 1 V supply voltage and 27 ⁰C environment temperature. 

The performance of the proposed SNSS is tolerant to variations as the pre-charge voltage levels of LBL 

works in conjunction with the NMOS transistor (M2). The obtained output waveform for SNSS is depicted 

in Fig. 5(a). It can be inferred from the output waveform that SNSS performs the read sensing operation 

when ۑ0ې is stored in the SRAM cell. During the sense ۑ0ې operation, the read wordline is exerted and the 
bitline pre-charged voltage level is lowered due to read discharge current. During this phase the ϕ signal is 

high and the sensing inverter topology is biased at the trip voltage (explained in the previous section). 

Once the read wordline is exerted, and the bit line has discharge the ϕ signal is set low. Then the effective 

circuit for SNSS is depicted in Fig. 4(c). Now, when the previously pre-charged LBL experiences a decline 

in voltage level it is sufficient to turn ON transistor M1. As a consequence, the sensing performance for the 

proposed SA is increased. Whereas, if ۑ1ې is stored in the cell, no read discharge current is occurs. Thereby, 

no output is recorded by SNSS. The same may also be inferred from Fig. 5(a).  

A small bit-line discharge can turn ON transistor M1, resulting in rise in the output level voltage. 

Thereby, improving its performance in comparison to the domino sensing scheme. Whereas, in 

comparison to SPSS, the proposed SNSS topology uses NMOS for switching, which improves its 

operational speed; NMOS device is faster in comparison to an equally sized PMOS transistor. Additionally, 

the SPSS topology is designed with stacked PMOS configuration for the pull up network, but this makes it 

highly skewed. Consequently, the PMOS width needs to be fairly large, so as to ensure fast operation. This 

also causes high levels of energy consumption for SPSS due to parasitic capacitance [Wong et al. 2015]. 

The local bit line (LBL) is the common bit line shared by a column; it acts as the input to the proposed 

sensing scheme. When the data stored in the memory cell to be read is ۑ0ې, the discharge current flows 

through the read port of the cell and the LBL is discharged to ۑ0ې. This LBL is the input of the proposed 
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sensing scheme, thus for LBL = ۑ0ې it charges Z to ۑ1ې, provided ϕ = ۑ0ې. The Z node in turn, drives the 
inverter M6 labelled in Fig. 1(b) to yield the full swing output as the global bit line (GBL). The GBL is 

important, as it is final output for the sensing scheme. The LBLs are common amongst a memory column, 

but the GBL is unique for the entire cache. Therefore, the number of LBLs in cache memory is dependent 

on the array size and configuration, but there is only one GBL per cache memory. 

SRAM bit cells are arranged in rows and columns to form the storage core for the cache memory. At the 

bottom of each column, the bit line is connected to the input of the SA. Thus, when a read operation is to 

be performance for a given cell, its respective column SA is enabled. For the proposed SNSS the same is 

applicable, one sensing scheme block is common for a given column. The proposed SA performs sensing 

operation only when the data stored in the bit cell is ۑ0ې. Whereas, if the data stored in the bit cell is ۑ1ې, no 
discharge current is registered. So, when a cell in a column has to perform read operation, the enable 

signal (ϕ) is set low. Additionally, the ϕ signal has to be operated with slight delay with respect to read 

wordline signal; this is done to ensure that the LBL has attained its desired value after the discharge 

current has passed through the circuit. Once the LBL value is set, then the ϕ signal for SA of that column is 

set to ۑ0ې. When the read operation is completed the ϕ signal is restored to ۑ1ې and the SA is turned OFF. 
Thereby, lowering the power consumption for the proposed sense amplifier. 

3.2 Delay Analysis for the proposed SA 

The proposed SA is designed for single ended SRAM cell, which results in read discharge current for state 

 no discharge event ,ۑ1ې stored; for state ۑ0ې Therefore, LBL is low only when the selected cell have state .ۑ0ې
is registered. During the LBL discharge operation, the time required to raise the output node to 90% of VDD 

after assertion of the read word line for the SRAM cell is defined as the sensing delay [Na et al. 2013]. The 

performance of the proposed SNSS topology at the different process corners is compared in Fig. 5(b). The 

proposed SNSS topology has the most inferior performance at the SS corner. This is because the 

performance of both the PMOS and NMOS transistor deteriorates at the SS corner. While, the best 

performance is observed at the FF corner due to the uplifted performance of the PMOS and NMOS 

transistors. The performance of the proposed SNSS topology at the TT corner is 0.2 ns, which is improved 

in comparison to the pre-existing topologies (explained in subsequent section). 
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                                            (a)                                                                                                          (b) 

Fig. 5 (a) Output waveform corresponding to the proposed SNSS topology, and (b) Delay timing for the proposed sense 

amplifier topology at different process corner for VDD = 1 V 

3.3 Process Voltage and Temperature Tolerance of the proposed SA 

In this sub-section the performance of the proposed SNSS is evaluated against process, voltage, and 

temperature variation. The analysis is performed to validate the reliability of the proposed technique when 

subjected to variations due to internal and external factors. For process variation analysis, statistical 

methods are employed to identify the impact of variation in transistor VTH, caused due to process 

variations. Monte Carlo simulations are carried out for 10,000 data point, varying transistor VTH in 6σ 

range around the mean VTH value. The output waveform obtained for SNSS using Monte Carlo simulation 

is depicted in Fig. 6 (a). It can be inferred from the Monte Carlo simulation output for SNSS that process 

variation result in a minor variation in the performance of the bit cell and the reliability of the waveform is 

maintained. It is also observed that as the variation in the value of VTH increases, the slope gradient of the 

transient analysis curve decreases. Thereby, resulting in a very insignificant increase in time required to 

attain the maximum output level for the SA. The same may also be inferred from Fig. 6 (a). 

In any digital circuit, the voltage available to the circuit may vary within defined range; each discrete 

level is defined for a voltage range and not for a fixed value. Thus, when designing a digital circuit it is 

essential to ensure that it performs reliably when the operational VDD for the circuit is varied slightly. The 

impact of voltage variation (±10% of the operational VDD) on the output waveform of the proposed SNSS 

topology is depicted in Fig 6(b). It can be inferred from Fig. 6(b) that the output waveform for SNSS, does 

observe a deviation in its performance. But, the range of variation in its performance is within a 

manageable limit and will not have any drastic impact on the overall performance of the cache memory. 



 

 
ACM Trans. Des. Autom. Electron. Syst. 

The proposed sensing amplifier topology is designed at 32 nm node; in nanometer vicinity the 

reliability of a circuit is of primal concern. A circuit design is expected to demonstrate resilience to 

temperature variation. A system may register variation in temperature due to internal and external factors. 

Correspondingly, the performance of the proposed SNSS is evaluated for temperature variation from -10 

⁰C to 110 ⁰C. A section of the transient waveform for the SNSS is depicted in Fig. 6(c). It can be observed 

from Fig. 6(c), the output waveform for SNSS does register a shift in its performance. But the variation in 

performance of the SNSS is within manageable bounds and will not have a drastic impact on the overall 

performance of the circuit. 

            

                                                   (a)                                                                                                         (b)           

 

                                                           (c)                                                                                                (d) 

Fig. 6 Variation in the output waveform for the proposed SA for sensing 0 for (a) process variation, (b) Voltage variation 

between 0.9 to 1.1 V, (c) temperature variation from -10⁰C to 110 ⁰C, and (d) temperature variation from 0⁰C to 70 ⁰C 

It was identified that the worst case output voltage for the proposed SNSS topology is ~0.75V the same 

can be inferred from Fig. 5(a). While, the impact of process, voltage, and temperature variation on 

performance of the proposed SNSS topology is depicted in Fig. 6 (a), (b), and (c) respectively. The 

maximum variation in output waveform of SNSS topology due to process variation is ~0.1V as can be 

inferred from Fig. 6(a). While, voltage variation results in altering the output waveform by ~0.05V (as 

depicted in Fig. 6(b)). The maximum variation of ~0.25V in performance of SNSS topology is caused by 

temperature variation, but here the maximum output voltage obtained is ~0.9V. Therefore, the minimum 

voltage that the output waveform may register is ~0.66V, which is within reliable voltage limits. Also, the 
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temperature range taken into consideration is -10⁰C to 110⁰C. This is an extremely wide range for 
evaluation of analysis, whereas most commercial electronic devices in 0⁰C to 70⁰C. Thus, when the cell was 

evaluated for this range, the variation in the performance of SNSS is considerably reduced. The same 

maybe inferred from Fig. 6(d). It can be inferred from Fig. 6(d) that the maximum variation in caused due 

to temperature variation is ~0.07V. Thus, the proposed SA topology; SNSS may be deemed resilient to 

process, voltage, and temperature variations.  

4 COMPARISON 

For validation of the proposed single ended sense amplifier topology depicted in Fig. 4(a), it is designed 

using 32 nm technology node and is simulated for 1 V of VDD. The models used for designing the circuit 

topology is based on the Predictive Technology Model.  

4.1 Sensing Performance 

The most essential aspect for an SA topology is its timing requirement. During the read operation for 

single ended SRAM bit cell, the time required for flipping the output of the SA after the ϕ signal has been 

set is referred to as the read time (TS) for the single ended SA topology [Jeong et al 2015]. The proposed 

cell improves upon the delay performance of the existing SA is by using more NMOS transistor and aptly 

sizing them to have sufficiently large drive current while maintaining its area occupancy. 

The sensing performance for the different SA topologies (explained in section 2) along with the 

proposed SA are graphically compared in Fig. 7(a). The sensing performance for each SA is determined at 

each process corner to analyze the impact of global variation on the performance of the topology. The 

simulations are performed at 1V supply voltage. For all the SAs, the best performance is observed at FF 

corner, owing to the better performance for both NMOS and PMOS. The dynamic PMOS based SA 

topology has the most inferior performance in comparison to others. The proposed SNSS has improved 

performance in comparison to the other topologies. In comparison to the dynamic PMOS, ACSS, and SPSS, 

the SNSS has improved performance by 5.25, 0.5, and 0.25 times respectively. The best performing pre-

existing SA topology in terms of delay is SPSS with delay of 0.4 ns. Whereas, the proposed SNSS topology 

registers a delay of 0.2ns. Thus, the proposed SA topology may be deemed to have improved delay 

performance in terms of delay parameter.  

The read operation for a single ended SRAM bit cell can be divided into stages. Firstly, the read 

wordline signal is asserted. Then, if the data content of the cell is ۑ0ې, a read discharge current is registered, 
and the voltage at LBL is lowered from ۑ1ې. Otherwise, no discharge current is registered and LBL 
maintains its pre-charge value. Then, after a certain amount of time the ϕ signal is set low to enable the 

sensing scheme. If the LBL at this instance is ۑ0ې, the designated cell is determined to have ۑ0ې stored in it. 
Otherwise, ۑ1ې is stored in the cell. Ideally, when ۑ1ې is stored in the cell, no current should flow in the 
circuit. But, OFF current due to state ۑ1ې stored in cell may cause an unintentional discharge of LBL. The 
time required for this unintentional discharge to falsely flip the output of the SA is referred to as false read 

time. Ideally, for reliable sensing operation, the value obtained for false read time should be significantly 

larger than the sensing delay for the topology. The false read time values obtained for the different sensing 

schemes are graphically compared in Fig. 7(b). It may be observed from Fig. 7(b) that at TT corner, the 
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dynamic PMOS SA topology has the highest false read time at 0.48 µs. While, the performance of the 

proposed SNSS topologies is 0.3 µs. The performance of ACSS and SPSS is inferiors amongst the four SA 

topologies, as their false read time is lower in comparison to the other SA topologies. 

                          

                                                 (a)                                                                                                             (b) 

                       

                                                 (c)                                                                                                                   (d) 

                            

                                                 (e)                                                                                                                  (f) 

Fig. 7 Comparison of (a) delay timings at different process corners, (b) false read time at all process corners, (c) delay 

for varying VDD, (d) power consumption corresponding to four data cases – 00, 01, 10, and 11, (e) average power 

consumption, and (f) leakage power consumption for all the SA topologies. 
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The SNSS topology has superior sensing performance even when evaluated for different VDD values; the 

same can also be inferred from Fig. 7(c). The performance of all the SA topologies at different VDD values is 

compared in Fig. 7(c). The highest delay is utilized by the dynamic PMOS topology. While, the remaining 

single ended SA techniques have comparable performance. But, amongst the ACSS, SPSS, and SNSS 

topology the least delay requirement for output generation is registered by SNSS. 

The performance of the proposed SNSS topology is comparable against performance of SPSS and ACSS 

pre-existing topologies. Amongst pre-existing sensing scheme, the SPSS topology has the least delay 

performance. The SNSS topology improves upon the delay performance of the SPSS topology. This is 

achieved by replacing the stacking PMOS transistor (M2) in SPSS topology by an NMOS transistor (M2) in 

the SNSS topology. The major objective of changing the nature of M2 transistor is to achieve the faster 

operation using a smaller sized transistor; an NMOS has faster operation than an equally sized PMOS. 

Additionally, the SPSS topology has two PMOS transistors M1 and M2 stacked one over another. This 

configuration increases the delay of the circuit, while poorly impacting the area footprint for the SA (more 

number of PMOS implies larger n-wells in the layout). Thus, for the proposed SA, only one PMOS 

transistor; M1 is used and its sizing is also optimized to reduce area while achieving better delay 

performance. 

4.2 Power Consumption 

Power consumed by a single ended sensing scheme is dependent on the current requirement for the sensed 

state and the previous state. For instance, power is consumed during the pre-discharging of the current 

state only if ۑ0ې was sensed during the previous time cycle. Similarly, for the current time, period power is 
consumed only when the state being sensed is ۑ0ې, for sensing ۑ1ې no power is consumed by the circuit. 

Therefore, in keeping with the condition of the present state (ۑ0ې or ۑ1ې) and the previous state (ۑ1ې or ۑ0ې), 
four distant cases can be identified for power consumption calculation. Thus, for each SA topology power 

calculations are done corresponding to 00, 01, 10, and 11 cases. The two bit data pattern denotes the data 

state sensed by a given SA topology during the previous time cycle and the current time cycle. 

Consequently, ە10۔ data state implies that the SA topology sensed data ۑ1ې during the previous time cycle 
and during the current time cycle it is sensing state ۑ0ې. The power consumption values obtained for the 
different SA topologies for the four different data cases are graphically compared in Fig. 7(d). Most power 

consumption for any of the single ended topology discussed in the paper is reported for ە00۔ bit sequence. 
This is because for it two consecutive sensing operations. Whereas, the least power consumption for all 

topologies is observed for data sequence ە11۔, as no sensing operation is performed (the single ended 

sensing topology only sense ۑ0ې state). 
Additional to the power consumption for four different data cases, average power consumption for each 

SA topology is also calculated. The average power consumption for each SA is presented in Fig. 7(e). The 

average power consumption for the ACSS topology is the highest amongst others. Its average power 

consumption is 34.27, 43.06, and 40.72 % greater than dynamic PMOS, SPSS, and SNSS respectively. The 

higher power consumption of the ACSS is an implication of biasing the first-stage inverter to an 

intermediate voltage during pre-charge mode, resulting in a short circuit current to flow through the 

circuit. Whereas, the SPSS and SNSS topologies are able to evade this problem with the help of a switching 
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PMOS and NMOS transistor respectively. Therefore the average power consumption for the two 

topologies are drastically lower than the ACSS topology.   

When the read operation is not being performed, the SA is disabled using signal ϕ. During this disabled 

stated the power consumption by the SA topology is referred to as its leakage power consumption. It is 

calculated as the product of leakage current in the circuit and VDD. The leakage power consumption values 

obtained for the different SA topologies are graphically compared in Fig. 7(f). The leakage power is highest 

for the dynamic PMOS topology and it is 2.5 times the value for the SNSS topology. Amongst the pre-

existing SA topologies the best performance is demonstrated by SPSS topology; its leakage power 

consumption is 5.6 nW. The performance of the SPSS topology is 1.4 times more than the SNSS topology. 

The predominant use of largely sized PMOS in its design is the culprit for the same; larger PMOS are 

necessary for higher drive current and smaller delay of the circuit.   

4.3 Area 

The different single ended SA topologies explained in section 2 and the proposed SNSS use a static inverter 

to drive a dynamic PMOS to eventually develop the correct value on GBL. The difference lies in which 

sensing technique is used. Consequently, the area footprint for the sensing scheme is also dependent on 

the SA topology employed. Layout for each sensing scheme is designed for area estimation of each SA. The 

area for the domino sensing with a dynamic PMOS SA is 5.314 µm
2
. The area for the ACSS, SPSS, and 

SNSS topologies are 16.3, 9.43, and 7.65 µm
2
 respectively. The area for the ACSS, SPSS, and SNSS is multi-

fold larger than the dynamic PMOS SA, this is because the transistor count for each is fairly larger. The 

performance improvement of the proposed SNSS outweighs its larger area over head in comparison to the 

dynamic PMOS sensing scheme. 

Also, the area footprint of ACSS and SPSS is 8.65, and 1.78 times larger than the area requirement of the 

proposed SNSS technique. The SPSS technique has larger area as for the same performance larger PMOS 

are required in comparison to an NMOS transistor. Therefore, increasing the area footprint for SPSS. Also, 

more the number of PMOS transistor greater number of n-well are to be created in the layout design, 

which also increase the area footprint for the cell. Whereas, for the ACSS technique the large area is 

caused by the use of a large coupling capacitor and additional static inverter (which increases its transistor 

count) used within its circuit topology for sensing operation. Thus, the area footprint for the ACSS is 

largest amongst all the single ended SA techniques discussed in this paper. 

5 CONCLUSION 

In this paper a single ended switching NMOS based sense amplifier topology is proposed. The sense 

amplifier relies on the same transistor for its pre-charge and sensing operation. The performance of the 

proposed sensing topology is compared with pre-existing dynamic PMOS, ACSS, and SPSS topologies. The 

performance of the proposed sense amplifier is improved in comparison to the dynamic PMOS in terms of 

delay and power. The delay requirement of 0.2 ns for the proposed scheme is significantly lower in 

comparison to its other counter parts. Whereas, in terms of power also the proposed sensing topology 

performance reliably. The low power consumption of the proposed SA is because of its ability to evade 

short circuit condition. Additionally, the leakage power for SNSS is also found to be least amongst the 
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different SA topologies at 4 nW. The additional advantage the proposed SA has its lower area footprint of 

7.65µm
2
. The SPSS circuit relied on multiple PMOS transistors in its circuit, which required a large n-well 

to be created. Thereby, increasing the area of the SPSS topology. On the contrary, the proposed SNSS relies 

on a single PMOS for its design, thereby reducing its area footprint, and increasing its integration density 

and economic feasibility. 
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Abstract. A series of four A2B corroles (where A = para-nitrophenyl, and B = 2,3,4,5,6-pentafluorophenyl,

2,6-difluoro, 2,6-dichloro and 2,6- dibromophenyl group) have been synthesized and characterized. These

four corroles were tested for the sensing ability towards Hg2? ion. The LOD for these corroles are comparable

to reported sensors for Hg2? ions. All these our A2B corroles exhibit different fluorescence quenching due to

the electronic effect of the phenyl group at C10 position, which has a different halogen atom at 2,6 position of

the phenyl ring.

Keywords. A2B corrole; Hg2? ion; Sensor; LOD.

1. Introduction

Chemosensors (fluorescent molecular probes) have
many applications in various fields, such as environ-
mental science,1 medicine,2 aeronautics,3 national
security.4 Signal transduction in the chemosensor
could be constructed by the physical or chemical
process for the recognition of an analyte.5 Also, light
emission is used to detect the analyte at the single
molecule.6 A classical chemosensor could be designed
by a fluorophore, a receptor, and a spacer for analytical
sensing.7 A good Chemosensor must have photosta-
bility, high affinity, and selectivity towards the ana-
lyte.8 In this respect, chemosensors developed for the
analytes, such as metal ions, which were synthesized
to contain polyamines and oxygen or sulphur donor
atoms.9 In recent years, chemosensors have been
employed to detect and quantify pollutant metal ions
in clinical toxicology, waste management, and envi-
ronmental chemistry.10

In this direction, corroles were explored as
chemosensors because of their significant photophys-
ical and chemical properties.11,12 Corroles are trian-
ionic, tetrapyrrolic molecules that stabilize the metal
ions in lower and higher oxidation states.13 One of the
most important features of corrole, it emits and
absorbs the light in the visible region with high fluo-
rescent quantum yield and good photostability.14,15

Due to their photostability, corroles are used as pho-

tocatalysts for endergonic reactions.16 Corroles exhibit

phenomena such as phosphorescence,17-20 fluores-

cence,21,22 photosensitizer,17,23-25 energy relax-

ation,26,27 and generation of singlet oxygen.14,28 Inner

nitrogen atoms of corrole behave as donor atoms to

recognize the metal atom in lower and higher oxida-

tion state.14,15,29 Metal atoms have a significant role in

environmental and biological fields.9,31-37 Very few

reports are available in the literature about the corrole

used as a metal ion sensor.38-43

Corrole have similar properties as porphyrin and is

also used as the sensing material. Plaschke and co-

workers 1995 demonstrated the use of 5,10,15,20-te-

tra(p-sulfonatophenyl) porphyrin-doped sol-gel films

for fluorimetric determination of mercury ions.44a

Later, Chan and co-workers developed the mercury

ion-selective optical sensor using 5,10,15,20-te-

traphenylporphyrin.44b The porphyrin dimer-based

optical fiber chemical sensor for mercury ions45c was

also shown by Zhang and co-workers. In the same

year, 2006, the free base corrole in a PVC matrix-

based fluorescent chemical sensor for Hg2? ion38 was

also developed. In addition, the selective detection of

Hg2? ion using cationic triazatetrabenzcorrole by

nucleic acid-induced aggregation39 was shown by

Zhou and co-workers. Bandyopadhyay’s group
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synthesized the A2B corroles and was demonstrated as

fluorescence signaling system for sensing Hg2? ion.40

Santos and co-workers reported the 5,10,15-

tris(pentafluorophenyl)corrole as Hg2? ion sensor,

which was observed by the naked eye through a

change of color from purple to blue in acetonitrile and

from green to yellow in toluene.41 Hg2? metal ion

binds with the free nitrogen atoms in the inner of the

corrole due to ICT (intramolecular charge transfer)

transitions as compared to other metal ions and is

responsible for chelation enhancement of quenching

(CHEQ) in the emission intensity.45 Our group already

explored the A2B corroles as fluoride ion sensor.46b In

this article, we have synthesized the four A2B corroles

with different phenyl group containing halogen atoms

at C10 meso position of the corrole, 10-(2,3,4,5,6-

pentaflurophenyl)-5, 15-bis(4-nitrophenyl)corrole (1),
10-(2, 6-Diflurophenyle)-5, 15-bis(4-nitrophenyl)cor-

role (2), 10-(2,6-dichlorophenyl)-5, 15-bis(4-nitro-

phenyl)corrole (3), and10-(2,6-dibromophenyl)-5,

15-bis(4-nitrophenyl)corrole (4) (Scheme 1). Corrole

1, 2 have already been reported in our recent publi-

cation,46b and corrole 3, 4 newly synthesized and

characterized by UV- visible spectroscopy, NMR

spectroscopy, and mass spectroscopy. These corroles

behave as sensors towards Hg2? in the order 4[3[1
[ 2. Also, it is obvious to evaluate the halogen atom

effect on the sensing ability of A2B Bis p-nitro corrole

towards Hg2? ion.

2. Experimental

1-4, A2B corroles, were purified by column chro-

matography using silica gel as an adsorbent. UV-vis-

ible spectra were collected at room temperature from

UV-1800 Shimadzu spectrophotometer. The fluores-

cence spectra of corroles were recorded from HOR-

IBA spectrophotometer under excitation wavelength

440 nm. Slits were set to 1.5 mm for the entrance,

2 mm for exit. Quantum yield of 1-4 corrole was

measured by the experimental in triplet and calcula-

tions have done using a reference of meso-te-

traphenylporphyrin (U= 0.13).44d For fluorescence

quenching experiments, dry toluene solution was used

for A2B corrole and methanol solution for Hg2? ion.

2.1 Syntheses

2.1a Synthesis of 5-(4-nitophenyl)dipyrromethane:
Preparation of 5-(4-nitophenyl)dipyrromethane from

pyrrole and 4-nitrobenzaldehyde according to reported

in literature.58

2.1b General method for the synthesis of 1-4, A2B
corroles: All A2B corroles were synthesized as

reported methods in the literature.40,46–49 1 equiva-

lent of 5-(4-nitophenyl)dipyrromethane and 0.5

equivalent of respective aldehyde were dissolved in

100 mL methanol, and 5 mL of 36% HClaq was

Scheme 1. A2B corroles used as sensor towards Hg2? ion.
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added to this solution. The solution was kept for

stirring for up to 2 h at room temperature. The

resultant reaction mixture was extracted by chloro-

form (CHCl3), washed twice with distilled water,

and dried over anhydrous sodium sulphate (Na2SO4).

Filtered off the reaction mixture and diluted with

chloroform. 1.5 equivalent of p-chloranil was added

into the diluted reaction mixture and stirred over-

night at room temperature. TLC was used to monitor

the completion of the reaction. Then the reaction

mixture was collected, and evaporated to dryness.

The pure corrole was obtained using silica gel in

column chromatography.

2.1c 5,15-Bis(4-nitropheyl)-10-(pentafluorophenyl)
A2B corrole (1): The green color solution was obtained
by using column chromatography with 6:4; hexane:

dichloromethane as eluent. UV-vis in toulene kmax (e/
M-1 cm-1) 442(6797), 598(2303). Rest analytical data

of 1 corrole reported in our previous article.46b

2.1d 5,15-Bis(4-nitropheyl)-10-(2,6-difluorophenyl)
A2B corrole (2): The green color solution was obtained
by column chromatography with 1:1; hexane:

dichloromethane as eluent. UV-vis in toulene kmax (e/
M-1 cm-1) 442(5272), 598(1505). Rest analytical data

of 2 corrole reported in our published article.46b

2.1e 5,15-Bis(4-nitropheyl)-10-(2,6-dichlorophenyl)
A2B corrole (3): The green color solution was obtained
by column chromatography with 3:7; hexane:

dichloromethane as eluent. UV-vis in toluene kmax (e/
M-1 cm-1) 429(9090), 598(2404). 1H NMR (400 MHz,

CDCl3) d 9.08 (d, J = 4.2 Hz, 2H), 8.91 (d, J = 4.7 Hz,

2H), 8.74 (d, J = 8.7 Hz, 4H), 8.64 (d, J = 2.3 Hz, 2H),

8.59 (d, J = 8.7 Hz, 4H), 8.49 (d, J = 4.7 Hz, 2H), 7.85

(d, J = 8.7 Hz, 2H), 7.77–7.72 (m,1H) (Figure S1, SI).

HRMS: Calcd for C37H22Cl2N6O4 m/z found

684.1074, m/z theo 684.1080 (Figure S3, SI).

2.1f 5,15-Bis(4-nitropheyl)-10-(2,6-dibromophenyl)
A2B corrole (4): The intense green color solution was

obtained by column chromatography with 1:9; Hex-

ane: dichloromethane as eluent. UV-vis in toluene

kmax (e/M-1 cm-1) 430(47731), 596(14070). 1H NMR

(400 MHz, CDCl3) d 9.07 (d, 2H), 8.91 (d, 2H), 8.74

(d, 4H), 8.63 (d, 2H), 8.60 (d, 4H), 8.48 (d, 2H), 8.07

(d, 2H), 7.58 (t, 1H) (Figure S2, SI). HRMS: Calcd for

C37H22Br2N6O4 m/z found [M?1] 772.9992, m/z theo

771.9912 (Figure S4, SI).

3. Results and Discussion

Corrole 1 and 2 have already been reported in our

previous article.46b Corrole 3 and 4 were synthesized

with previous synthetic protocols.47,48 The corrole 1
differ from corrole 2 by the number of fluorine atoms

at the phenyl ring at C10 position of corrole. Corrole 2,
3, 4 differ by the halogen atom at both ortho positions

of phenyl ring, as shown in Scheme 1. Free base

corroles were characterized by different spectroscopic

techniques and explained in the experimental sec-

tion. A2B corroles, 1-4, have different electron density

due to the electronic effect of halogen atoms. The

electronic effect exerted by the halogen atom were

examined for the sensing ability of A2B corrole

towards Hg2? ion.

Photophysical characterizations of corroles 1-4 were
observed in the toluene at room temperature are shown

Table 1. Photophysical data of 1-4 A2B corroles in toluene at room temperature.

Probe kmax/nm (e/M-1 cm-1) kem (nm) Stoke’s shift (cm-1) FWHM QY%

1 442(6797), 598(2303) 672 7743 46.06 0.10
2 442(5272), 598(1505) 680 7919 45.34 0.11
3 429(9090), 598(2404) 686 8733 52.97 0.12
4 430(47731), 596(14070) 687 8700 50.85 0.13

Figure 1. UV-visible spectra of 1-4 A2B corroles in
toluene (9.9 lM).
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in Table 1. B bands were observed at 428-444 nm, and

Q bands appeared at 594-598 nm in the toluene solu-

tion (Figure 1). The transition of non-bonding electron

n?r*, n?p* is one of the reasons for absorbance in

UV-visible spectra of corrole. It is predicted that

halogen atoms have non-bonding electrons with the

ease of availability of non-bonding electron decreasing

as Br [ Cl [ F.50 Corrole 4 has the highest molar

absorption coefficient due to the availability of non-

bonding electrons of Br atom that is higher than that

from the Cl and F atoms. Corrole 3 has a higher molar

absorption coefficient compared to corrole 1 and cor-

role 2 due to the availability of non-bonding electrons

of Cl atom higher than F atoms. Corrole 1 has a higher

molar absorption coefficient than corrole 2 because

corrole 1 have higher non-bonding electrons of five F

atoms compared to two F atoms of corrole 2, respec-
tively. So we observed molar absorption coefficient of

corroles 4 > 3 > 1 > 2 at 428- 444 nm and 594-598 nm.

Also, in general, a bathochromic shift occurred by

increasing the dielectric constant of the solution. But

according to previous literature, in the case of bis(ni-

tro)substituted corroles, the opposite trend49 were

recorded. Due to this behaviour of these corroles,

bis(nitro)substituted corroles, have unique property

Figure 2. Emission spectra of 1-4 A2B corroles in toluene
at 440 nm excitation.

Figure 3. Fluorescence response of 1–4 of 9.9 9 10-6 M to various cations (3.3 9 10-7 M) in toluene represented as a–d,
respectively.
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compare to other substituted corroles i.e. without nitro

group. The steady state fluorescence emission spectra

of 1-4 A2B corroles were recorded in toluene. We

observed strong emission bands within the range of

673-687 nm (Figure 2). We have calculated Stoke’s

shift with the help of emission spectra of 1-4 A2B

corroles. The Stoke’s shift was calculated and found

within the range 230-257 nm. This may be because of

a change in the electronic nature of the excited state as

compared to the ground state.

Further, quantum yield of 1-4 A2B corroles were

also calculated by employing the Eq. (1). In which,

tetraphenylporphyrin was used as a reference material.

QYS ¼ QYR �
IS
IR

� �
� AR

AS

� �
� gS

gR

� �2

ð1Þ

Where, QYS and QYR are the quantum yields of the

sample and reference (Quantum yield of meso-te-
traphenylporphyrin = 0.13). IS and IR are the inte-

grated area under the PL spectrum of sample and

reference (meso-tetraphenylporphyrin). AR and AS are

the absorbance, gR and gS are the refractive indexes of
the solvents of reference (meso-tetraphenylporphyrin)
and sample, respectively. The quantum yield of cor-

role 3 and 4 was higher than the reported 5,15-

bis(nitrophenyl) A2B corroles due to stronger charge

transfer.46b,49b,51

5,15-bis(nitrophenyl) A2B corroles also detect other

metal ions but shows higher sensing ability with Hg2?

ion even at lower concentration (i.e.,\10-6–10-9M).40

The fluorescence quenching of A2B corroles towards

Hg2? ion with the change in halogen atom at phenyl

ring at C10 position was also examined. For fluores-

cence study, we have chosen toluene as a solvent for

corroles and methanol for analyte.40 The photostability

of corroles, 1-4, and remarkable solubility in toluene

made it a better choice for fluorescence study.

The fluorescence response of 1-4 were determined

for different cations in order to check the specific

sensing of 1-4 by carrying out fluorescence titration.

Figure 4. Change in UV–visible spectrum during the addition of methanolic solution of Hg(II) acetate (0 to 100 lL) in a
toluene solution of 1-4 A2B corroles in the aerobic condition represented as a, b, c, d respectively.
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The results obtained from fluorescence titration are

shown in Figure 3, which clearly indicates that

quenching of fluorescence intensity is lesser influenced

by these cations relative to that of Hg2? ion. The

corroles, 1–4 show peculiar selectivity and high

affinity for Hg2? ion.

When a solution of Hg2? ion prepared in methanol

is added to the toluene solution of A2B corroles, a

hypsochromic shift of ICT transition occurs. The

hypsochromic shift occurs due to the binding of Hg2?

ion through lone pair of the inner nitrogen atom of

corrole. Hg2? ion serves as a quencher through the

spin-orbital coupling effect.52

The binding of Hg2? ion with 1-4 A2B corroles

were also easily observed by the color change of the

toluene solution of corroles through the naked eye as

well as under UV lamp. The green color of 1-4 A2B

corroles changed into yellowish brown color during

the addition of Hg2? ion. In UV-lamp, without Hg2?

ion A2B corroles are highly fluorescent pink color, and

after addition of Hg2? ion it transforms into colourless

solution with no florescent. Also, the molar absorption

coefficient of 1-4 A2B corroles continuously decreases

with increasing the concentration of Hg2? ion and

shown in Figure 4.

In addition, when we recorded fluorescence spectra

of a titration between different concentrations of

methanol solution of Hg2? ion into toluene solution of

1-4 corroles, quenching of fluorescence emission

intensity continuously decreased, as shown Figure 5.

This is due to the non-radiative relaxation path from an

excited state to ground state, which signifies the

absence of an emission band and represents the new

fluorophore formation of Hg(II)-corrole. Excessive

addition of Hg2? ion, the saturation point was

observed. It is evident that all the 1-4 A2B corrole

have different saturation points because of the number

of halogen atoms and different halogen atom present

on phenyl ring at C10 position of corrole. The satura-

tion point of 1, 2, 3, 4 corrole are 99 lM, 132 lM,

Figure 5. The decay in fluorescence emission intensity during the titration of methanolic solution of Hg(II) acetate
(3.3910-7 M) in a toluene solution of 1-4 A2B corroles (9.9910-6 M) respectively under the excitation at k=440 nm in
aerobic condition.
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Figure 6. The Stern–Volmer plot of compounds 1–4 A2B corroles respectively with positive deviation during increasing
the concentration of a methanolic solution of Hg(II) acetate inset the value of linearity constant (R2).

Table 2. Comparison of the LOD with other reported sensors.

S. No. LOD towards Hg2? Used conc. of Hg2? for sensing Reference

1. - 1.2 9 10-7 to 1.0 9 10-4 M [38]
2. - 0 to 60 910-9 M [39]
3. - 2.49 910-6 M [40]
4. 0.02 (ppm) 10-4-10-6 M [41]
5. 2.64-38.61 (lM) 3.3910-7 M this work

Table 3. Comparison of 1-4 probes for Hg2?sensing

Probe KSV (M - 1) LoD (lM) Linearity range (lM) R2

1 0.399105 21.93 6.6 - 69.3 0.97
2 0.819105 38.61 9.9 - 75.9 0.98
3 0.499105 8.72 8.25 - 56.1 0.97
4 0.409105 2.64 9.9 - 44.55 0.99
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50 lM, 33 lM, respectively (Figure 4a, 4b, 4c, 4d).

Corrole 4 showed the highest quenching ability

towards Hg2? corroles. The quenching order of A2B

corroles was 4[3[1[2 under identical conditions. It is

well shown in Figure 4, the order of quenching

through the increasing concentration of Hg2? ion used

for titration.

In general static interaction or dynamic interaction,

or both are responsible for quenching the PL intensity

in the presence of quencher.54 But in this case of A2B

corrole static as well as dynamic interactions are

responsible for quenching in the presence of Hg2?

ion.40 Further investigation by the well-known Stern-

Volmer relation (Eq.2) was examined. The S-V plot

for the quenching of PL intensity of A2B corrole in the

presence of various concentrations of Hg2? ion

(Figure 5).

Io

I
¼ 1þ KSV Hg2þ

� �
ð2Þ

Where Io represents the initial PL intensity without

Hg2? ion and I represent the final PL intensity in the

presence of quencher (Hg2? ion), [Hg21] signifies the
molar concentration of methanol solution of Hg2? ion

added into toluene solution of A2B corrole and KSV

represent the PL quenching constant [M-1]. We

observed linear relation with positive deviation

between (Io/I)-1 and molar concentration of Hg2?ion

in the S-V plot for a particular range of concentrations

(Figure 6), which is similar to earlier reported in the

literature for quenching by metal ions.55

From the Stern–Volmer plot, the calculated KSV

(105 M-1) for 1, 2, 3, 4 A2B corroles are 0.39, 0.81,

0.49, 0.40, respectively. The limit of detection (LoD)

of 1-4 corroles was found 21.93 lM, 38.61 lM,

8.72 lM, 2.64 lM, respectively, using formula 3r/K,
which is comparable to other reported sensors in the

literature for Hg2? ions and tabulated in Table 2.

Where r represent the standard deviation and K rep-

resents the slope of the Stern–Volmer plot. The linear

detection ranges for 1, 2, 3, and 4 are 6.6 9 10-6 to

69.3 9 10-6 M, 9.9 9 10-6 to 75.9 9 10-6 M, 8.25 9

10-6 to 56.1 9 10-6 M and 9.9 9 10-6 to 44.55 9 10-6

M, respectively. The linearity constant (R2) values for

1-4 A2B corrole are 0.97, 0.98, 0.97, 0.99, respec-

tively. The values of KSV, LoD, linearity range, and R
2

are tabulated in Table 3. We observed that the order of

LoD for 1-4 A2B corroles towards Hg2? ion is 4[3[
1[ 2.
Fluorescence titration was carried out for corroles,

1-4, with the addition of Hg2? ion. The significant

quenching of fluorescence intensity of corroles was

observed, and quenching is more appreciable in the

presence of a higher concentration of Hg2? ion. The

S-V plot (Figure 5) signifies the dynamic and static

interactions through (Io/I)-1 and the concentration of

Hg2? ion. The formation of long-lived charge-sepa-

rated states in nonpolar solvents also quenches the

fluorescence in corrole-fullerene.56 This is the reason

that in the presence of Hg2? ion, electronic spectral

changes occurred in A2B corrole. The order of sensing

depends on the electron-donating property of the

halogen atom, which is present at C10 position of

corrole. The increasing order of electron-donating

efficiency of halogen atom is F\Cl\Br.57 It is clear

from the above discussion that the sensing efficiency

of A2B corrole depends upon the behaviour of halogen

atom.

4. Conclusions

The synthesized the A2B corroles (1-4) were explored
as Hg2? ion sensor with different sensing efficiency.

Quenching of the fluorescence emission intensity with

the addition concentration of Hg2? ion was studied.

The sensing order of 1-4 corrole towards Hg2? ion is

4[3[1[2, which demonstrates the electronic effect of

halogen atoms present on the phenyl ring of C10

position of corrole. The sensing order is proved by

the value of LoD as well as the amount of Hg2? used

for fluorescence titration. We also conclude that

increase in the halogen atom on phenyl group will

increase the sensing efficiency of substituted 5,15-

bis(nitrophenyl) free base corrole as in case of 1
corrole and 2 corrole. But in the case of 2, 3, 4,
halogen atom fluorine (F), chlorine (Cl), bromine (Br)

are present at 2,6 position of phenyl ring, respectively

at C10 position of corrole. We observed sensing

efficiency of 4 higher than 3 corrole and sensing

efficiency of 3 corrole higher than not only for 2
corrole but also higher than 1 towards Hg2? ion. This

may be due to the electron-donating property of

halogen atom. To increase the sensing efficiency of

5,15-bis(nitrophenyl) A2B corrole towards Hg2? ion,

we need to increase the electron donating atom on the

corrole. Though a majority of Hg2? ion-containing

pollutants are in the aqueous phase, sensors have been

developed using different matrices. But corrole is

completely dissolved in toluene and mercury acetate

in methanol. The solvent toluene and methanol have

previously been used for this quenching study. The

water-soluble corrole-based sensor is the current

interest of our lab.
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All spectral data (1H NMR, HRMS) of the new compounds

are available at http://www.ias.ac.in/chemsci.
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Abstract  
Social isolation and loneliness contribute to the development of depression and anxiety. Comorbidity of 
mental health issues in hospitalized patients increases the length of stay in hospital by up to 109% and 
costs the healthcare sector billions of dollars each year. This study aims to understand the potential 
suitability of embodied conversational agents (ECAs) to reduce feelings of social isolation and loneliness 
among hospital patients. To facilitate this, a video prototype of an ECA was developed for use in single-
occupant hospital rooms. The ECA was designed to act as an intelligent assistant, a rehabilitation guide, 
and a conversational partner. A co-design workshop involving five healthcare professionals was 
conducted. The thematic analysis of the workshop transcripts identified some major themes including 
improving health literacy, reducing the time burden on healthcare professionals, preventing secondary 
mental health issues, and supporting higher acceptance of digital technologies by elderly patients. 

Keywords Embodied Conversational Agent, Personalization, Mental Health, Social Isolation, 
Loneliness, Co-design 
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1 Introduction 
Pressures on resources in acute hospitals mean that the focus of attention is the primary illness or 
condition for which the patient has been admitted, and secondary concerns such as prevention of mental 
health deterioration may have less priority to be dealt with.  Volunteer support workers offer some 
support but can be limited by the nature of the patient’s condition and volunteer availability.  Hospital 
staff generally do not have time to sit with patients and provide companionship, and therefore, there is 
often no emotional outlet for patients in long-term hospitalisation (Siddiqui et al. 2018). This affects not 
only the patients but also the staff and the healthcare sector with longer lengths of stay, increased 
admissions, and the higher level of care needed by socially isolated patients costing the USA Medicare 
system an extra $6.7USD Billion per year (Shaw et al. 2017). Recently, the COVID-19 pandemic has 
further compounded social isolation for inpatients due to greatly reduced visitation (Vlake et al. 2021). 
Recent studies have analysed potential applications of conversational agent (CA) technology for patients 
with mental illnesses such as depression, anxiety (Fitzpatrick et al. 2017), and PTSD (Vlake et al. 2021). 
None of this research has explored the application of CA technology in a preventative capacity for people 
currently in hospital due to other medical problems. Therefore, the current study focuses on 
understanding the suitability of using a CA in hospital rooms to minimise the effects of social isolation 
experienced by the long stay patients.  

1.1 The Effects of Hospitalisation on Patients’ Mental Health 

Walker et al. (2018) conducted a systematic review to analyse the prevalence of depression in general 
hospital patients and found that the prevalence of depression was between 5% and 34%, with an average 
of 12. They concluded that screening for depression should therefore occur in all hospitalised patients. 
(Purssell et al. 2020) in their systematic review found a higher correlation between anxiety (1.28 times 
higher) and depression (1.45 times higher) in isolated patients compared to non-isolated patients. The 
findings of these two reviews suggest that social isolation may be a primary contributory factor in mental 
health decline in hospitalised patients. 
Purssell et al. (2020) observed that infectious patients have higher rates of depression and anxiety due 
to their separation from others. The COVID-19 pandemic has provided an unprecedented amount of 
data available for analysis due to the high rates of patients requiring isolated hospitalisation and a high 
degree of post-discharge care. Vlake et al. (2021) found that even three months after discharge, patients 
were still experiencing decreased mental state, with 13% having probable PTSD, 20% having probable 
anxiety and 24% having probable depression. While this data is useful in identifying the potential impact 
of isolated hospitalisation, there exists possible confounding influences on the results, such as social 
stigma and worry for the safety of close contacts. It is therefore not feasible to only rely on data collected 
during the COVID-19 pandemic as the healthcare environment differs significantly from pre- and post-
COVID-19. 

The main cause of mental illness in the older population is existential loneliness and isolation. 
Sundström et al. (2019) examined the cause of existential loneliness in older people in residential care, 
palliative care, hospital care and in-home care. They concluded that creating relationships with people 
in care needs to be an important part of a healthcare professional’s role and can mitigate some of the 
impacts of existential loneliness and decrease the length of stay for the patients. The problem with this 
conclusion is that it assigns all the responsibility to a healthcare professional who often does not have 
time to create meaningful relationships with patients, as their primary role is to care for the physical 
needs of all people in their care. 
It has been seen by an early pilot study by Schubert et al. (1992) that the length of stay (LOS) in the 
hospital increased with higher Geriatric Depression Scale (GDS) scores. This study concluded that 
depression could delay medical recovery from physical illness and complicate discharge planning. 
Siddiqui et al. (2018) critically analysed the effect mental illness has on the LOS of patients in hospitals 
and found that comorbidity of mental illness unfavourably affected the LOS of hospital patients by up to 
109%. This not only leads to higher healthcare spending (Shaw et al. 2017) but also increases the risk of 
mental health degradation. Similar to Sundström et al. (2019), the solutions proposed by the authors to 
combat the problem rely solely on already-existing systems, such as upskilling healthcare teams and 
improving LOS reporting, which have proven unhelpful in the past due to high pressures already placed 
on healthcare staff.  

1.2 Conversational Agents used as Mental Health Support 

Laranjo et al. (2018) reviewed 17 studies that focused on using unconstrained natural language input 
CAs for healthcare. They found that the most common conditions were related to mental health, and 
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CAs have the capability to support health across many application areas. (Laranjo et al. 2018) also found 
some evidence that using CAs reduced depression symptoms in the users and increased awareness of 
symptoms and triggers. Fitzpatrick et al. (2017) conducted a randomized controlled trial (RCT) 
delivering cognitive behavioural therapy (CBT) using a CA to young adults with depression and anxiety 
symptoms. In this study, the control group only received self-help information from an eBook about 
depression (Fitzpatrick et al. 2017). The group using the CA experienced significant improvement in 
their depression symptoms, whereas the control group did not. The authors concluded that CAs could 
be a “feasible, engaging and effective way to deliver CBT” (Fitzpatrick et al. 2017). These findings are 
supported by (Gaffney et al. 2019), who reported promising data that CAs can aid in the treatment of 
mental health problems. Contrary to Fitzpatrick et al. (2017), Gaffney et al. (2019) concluded that 
current study methods in this area are not robust enough to demonstrate the efficacy and efficiency of 
CAs. Gaffney recommends further research to demonstrate equivalence to other treatment methods to 
increase the validity. 
To develop a CA for mental health treatment and recovery, it is important to analyse why patients find 
CA technology helpful. For a CA to appropriately respond to mental health disclosure statements, it may 
be necessary for these systems to have the ability to display sympathy and empathy towards the user. 
Liu and Sundar (2018) analysed and compared people’s reactions to different kinds of empathic 
expressions by CAs. They found that users (including those initially sceptical) preferred empathetic and 
sympathetic responses from an interactive CA over reading text lacking in emotion. These findings 
support the proposal that a CA with empathetic capabilities could be accepted by hospital patients who 
are typically older and maybe initially sceptical of CA technology. 
In the literature, majority of studies examining the effects of CAs focus on the young adult population. 
Fitzpatrick’s RCT included people aged 18–28 years. Similarly, the studies discussed in the systematic 
reviews by Laranjo et al. (2018) and Gaffney et al. (2019) and the experiments run by Liu and Sundar 
(2018) did not report outcomes specific to older people. Bennion et al. (2020) evaluated the usability, 
acceptability, and effectiveness of CAs to facilitate problem-solving in older adults receiving mental 
health treatment. Their findings suggest that older adults have a high adherence rate to CA technology, 
with only 12% of participants discontinuing use during the trial. While this study involved small numbers 
and no control group, and while no consideration was given to the influence of natural recovery, the high 
adherence and the high problem-resolution rates observed provide good support for the potential use of 
CAs by elderly patients and people experiencing long-term hospitalisation. 

In a study by Ring et al. (2015), a virtual companion was installed for a week in the homes of 14 elderly 
people to offer them ongoing social assistance via sympathetic feedback. The results from their study 
showed significant reductions in loneliness based on self-reported mood. Jegundo et al. (2020) also 
expressed that embodied conversational agents offer a viable method of delivering support care to senior 
citizens. 

1.3 Conversational Personality and Embodiment of CAs 

To improve the acceptability of CA technology, recent research has focused on the impact of human-like 
characteristics such as personality, tone of voice and visual avatars. Face-to-face interactions allow ECAs 
to develop an intimate, harmonious relationship with the user that fosters bonding (ter Stal et al. 2020a). 
Wolters et al. (2016) found that CAs should be able to change the tone of voice and interaction methods 
based on the patient's cognitive ability. These new features typify the Embodied Conversational Agent 
(ECA), a CA with added human-like features such as avatars and gestures. Several prior research 
supports the adoption of animations of the agent's embodiment, showing that animations favourably 
impact users' perceptions of the agent and interaction time (ter Stal et al. 2020a). 
Valtolina and Hu (2021) created and tested the validity and acceptability of using a customised CA called 
"Charlie" as a companion for elderly people experiencing social isolation and loneliness in their homes. 
The study findings show very high acceptability among the elderly users who viewed Charlie as a polite, 
intelligent, reliable, and helpful companion, and there was a notable decrease in the loneliness 
experienced by the user. These results provide a basis for future research into companion-type ECAs to 
mitigate feelings of isolation and loneliness. 
Philip et al. (2017) studied using ECAs in patients with major depressive disorders. The participants 
were all patients at a sleep clinic. They found that ECAs effectively communicate empathy without 
judgement, which gains the patients' trust and leads to self-disclosure of sensitive information. Ho et al. 
(2018) showed that CAs could inspire self-disclosure at a similar if not higher rate than humans. 
Ermolina and Tiberius (2021) found during their Delphi study that current commercial Voice Controlled 
Personal Assistants (VIPAs) with human-like characteristics are not technologically developed enough 
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to act as healthcare assistants safely. They did, however, conclude that with further development, VIPA 
technology can be an effective tool to support staff and patients, especially elderly patients, in a 
healthcare environment. 

1.4 Summary 

Increased length of hospital stay can be linked to comorbidity of mental illness (Schubert et al. 1992), 
which further prolongs recovery. Current strategies for mitigating this effect, such as staff training and 
reporting, have proven unsuccessful. A more effective and cost-efficient approach is required to address 
the precursors of mental illness (such as social isolation). Current literature shows supporting evidence 
for including CAs in mental health treatment, tracking and recovery. Older adults may gain the same, if 
not more, benefits as younger people from using CAs in a health context (Bennion et al. 2020; Crabb et 
al. 2012). Older adults have a high adherence rate to CA technology and gain similar emotional, 
psychological, and relational benefits to younger people. Broadly, some improvement in emotional 
distress has been demonstrated through CAs. 
Although Bickmore et al. (2018) and Kocaballi et al. (2020) warn of the dangers of commercially 
available technologies in a mental health context, there is emerging evidence that newer ECA 
technologies can effectively support people in a companionship role (Valtolina and Hu 2021; Wolters et 
al. 2016) and prevent the development of more serious mental illness.  
The rest of this article is organized as follows: The method of the co-design workshop is discussed in 
section 2. Section 3 provides insights into the results of the workshop. The discussion, including 
findings, limitations, and future work, has been presented in section 4. Finally, section 5 concludes the 
study. 

2 Method 
The study employed a co-design workshop method with healthcare professionals, using a video 
prototype of an ECA demonstrating some key features. The workshop included a demonstration of the 
video prototype, construction of a mind map, imagination, and discussion of potential solutions. 
Thematic analysis was performed to analyse the workshop transcripts. The video prototype was built 
with an online video production tool called Animaker. Using a video prototype allowed for the 
demonstration of the functionality of the ECA while eliminating the complexity of developing a fully 
functional prototype. The following subsections will present each phase in detail. 

2.1 Prototype Design 

The prototype included four design features: Embodiment, Proactivity, Personalisation and 
Rehabilitation. In addition, there were some safety considerations. 

2.1.1 Embodiment 

The CA was designed to be an ECA (Embodied Conversational Agent), which incorporates human-like 
characteristics in the form of an avatar - named "Jackie". Since no guidelines exist for the appropriate 
appearances of ECAs (ter Stal et al. 2020b), we selected Jackie and her appearance as generic as possible. 
By providing the avatar with a human-like resemblance, the interface of our agent feels more connected 
than a physical device.   
Jackie displays emotions through facial expressions and tone of voice. She has a full range of facial 
expressions, four of which are displayed in Figure 1. She can alter her tone of voice when discussing 
different subjects to create a human-like interaction. Jackie can also perform basic movements and 
actions such as waving, sitting, running, and jumping and exercises such as squats and bicep curls. The 
name "Jackie" was chosen for the sole reason that people tend to trust names that are easy to pronounce 
and familiar (Newman et al. 2014). 

2.1.2 Proactivity 

Jackie can “listen” to the sounds in the room and initiate a conversation with the patient if there is no 
sign of visitors or if the patient is asleep. She begins light conversations with patients with conversation 
starters. 
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Figure 1: Jackie’s facial expression: a) Resting, b) Happy, c) Confused and d) Sad 

2.1.3 Personalisation 

Jackie can be programmed with personal information about the patient's life, such as the names of family 
members and friends, their careers, and significant life events. These can be manually input into the 
system during admission or at an appropriate time when Jackie is being introduced to the patient. Jackie 
can be programmed with basic information about the patient's condition, if applicable, to aid in health 
literacy. For example, if a patient has a knee replacement, Jackie can provide the patient with pre-
approved generic information about the procedure, the recovery, and the expected outcomes. 

2.1.4 Rehabilitation 

As some rehabilitation exercises can be done without a healthcare professional's aid, Jackie can motivate 
and guide the patient through pre-programmed rehabilitation exercises approved by their healthcare 
staff. She can remind the patient that it is time to do their activities, encourages them through every 
step, and gathers information about their pain and mobility to be sent to their healthcare professional. 

2.2 Sample Conversation 

Three short sample conversations were created for the video prototype, and one introduction video 
would be played for patients when introduced to Jackie. These conversation helps generate further 
discussion. The three conversations made were: 

1. A short casual conversation about a recent visit from a family member, which demonstrates 
Jackie’s ability to remember information told to her regarding specific family members and when 
they were planning to visit, 
2. An instructional conversation that took the patient through their rehabilitation exercises, and 
3. A more profound conversation where the patient self-discloses their worries about going home 
and being isolated. This highlighted how Jackie could encourage patients to talk about emotional 
topics they may be too embarrassed to initiate with a healthcare staff member. 

2.3 Co-design workshop and Survey 

A co-design workshop with five healthcare professionals with many years (10-39) of clinical experience 
from a range of disciplines was conducted to evaluate and envision the design elements of Jackie. Table 
1 shows the workshop participants’ details. The participants were recruited through personal and 
professional connections. Eligibility criteria included 5+ years working in a professional healthcare 
setting and experience caring for patients in long-term hospitalisation. All participants were sent an 
information sheet about the project and the proposed solution. A short survey was sent out with 
questions relating to their current job, relevant work experience in healthcare, experience with 
witnessing social isolation in healthcare settings and initial reactions and reservations to the proposed 
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ECA solution. The answers to these questions informed other discussion topics in the co-design 
workshop. 

 

Participant (P) Healthcare role Areas of Experience (years of 
experience) 

P1 Occupational Therapist Rehabilitation, cardiology, and 
orthopaedics (35) 

P2 Speech Pathologist Neurology, aged care, and 
rehabilitation (22) 

P3 Registered Nurse Neurology, palliative care, aged 
care (10) 

P4 General Practitioner Nursing home and aged care home 
visits (39) 

P5 Registered Nurse Rehabilitation, Drug health 
recovery (20)  

Table 1.  Co-design workshop participants 

The co-design workshop was held online through video chat and a collaborative brainstorming tool 
called Mind Meister. The first mind map aimed to gather information about current social isolation 
experiences and mitigation strategies that healthcare facilities may have. The workshop then moved into 
solution ideation, where participants individually provided feedback on the proposed solution and 
offered solutions to problems identified in the first section. This stage also focused on any negative 
impacts the ECA may have on patients and any considerations to ensure patient safety. Then, the 
participants were shown the video prototype and were asked to discuss its features. The workshop was 
audio recorded. Following the co-design workshop, the audio recording was transcribed and analysed. 
Thematic analysis (Braun and Clarke 2006) was used to generate sub-themes and themes. 

3 Results 
Responses to survey questions from the five workshop participants were analysed, along with responses 
extracted through workshop participation. Inductive coding of themes identified 15 codes from the raw 
data (survey responses and workshop quotes). The analysis generated three main and 15 sub-themes 
(Table 2).  

3.1 Current healthcare environment 

The participants’ comments indicated that current isolation mitigation strategies used in hospitals have 
limited effectiveness. Language barriers, limited visiting hours, busy staff and insufficient volunteer 
resources were all identified as barriers to success. P3 noted that patients often wander the ward looking 
for social interaction: "Visiting hours can be very limiting. So overnight, people can become very 
isolated. We often have cases of people wandering the hallways trying to talk to people ... and there’s 
just no facilities available through a night shift to help someone who ...just feels very alone.” In contrast, 
P1 noted that some patients will avoid talking to healthcare staff and volunteers: “Often patients don’t 
want to be “a bother” – so they don’t talk, and they don’t even talk to the people who are there to listen 
and help.” Some participants explained that the only current mitigation strategies are visitors, 
volunteers, and socialisation between patients. P1 highlighted that visitors are not an option for all 
patients: “[It is] hard for rural patients or those without visitors.” P3 described that socialisation 
between patients is often not possible: “High doses of medications can make it difficult for patients to 
mobilise or concentrate.” Furthermore, P4 stated that none of the mitigation strategies is possible if the 
patient must be physically isolated: “[Physical] Isolation [may be necessary] for medical reasons, e.g., 
infectious disease, immunosuppressed”. Finally, P4 brought up that current admission procedures do 
not measure a patient’s level of loneliness or potential for social isolation: “[social isolation] is not 
systematically assessed.”  

3.2 The ECAs’ potential impact on patients, staff, and the healthcare system 

The participants’ comments suggest that a companion tool such as Jackie has the potential to be 
integrated into some healthcare settings. Although some comments refer to the demonstrated features 
of ECA including proactivity, personalisation, and rehabilitation, the participants’ focus remained 
mostly on the overall role of such an interactive technology as a new actor. 
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Current healthcare 
environment 

The ECAs’ potential 
impact on patients, staff, 
and the healthcare 
system 

Safety and privacy 
factors to address 
before implementation 

Medical staff time (1) Medical staff time (1) Medical staff time (1) 
Shared rooms (2) Shared rooms (2) Shared rooms (2) 
Issues current patients 
experience (3) 

Features of ECA/Things it 
could do (9) 

Safety concerns of ECA (13) 

Current methods to solve 
issues (4) 

Health areas of most help 
(10) 

Data Privacy (14) 

Systematic assessment of 
isolation (5) 

Technology (11) Challenges (15) 

Visitors (6) COVID-19 (12)  
Language (7) Language (7)  
Shared patient areas (8)   

Table 2. Thematic analysis theme groups 

During a discussion about when a patient may instigate a conversation with Jackie, P1 noted that 
patients often have questions about their condition that they may not ask the healthcare staff: “... 
patients don’t always ask questions when they are told something about their condition – but they may 
have questions that they want to ask later – and they don’t know who/when to ask." 

Improving physical health was deemed an important factor in shortening the length of stay for people 
in hospital. P3 noted that this technology could be a positive encouragement and aid rehabilitation for 
patients: “Thinking about stroke rehab, there’s definitely a place for something like this that’s set up by 
the physio, encourages people, reminds them, tracks their progress.” P1 added that this technology 
could also improve patients’ health literacy: “and it will all build health literacy which I just think is a 
huge potential for this.” P3 stated that people of all ages can learn to use new technology if they are 
provided with help and support while they are learning: “My experience working with people in neuro 
and aged care settings is that people of all ages can learn to use technology with the right supports.” 

During the workshop, it was found that the acceptability of new technology is high among patients and 
staff. During a conversation about current technology, P2 stated, “Allied Health already use iPads.” To 
which P3 replied, “And older people love their iPads.” Followed by P2 adding, “They just think they’re 
the coolest thing ever.” These quotes show an optimistic view of such technologies’ potential to positively 
impact patients, staff, and the health system, by providing as-needed companionship, supporting 
rehabilitation, and reducing the burden on busy staff. 

4 Discussion 
Our participants’ comments were overall positive about the suitability of ECAs for the patients, staff, and 
healthcare system. This aligns with data found in the current literature, which shows that, with the 
introduction of additional safety measures, CAs could help improve the physical and mental health of 
patients in the hospital, decrease their length of stay, free up nursing staff time, and reduce healthcare 
spending (Bennion et al. 2020; Fitzpatrick et al. 2017; Gaffney et al. 2019; Shaw et al. 2017; Siddiqui et 
al. 2018; Vaidyam et al. 2021). Current research suggests that commercial CA technology is not yet safe 
enough for use in situations where the patient expresses mental health issues or crisis statements 
(Bickmore et al. 2018; Ermolina and Tiberius 2021; Kocaballi et al. 2020); however, some recent CAs 
appear to be providing a much safer and more improved experience for the users (Bennion et al. 2020; 
Gaffney et al. 2019; Philip et al. 2017). 

The main aim of hospitalisation (in general medical wards) is to focus on the patient’s physical health 
and get them physically well enough to go home. Mental health tends to be a consideration only once 
symptoms have emerged. Nurses and other healthcare professionals have limited capacity to meet the 
companionship needs that could mitigate social isolation and subsequent mental health deterioration. 
Our literature review and the outcomes of the co-design workshop suggest that psychosocial assessment 
is not considered at the time of general hospital admission. Nor is there a systematic process for 
measuring patients' level of social isolation throughout their hospital stay. During the co-design 
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workshop, the participants were asked to identify measures currently being used to prevent and/or 
mitigate social isolation and loneliness. Even though healthcare staff is aware that social isolation is a 
problem, almost nothing is being done to address it. 
The purpose of this study was to explore an ECA solution across the "normal" healthcare environment 
(i.e., pre- and post-COVID-19 pandemic); however, data collected during the pandemic has proven 
useful in demonstrating the importance of providing alternative companionship methods to isolated 
patients, with the mental health of patients coming out of hospital after being treated for COVID-19 
dangerously low (Vlake et al. 2021). As it was observed by a healthcare professional that patients are 
reluctant to talk to those who are there to listen and assist, the proactivity feature of the agent can aid in 
encouraging interaction. In the case of infectious diseases where physical isolation is a must, using a 
virtual agent can be advantageous. 

The participant's feedback on our video prototype is aligned with the outcomes reported by (Valtolina 
and Hu 2021), (Bennion et al. 2020) and (Wolters et al. 2016) that ECA technology can support people 
in an emotional capacity and relieve feelings of isolation and loneliness. Therefore, using ECAs in actual 
hospital settings may prove useful to provide companionship, aid recovery, and shorten the length of 
stay. However, larger-scale interventions with fully functional ECAs should be conducted to evaluate the 
efficacy and subjective user experience. 

Although none of the co-design workshop participants has experience in hospital or healthcare sector 
financial management, they agreed that the ECA could shorten the length of stay for hospital patients by 
targeting social isolation, which would positively impact health sector expenditure. There was also group 
consensus that the additional features of the ECA, such as education, reminders, and encouragement to 
perform rehabilitation exercises, could improve health literacy, increase mood and motivation to recover 
and consequently decrease the length of stay in the hospital. 
An important topic of discussion during the co-design workshop was the point at which a medical 
professional must take over the conversation between the ECA and the patient. Healthcare staff has 
limited time to interact with patients, so the initial aim was to have the ECA responsible for all mental 
health conversations, as literature shows that the use of CAs for mental health tracking and recovery can 
have positive outcomes (Fitzpatrick et al. 2017; Gaffney et al. 2019; Laranjo et al. 2018). Despite this, 
the participants of the co-design workshop were wary of the technology handling safety-critical 
conversation topics. To reduce the uncertainty, there was an agreement amongst the participants 
regarding the disclosure of safety-critical statements; the ECA can notify staff, and a mental health 
professional can take over. This may help staff identify patients who potentially require additional 
support. 
All the participants in the co-design workshop had questions regarding whether the ECA is safe to use 
for the patient's physical and mental health. These are the same questions asked in the observational 
study conducted by Bickmore et al. (2018), which found that commonly available multi-purpose CAs 
cannot yet be relied on for actionable medical advice. Once the safety and security risks of the technology 
were discussed in the workshop, the ECAs’ potential role switched from a "therapist" providing advice 
to a hospital companion providing friendship and motivation, with a focus on decreasing social isolation 
and preventing mental health decline, aligned with the research conducted by Valtolina and Hu (2021), 
and Wolters et al. (2016).  

4.1 Limitations 

This study has some limitations. First, the prototype used in the workshop was a video prototype. 
Although it demonstrated a high-fidelity prototype in action, it did not provide the participants with the 
first-person experience of using a fully working product. Second, our co-design workshop only included 
healthcare professionals. Another workshop with patients with prior long-term hospital stay experience 
and other types of healthcare professionals would complement our study. Third, all the participants were 
from a similar age group (40 to 60 years old). Therefore, it is possible that this limited variation in 
technological proficiency and understanding. 

4.2 Future work 

This study was a proof-of-concept study, obtaining a preliminary understanding of the potential 
suitability of using ECAs during hospitalisation. Future research can focus on developing a fully working 
ECA with unconstrained natural language input capabilities for increased accessibility and usability. The 
ECA should undergo rigorous risk analysis and safety testing before the interventions and should be 
monitored throughout to ensure the ECA does not give responses that could worsen the physical or 
mental condition of the patient. To ensure the implementation of the ECA does not hinder the healthcare 



Australasian Conference on Information Systems  Smith, Bhandari, Yuksel & Kocaballi 
2022, Melbourne  Embodied Conversational Agent for Social Isolation  

  9 

staff’s ability to provide the necessary care to their patients, future development should ensure that the 
ECA can be set up easily and the patient’s data can be input without posing an imposition to the staff. 

While not explored in this study, an opportunity for future development is integrating this technology 
with Wi-Fi-enabled medical equipment to aid patients’ physical health. Voice-activated ECAs could 
provide an accessibility solution for patients with limited mobility and hand function. This has the 
potential to create hospital rooms that cater to a much more comprehensive range of conditions and 
disabilities. 

5 Conclusion 
The evidence shows that long-term hospital stays can lead to feelings of social isolation and loneliness, 
significantly contributing to depression and anxiety. Mental health issues such as these have negatively 
impacted people's physical well-being. Prior studies have investigated if CAs can be helpful for people 
already experiencing mental illness; however, there has been limited research into the potential 
application of CAs in a preventative capacity, especially among long-stay patients. Current mitigation 
methods have limited ineffectiveness, and an additional focus on preventive measures is needed. Our 
workshop study suggests that ECAs can be helpful technological solutions during hospitalisation. 
However, privacy and safety remain major concerns similar to other CA applications in healthcare. 
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Abstract

A group of algorithms for estimating the current intensity (CI) of tropical
cyclones (TCs), which use infrared and microwave sensor-based images
as the input of the algorithm because it is more skilled than each algo-
rithm separately, are used to create a technique to estimate the TC
intensity which is known as SATCON . In the current study, an effort
was undertaken to assess how well the SATCON approach performed for
estimating TC intensity throughout the west pacific basin from year 2017
to 2021. To do this, 26 TCs over the west pacific basin were analysed
using the SATCON-based technique, and the estimates were compared
to the best track predictions provided by the Regional Specialized Meteo-
rological Centre (RSMC), Tokyo. The maximum sustained surface winds
(Vmax) and estimated central pressures (ECP) for various “T” num-
bers and types of storm throughout the entire year as well as during
the pre-monsoon (March-July) and post-monsoon (July-February) sea-
sons have been compared. When compared to weaker and very strong
TCs, the ability of the SATCON algorithm to estimate intensity is deter-
mined to be rather excellent for mid-range TCs. We demonstrate that
SATCON is more effective in the post-monsoon across the west pacific
basin than in the pre-monsoon by comparing the algorithm results.

Keywords: SATCON algorithm, West pacific basin, Estimated intensity,
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1 Introduction

Tropical cyclone (TC) observation by meteorological satellites has largely
reduced the challenge of detection. A constellation of geostationary (GEO) and
polar-orbiting platforms regularly scans the tropics, and sensors with better
spatial and spectrum sampling are used. Numerous types of multispectral pho-
tography can be used to qualitatively track and record the location, genesis,
occurrence, and dissipation of TCs. Estimating the present TC intensity from
space-based platforms is a little more complicated. It is possible to perform
subjective analysis of TC cloud patterns using infrared (IR) images employing
trained analysts and empirically supported guidelines. In order to analyse the
CI and anchor TC intensity catalogues (or “best tracks”) in the absence of in
situ intensity observations, operational TC centres have depended extensively
on the time-tested Dvorak technique [1, 2] for many years. As demonstrated
by crowdsourcing techniques, even inexperienced analysts can fairly accurately
estimate the CI [3]. The inherent subjectivity in the interpretation of the
images and restrictions on the capacity to detect structured convective struc-
ture beneath the normally massive and dense TC cirrus canopy, however, pose
difficulties to IR-based cloud pattern recognition techniques [4, 5]. Techniques
that make use of cloud-penetrating microwave (MW) sensors [6–9] can be
helpful in this area, but they also have drawbacks.

Obtaining accurate CI estimations is crucial for various reasons: The oper-
ational TC forecast process begins with the CI; it is one of the key input
variables required to initialise both dynamical and statistical TC forecast
models; and it is crucial for understanding TC climatologies and trends to
have precise best-track intensities [10]. Forecasters (or best-track analysts) fre-
quently struggle with the issue of competing satellite-based CI estimations with
significant spread/uncertainty. Taken as a solution, a common conservative
strategy is to average the estimations (simple consensus). A “smarter” con-
sensus procedure, depending on the situational performance of each consensus
attribute, is preferred since it further minimises the CI estimate uncertainty.

Multiple satellite fitted sensor respond data based observation techniques
are combined into an ensemble model known as SATCON created by Cooper-
ative Institute for Meteorological Satellite Studies (CIMSS). Below are basic
explanations of SATCON’s methodology.

Each attribute has situational strengths and weaknesses, which are repre-
sented by their separate intensity estimation error distributions, from which
the individual attribute weights utilised in the SATCON process of finding a
CI are created. Therefore, each attribute’s performance behaviour can be cat-
egorised into situational bins. For example, using the IR images of the scene
type, the ADT technique [11] estimates the intensity of TC. When the eye
scene is clear, it provides the best estimation; nevertheless, if it is not clear,
the estimation is poor or the outcome may be compromised. To best weight all
of the available intensity estimates into a single, superior consensus estimate,
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SATCON uses this situational information. The two TC intensity measure-
ments, MSLP and MSW, each have distinct performance traits, leading to
various SATCON weighting algorithms for each metric.

Sharing information between sensors is another aspect of the SATCON pro-
cess. Each SATCON attribute contains distinctive parametric data that the
other coinciding attribute might use to evaluate the situational bins and con-
ceivably modify the intensity estimates.For example, when an eye is observable
in the IR, then ADT generates estimations of TC eye size [12].

The Automated Tropical Cyclone Forecasting system (ATCF; [13]) can
be utilised by operational TC centres to provide additional sources of input
to the SATCON process. These sources can include storm motion and the
environmental pressure used in the pressure > wind member. For storms
that significantly differ from an average TC motion of roughly 11 kts
(1kts ≈ 0.51ms−1), the methodology from [14] can be used to make minor
modifications to the final predicted MSW values.

In the current work, the authors made an effort to evaluate the SAT-
CON algorithm’s performance in estimating TCs intensity throughout the west
pacific basin by contrasting it with the parameters supplied by RSMC Tokya.
Section 2 describes the data and technique used based on the statistics of 2017-
2021. Section 3 discusses the findings, while section 4 enumerates the study’s
conclusions.

2 Data and Methodology

We verified the “SATCON” output data by comparing it to the data provided
by RSMC, Tokya of TC intensity for all TCs between 2017 and 2021 over
the West Pacific (particularly taking into account these storms that affect
Japan). The SATCON algorithm’s data collects from UW-CIMSS (http://
tropic.ssec.wisc.edu/misc/satcon) and RSMC provided data collects from the
RSMC, Tokyo (jma.go.jp/jma/jma-eng/jma-center/rsmc-hp-pub-eg/RSMC
HP.htm), to determine the optimal track parameters for TCs. The number of
TC cases included in the study is listed in Table 1 [15–19]. 26 TCs are therefore
investigated in the current study.

Multiple satellite fitted sensor respond data based observation techniques
are combined into an ensemble model known as SATCON. Which is the
studies of Geostationary-based Advanced Dvorak Technique and the Pas-
sive Microwave signal based advance sounding and imaging unit designed by
the CIMSS. It provides a consensus intensity estimatation of TCs across all
the basins. It makes use of a statistically determined weighting system that
maximises (minimises) to be evaluated consensus intensity for a variety of
TC structures (weaknesses). The intensity computation is built from a series
of formulae dependent on the number of attribute available, and the SAT-
CON weights are proportional to the RMSE attribute values for the selected
scenarios.

The three-part equation for SATCON [10] is

(http://tropic.ssec.wisc.edu/misc/satcon)
(http://tropic.ssec.wisc.edu/misc/satcon)
(jma.go.jp/jma/jma-eng/jma-center/rsmc-hp-pub-eg/RSMC_HP.htm)
(jma.go.jp/jma/jma-eng/jma-center/rsmc-hp-pub-eg/RSMC_HP.htm)
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Table 1: In this study, following TCs were considered over the West Pacific
Basin

SI. No. Cyclone Name Season Date Maximum Wind
Speed (knots)

2021
1 Surigae Pre-Monsoon 12-30 Apr. 120 kts
2 IN-FA Pre-Monsoon 15-30 Jul. 85 kts
3 Chanthu Post-Monsoon 05-20 Sept. 115 kts
4 Rai Post-Monsoon 11-21 Dec. 105 kts

2020
1 Vongfone Pre-Monsoon 08-18 May 85 kts
2 Maysak Post-Monsoon 27 Aug. - 07 Sept. 95 kts
3 Haishen Post-Monsoon 30 Aug. - 10 Sept. 105 kts
4 Goni Post-Monsoon 26 Oct. - 06 Nov. 115 kts
5 Molave Post-Monsoon 22-29 Oct. 90 kts

2019
1 Nari Pre-Monsoon 24-28 Jul. 35 kts
2 Danas Pre-Monsoon 14-23 Jul. 45 kts
3 Lekima Post-Monsoon 02-15 Aug. 105 kts
4 Wutip Post-Monsoon 08 Feb. - 02 Mar. 105 kts
5 Hagibis Post-Monsoon 04-14 Oct. 105 kts
6 Halong Post-Monsoon 01-10 Nov. 115 kts

2018
1 Jelawat Pre-Monsoon 24 Mar. - 01 Apr. 105 kts
2 Prapiroon Pre-Monsoon 28 Jun. - 05 Jul. 65 kts
3 Maria Pre-Monsoon 03-13 Jul. 105 kts
4 Shanshan Post-Monsoon 02-11 Aug. 70 kts
5 Trami Post-Monsoon 20 Sept. - 03 Oct. 105 kts
6 Kong-Rey Post-Monsoon 28 Sept. - 07 Oct. 115 kts

2017
1 Noru Pre-Monsoon 19 July-12 Aug. 95 kts
2 Talim Post-Monsoon 08-22 Sept. 95 kts
3 Sanvu Post-Monsoon 26 Aug. - 06 Sept. 80 kts
4 Lan Post-Monsoon 15-23 Oct. 100 kts
5 Hato Post-Monsoon 19-24 Aug. 75 kts

SATCON =
W1W2(W1 + W2)E3 + W1W3(W1 + W3)E2 + W2W3(W3 + W2)E1

W1W2(W1 + W2) + W1W3(W1 + W3) + W3W2(W3 + W2)

where En is the attribute n’s intensity estimations and Wn is the attribute n’s
weight (RMSE). The weights of attributes 1, 2, and 3 are W1, W2, and W3,
and the intensity estimations of attributes 1, 2, and 3 are E1, E2, and E3.

The situational RMSE values for each of the attributes used to calculate
the intensity estimate are known as attribute weights. The SATCON weighting
structure’s composition is intended to give more weight to a situational depen-
dent attribute with the highest efficiency (among the available attributes). For
instance, the equation above shows how higher RMSEs (weights) of E1 and E2

are added to E3. Thus adding greater weight to the specific estimation E3, if
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E3 is the best-performing attribute in a given context. For those more uncer-
tain estimates, less weight (relatively smaller RMSEs) is to be alloted (E1 and
E2) [10].

One of the finest methods for forecasting the TC intensity over the Atlantic
and North Indian Oceans is the SATCON.

To evaluate the accuracy of the intensity forecasting and the effectiveness
of the CIMSS-SATCON algorithm, 26 TCs are used to validate the method
(table 1). Comparison of RSMC, Tokyo (jma.go.jp/jma/jma-eng/jma-center/
rsmc-hp-pub-eg/RSMC HP.htm) provided intensity estimation data with
SATCON intensity estimates.

Between the estimation of ECP and Vmax based on RSMC, Tokya provided
data, and SATCON calculation, various variables, which are root mean square
difference (RMSD), actual mean difference (bias), and mean absolute difference
(MAD), are determined. These variables are estimated for the various stages of
a TC’s ”T” number, as specified in the RSMC, Tokyo-provided intensity data,
inside each three-hourly observation that is at 00, 03, 06, 09, 12, 15, and 21
UTC throughout the whole time period of a TC. The mean MAD, RMSD, and
bias of intensity estimations across the West Pacific basin are estimated for
various “T” numbers during the different seasons as well as for the entire year
based on all TCs taken into account. The student’s t-test is used to determine
whether there are any significant differences between the mean values over the
West Pacific basin during the pre- and post-monsoon seasons.

When compared to the information provided by RSMC, Tokyo, the capa-
bility of SATCON has also been evaluated for various stages of TCs. Table 2
displays the various TC stages used in RSMC, Tokyo.

Stage Maximum Sustained Wind (knots; kts)
Tropical Storm 34-48 kts

Severe Tropical Storm 48-64 kts
Typhoon 64-85 kts

Very Strong Typhoon 85-105 kts
Violent Typhoon 105-130 kts

Table 2: Different stage of TCs with maximum sustained wind used in RSMC,
Tokya

3 Results and discussion

3.1 Over the period of entire year, the capability of the
“SATCON” algorithm over Japan (West Pacific)

3.1.1 Capability of the SATCON algorithm for various “T”
number stages

Table 3 compares the capaability of SATCON TC MSW and MSLP calculation
to intensity estimation data provided by RSMC for TCs across the west Pacific

(jma.go.jp/jma/jma-eng/jma-center/rsmc-hp-pub-eg/RSMC_HP.htm)
(jma.go.jp/jma/jma-eng/jma-center/rsmc-hp-pub-eg/RSMC_HP.htm)
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basin during 2017-2021. The bais progressively declines as the “T” number
rises, but it gradually rises after T5.5, being roughly 16-10 knots (kts) for T2.0-
T2.5, approximately 6-4 kts for T3.0-T5.0, and about 2 kts for T5.5. Due to
the small sample size, the results for T6.0-T7.0 bais increasing with increasing
in T number from roughly 8 to 21 kts may not be indicative. According to the
student’s t-test for the “T” numbers T2.0-T5.5 and T6.0-T7.0, the difference
is significant with a 99% level of confidence.

After the T3.5, the MAD is approximately 10-14 kts, and the MAD is
approximately 12-16 kts for T2.0-T.3.0 . Due to the small sample size, the
higher MAD value in the T6.5 range could not be indicative. The MAD values
for T5.0 and above across the west Pacific (7-10 kts) are consistent with [10, 20]
observations.

As a consequence, the intensity is estimated to be overestimated (negative
bias) by approximately 2 hPa for T7.0, approximately 2-5 hpa for T2.0-T3.5
and approximately 5-7 hPa for more than T3.5. For the range of T2.0-T6.5, the
underestimate is statistically significant at a 99% level of confidence. For T2.0-
T2.5, the MAD is approximately 5 hPa, and for T3.0-T7.0, it is approximately
5-10 hPa. For T2.0-T3.0, the RMSD is about 6-7 hPa, and for T3.5-T7.0, it is
approximately 8-11 hPa.

3.1.2 Results of the SATCON technique for the various TC
categories

The SATCON method and the intensity estimation data provided from the
RSMC, Tokyo were used to analyse the average characteristics of tropical
storms to violent typhoons over the west pacific basin between the year 2017-
2021 in terms of the MSW (knots) and MSLP (hPa). It demonstrates that
as TC goes to a higher category, the bias steadily reduces, being around 10-
8 knots for a tropical storm to a severe tropical storm and 8-4 knots for a
severe tropical storm to very strong typhoon,and violent typhoon. Due to the
small sample size, the bias value for the violent typhoon category, 12.21 kts,
may not be indicative (table 4). Accordingly, the bias is reduced for stronger
TCs, with the exception of violent typhoons, which is consistent with [10, 20]
findings. Although the MAD is for typhoons, severe typhoons, and tropical
storms, approximately 9-12 kts, and approximately 7-11 kts for very strong
and violent typhoons (figure 1). For all TC categories, the overestimation is
statistically significant at a 99% level of confidence.

The MAD value for typhoons and intense typhoons (8-10 kts) is consistent
with [10, 20]’s prior findings. A slight increase in MAD values of intensity over
the west pacific basin is recorded for tropical storm, severe tropical storm and
very strong typhoon compared with [10, 20] conclusion. For tropical storms,
severe tropical storms, typhoons, and very strong typhoons, the RMSD val-
ues over the west Pacific are approximately 11-14, and for violent typhoons,
they are less than 10 kts. The Violent typhoon RMSD estimates across the
west pacific (<10 kts) are consistent with [10, 20] earlier observations. How-
ever, compared to [10, 20] findings, the RMSD values over the west pacific for
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Fig. 1: Compared the intensity estimation by SATCON and RSMC provided
data for all TCs(stahe wise) over the west pacific basin during the year 2017-
2021. B stands for RSMC provided data, S stands for SATCON algorithm
data, ViTY stands for Violent Typhoon, VSTY for Very Strong Typhoon, TY
for Typhoon, STS for Severe Tropical Storm, and TS for Tropical Storm

the tropical storm, severe tropical storm, typhoon and very strong typhoon
category are marginally greater (11-14 kts).

As a result, the intensity is understated (negative bais) in terms of MSLP
by about -3 hPa for violent typhoons and 1-6 hPa for all other types of storms.
For tropical storms, the MAD is roughly 6 hPa, and for all other storm types,
it is between 7-9 hPa. All storm types have RMSD values between 7 and 11
hPa.

The SATCON algorithm shows the overestimation of the intensity of TCs
during the begining stage of formation and up to T2.5, it may be seen from
this. But after that, it is discovered that its performance is fairly good in mea-
suring the intensity of stronger TCs (more than Severe Tropical storm). In the
SATCON method, creates a single estimate from several TC intensity esti-
mations derived from objective intensity algorithms. The major component of
the SATCON model, ADT 9.0, feeds continuous inputs into the model every
30 minutes, whilst the microwave sounder satellite feeds irregular intensity
inputs into the model, which are then extrapolated to hourly estimations. The
final SATCON estimate is produced by combining these interpolated estimates
with ADT estimates. An objective method evolved from the original Dvorak
Technique is used by the ADT to calculate intensity. Up to T2.5 in the first
development phase, the cloud organisation pattern is not clearly specified. At
this time, the Dvorak Technique is unable to comprehend the intricate details
of cloud patterns. Because of this, both the ADT 9.0 technique and SATCON
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overstate the intensity estimations based on the methodology’s pre-defined
fixed cloud pattern, primarily the central dense overcast (CDO) and eye pat-
tern, regardless of whether it is a curved band or shear pattern. It goes without
saying that the shear pattern TCs have a maximum strength of T3.0 and that
majority of the TCs over the west pacific originate from shear patterns under
the influence of monsoon circulation. As a result, when the intensity is T2.0 or
higher, the ADT 9.0 version and SATCON are utilised globally. Additionally,
the SATCON algorithm is reasonable good for T3.0 and more because for TCs
whose intensity is more than T3.0, they show clear cloud pattern i.e. either eye
pattern or CDO. In addition, SATCON used the new ADT 9.0 methodology,
which integrates infrared sensor, short-wave infrared imaging sensor, visible
imaging sensor, and microwave images to find phenomena that the original
Dvorak Technique was unable to find, such as secondary eye-wall formation,
double eyewall structure, the centre in the presence of cirrus canopy, coiling of
convective clouds (in the presence of cirrus) around the centre, and eye-wall
replacement cycle [21].

Given the foregoing, forecasters can utilize the SATCON technique to
estimate intensity in the case of stronger TCs (T3.0 or more). As cloud orga-
nization patterns are not clearly defined in the beginning stage, and the
automated approach of ADT (a attribute of SATCON) selects pre-established
patterns, overestimating of the intensity results, it is not suitable to cyclo-
genesis and the begining phase of TC formation. Forecasters can, however,
accurately estimate TC intensities based on SATCON data by using the bias,
RMSD, and MAD calculated in this study.

3.2 Capability of SATCON algorithm in various seasons

3.2.1 The pre-monsoon season’s capabilities of the SATCON
algorithm

SATCON TC MSW (kts) and MSLP (hPa) estimates’ capability in compari-
son to RSMC Tokyo intensity estimate data for TCs developed over the west
Pacific during the pre-monsoon are shown in tables 5 and 6. With the excep-
tion of very strong typhoons, the bias value stays high during all phases of
TCs at roughly 11-18 kts. A very strong typhoon has a bias value of less than
1 kts (figure 2). The smaller sample size may be the cause of the very strong
typhoon’s unrepresentative value. According to the student’s t-test for all types
of TCs, the difference is significant at a 99% level of confidence.

For tropical storms, severe tropical storms, and typhoons, the MAD is
approximately 12-19 kts, and for very strong typhoons, it is approximately 4
kts. The RMSD ranges between 13 and 19 kts for tropical storms, severe trop-
ical storms, and typhoons, and between 4 and 5 kts for very strong typhoons.
This runs counter to [10, 20] past findings.The average SATCON intensity,
in turn, overestimates the MSW in the pre-monsoon season by around 11
kts and underestimates the average MSLP estimations by nearly 7 hPa, as
demonstrated in Table 5.
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Fig. 2: Compared the intensity estimation by SATCON and RSMC provided
data for pre-monsoon season. B stands for RSMC provided data, S stands for
SATCON algorithm data, VSTY for Very Strong Typhoon, TY for Typhoon,
STS for Severe Tropical Storm, and TS for Tropical Storm

3.2.2 The post-monsoon season’s capabilities of the
SATCON algorithm

Tables 5 and 6 show the capability of SATCON’s algorithm of TCs MSW (kts)
and MSLP (hPa) estimations compared to RSMC, Tokya provided data of
intensity estimates for TCs developed across the west Pacific during the year
2017-2021’s post-monsoon. When the strength rises, the bias steadily decreases
between 2 and 7 knots for tropical storms, severe typhoons, typhoons, and
between 11 to 13 knots for extremely strong and violent typhoons (figure
3). The student’s t-test for all forms of TC indicates that the difference is
significant at a 99% level of confidence. The bias value for the typhoon stage
is consistent with [10, 20] past research.

The MAD for a tropical storm is approximately 11 knots, for TC categories
such as a severe tropical storm, typhoon, very strong typhoon, and for violent
typhoon, it is between 8 and 10 knots. The results of [10, 20] are supported
by the MAD values throughout the west Pacific for severe tropical storms,
typhoons, very strong typhoons, and violent typhoon stage (8-10 kts). How-
ever, compared to [10, 20] findings, the MAD values for the tropical storm stage
are a little bit higher (11 kts). For all storm types, the RMSD across the west
Pacific is approximately 10-14 kts. This runs counter to [10, 20] earlier research
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Fig. 3: Compared the intensity estimation by SATCON and RSMC provided
data for post-monsoon season. B stands for RSMC provided data, S stands for
SATCON algorithm data, ViTY stands for Violent Typhoon, VSTY for Very
Strong Typhoon, TY for Typhoon, STS for Severe Tropical Storm, and TS for
Tropical Storm

conclusions. Table 5 demonstrates that the average SATCON intensity under-
estimates the average MSLP estimates by around 5 hPa while overestimating
the average MSW during the post-monsoon season by nearly 9 kts.

4 Conclusion

The key takeaways from the results and discussions above are listed below.
Tropical storm, severe tropical storm, typhoon, very strong typhoon, and

violent typhoon types of TCs were examing in terms of intensity (‘T’ number)
estimates across the west pacific basin from 2017 to 2021 using data from
RSMC, Tokyo and the SATCON algorithm. As TCs progress through the
initial phase of development, the range of overestimation of SATCON intensity
estimation decreases. The result for T6.0-T7.0 may not be representative due
to the sample size.

When we compared the SATCON algorithm’s output with the data pro-
vided by the RSMC, we found that during the pre-monsoon, the SATCON
algorithm overestimated tropical storms by about 13 kts, severe tropical storms
by about 17 kts, and typhoons by about 19 kts. During the post-monsoon, the
SATCON algorithm overestimated tropical storm by about 11 kts, and severe
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Best Best Mean
Category Season Track Track SATCON SATCON BIAS Absolute RMSD

of TC interval MSW interval MSW(B) (A-B) difference
(A)

Violent Pre-Mon - - - - - - -
Typhoon Post-Mon 105-130 128.57 120-144 139.73 -11.16 8.68 13.34

Very Pre-Mon 80-110 126.03 90-120 125.30 0.73 4.26 4.92
strong Post-Mon 85-105 102.08 112-132 114.57 -12.49 9.52 14.19

Typhoon
Typhoon Pre-Mon 64-85 73.58 79-100 90.77 -17.19 18.44 18.24

Post-Mon 65-90 72.12 72-98 74.46 -2.34 8.24 10.18
Severe Pre-Mon 48-64 56.25 69-81 72.87 -16.62 16.54 17.08

Tropical Post-Mon 44-63 56.66 57-87 61.36 -4.69 9.24 12.47
Storm

Tropical Pre-Mon 34-48 42.01 16-70 54.11 -12.1 12.19 13.48
Storm Post-Mon 30-50 42.62 39-74 50.19 -6.92 10.58 12.84

Table 6: Compared the SATCON and RSMC, Tokya provided data for TCs
(stage wise) over the west pacific basin as pre-monsoon and post-monsoon
during the year 2017-2021

tropical storm, typhoon, very strong typhoon and violent typhoon by about
9kts.

We demonstrate that SATCON is more effective in the post-monsoon across
the west pacific basin than in the pre-monsoon by comparing the algorithm
results.
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Abstract

Recent works on fake news detection have shown the ef-
ficacy of using emotions as a feature for improved perfor-
mance. However, the cross-domain impact of emotion-guided
features for fake news detection still remains an open prob-
lem. In this work, we propose an emotion-guided, domain-
adaptive, multi-task approach for cross-domain fake news
detection, proving the efficacy of emotion-guided models in
cross-domain settings for various datasets.

Introduction
Over the years, our reliance on social media as an informa-
tion source has increased, leading to an exponential increase
in the spread of fake news. To counter this, researchers have
proposed various approaches for fake news detection (FND).
Models trained on one domain often perform poorly on
datasets from other domains due to the domain shift (Fig-
ure 1(1)). Some works show the efficacy of domain adapta-
tion for cross-domain FND by extracting domain-invariant
features (Figure 1(2)) for classification (Zhang et al. 2020).
However, adapting domains does not ensure that features
in different classes align correctly across domains, which
sometimes has a negative impact on performance. Some
works have shown a correlation between fake news and their
intrinsic emotions (Guo et al. 2019; Choudhry, Khatri, and
Jain 2022) (Figure 1(3)), having successfully used it for fake
news detection. However, these works are restricted to in-
domain settings and don’t consider cross-domain evalua-
tion. We propose the use of emotion-guided multi-task mod-
els for improved cross-domain fake news detection, experi-
mentally proving its efficacy, and present an emotion-guided
domain adaptive approach for improved cross-domain fake
news detection by leveraging better feature alignment across
domains due to the use of emotion labels (Figure 1(4)).

Proposed Methodology
Datasets, Emotion Annotation & Preprocessing
We use the FakeNewsAMT & Celeb (Pérez-Rosas et al.
2018), Politifact1, and Gossipcop2 datasets. We annotate
them with the core emotions from Ekman’s (Ekman 1992)

*These authors contributed equally.

Domain A
Domain B

Fake Real
Emotion 1
Emotion 2

1 2

3

Emotion 3
Emotion 4

4

Figure 1: (1) Cross-domain texts not aligned. (2) Domain
adaptation for improved alignment. (3) Emotion-guided
classification. (4) Emotion-guided domain adaptation.

(6 emotions: Joy, Surprise, Anger, Sadness, Disgust, Fear)
and Plutchik’s (Plutchik 1982) (8 emotions: Joy, Surprise,
Trust, Anger, Anticipation, Sadness, Disgust, Fear) emotion
theories. We use the Unison model (Colneric and Demsar
2018) for annotating the datasets with emotion tags. During
preprocessing, we convert text to lower case, remove punc-
tuation, and decontract verb forms (eg. “I’d” to “I would”).

Emotion-guided Domain-adaptive Framework
We propose the cumulative use of domain adaptation and
emotion-guided feature extraction for cross-domain fake
news detection. Our approach aims to improve the feature
alignment between different domains using adversarial do-
main adaptation by leveraging the correlation between the
emotion and the veracity of a text (as shown in Figure 1(4)).
Figure 2 shows our proposed framework. We use an LSTM-
based multi-task learning (MTL) feature extractor which

1https://www.politifact.com/
2https://www.gossipcop.com/
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Figure 2: Graphical representation of our emotion-guided domain-adaptive framework for cross-domain fake news detection.

is trained by the cumulative losses from fake news classi-
fier, emotion classifier, and discriminator (aids in learning
domain-invariant features). LSTM can be replaced with bet-
ter feature extractors. We use it specifically for easier com-
parison to non-adapted emotion-guided and non-adapted
single-task models. The domain classifier acts as the dis-
criminator. Fake news classification loss, emotion classifi-
cation loss, adversarial loss, and total loss are defined as:

LFND = min
θl,θf

∑ns

i=1
Li
f

(1)

Lemo = min
θl,θe

∑ns

i=1
Lies +

∑nt

j=1
L
j
et

)) (2)

Ladv = min
θd

(max
θl

(
∑ns

i=1
Li
ds

+
∑nt

j=1
L
j
dt

)) (3)

LTotal = (1−α−β)∗LFND + α ∗ (Ladv) + β ∗ (Lemo) (4)

where ns and nt are number of samples in source and
target sets; θd, θf , θe, and θl are parameters for discrim-
inator, fake news classifier, emotion classifier, and LSTM
feature extractor; Lds and Ldt are binary crossentropy loss
for source and target classification; Les and Let are crossen-
tropy loss for emotion classification; Lf is binary crossen-
tropy loss for Fake News Classifier; α and β are weight pa-
rameters in LTotal. We optimized α and β for each setting.

Experimental Results & Discussion
Each model used for evaluation was optimized on an in-
domain validation set. Table 1 illustrates our results proving
the efficacy of using emotion-guided models in non-adapted
cross-domain settings. Table 2 compares non-adaptive mod-
els, domain adaptive models, and our emotion-guided do-
main adaptive models in various settings. MTL (E) and MTL
(P) refer to emotion-guided multi-task frameworks using
Ekman’s and Plutchik’s emotions respectively. STL refers to
single-task framework. DA refers to domain-adaptive frame-
work with a discriminator. Non-DA refers to a non-adapted
model. Some findings observed are:

Emotions-guided non-adaptive multi-task models out-
perform their single-task counterparts in cross-domain
settings, as seen in Table 1, indicating improved extraction
of features that are applicable across different datasets.

Emotion-guided domain-adaptive models improve
performance in cross-domain settings. Table 2 shows the
advantage of emotion-guided adversarial domain-adaptive

Source Target Accuracy
Non-DA STL

Accuracy
Non-DA MTL(E)

Accuracy
Non-DA MTL(P)

FAMT Celeb 0.420 0.520 0.530
Celeb FAMT 0.432 0.471 0.476

Table 1: Cross-domain evaluation of non-adaptive models on
FakeNewsAMT (FAMT) & Celeb datasets. Emotion-guided
models (MTL (E) and MTL (P)) outperform their corre-
sponding STL models in cross-domain settings.

Source Target
Accuracy
Non-DA

STL

Accuracy
DA
STL

Accuracy
DA

MTL(E)

Accuracy
DA

MTL(P)
FAMT Celeb 0.420 0.560 0.540 0.600
Celeb FAMT 0.432 0.395 0.501 0.551
Politi Gossip 0.527 0.585 0.698 0.671
Celeb Gossip 0.488 0.525 0.555 0.587
FAMT Gossip 0.451 0.790 0.805 0.795
FAMT Politi 0.363 0.621 0.704 0.621

Table 2: Cross-domain evaluation of non-adaptive, adaptive
and emotion-guided adaptive models on various datasets.

models over their non-adaptive counterparts. This shows the
scope for improved feature extraction even after adversarial
adaptation, and emotion-guided models act as a solution.
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Abstract
For the purpose of lowering hazardous emissions and enhancing performance of diesel engine, waste cooking oil biodiesel 
has emerged as a feasible and promising biofuel. In this research paper, 300 and 400 ppm doses of tert-butylhydroquinone 
(TBHQ) and diphenylamine (DPA) antioxidants were added to waste cooking oil biodiesel of 20% volume to evaluate per-
formance and emission parameters in unmodified diesel engine. An artificial neural network model was developed to predict 
brake thermal efficiency (BTE), brake specific energy consumption (BSEC), nitrogen oxide emission (NOx), carbon monox-
ide emission (CO), hydrocarbon emission (HC), and smoke opacity by considering load, blends, and type of antioxidant in 
different doses as input. Prediction and validation were carried out using the findings of the experiments. The quasi-Newton 
method algorithm was used to predict data that best fits with linear regression analysis. The result showed at full load, BTE 
and BSEC have R2 values of 0.985 and 0.995, respectively. The recommended ANN model's accuracy and performance 
were acceptable. At full load, the brake thermal efficiency increased, and brake specific energy consumption was reduced 
for fuel blend with antioxidant in respect of without antioxidant blend. NOx emission was reduced by 2.32, 5.24, 7.35, and 
12.44% for 300-doses DPA blend, 300-doses TBHQ blend, 400 doses TBHQ blend, and 400 doses DPA antioxidant blend, 
respectively, compared to without antioxidant blend. The adoption of ANN to predict performance and emission can speed 
up and lower the running cost of understanding output behavior.
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Introduction

Increasing energy demand, as well as the environmental 
harm caused by pollutant emissions from fossil-fuel com-
bustion, has prompted researchers to look for alternative 
fuels to replace traditional petroleum fuels. However, the 
combustion of diesel engines produces a lot of NOx and 
smoke, which affects the health of humans. Therefore, 
biodiesel is considered an alternative fuel, as it is renew-
able and can be used in unmodified diesel engines along 
with reduced harmful emissions such as carbon monox-
ide, hydrocarbon compared to fossil fuel. (Pali et al. 2015; 
Dueso et al. 2018; Uğuz et al. 2019). Waste cooking oil 
(WCO) is considered as one of the potential feedstock 
for the production of biodiesel (Chhetri et al. 2008; Sid-
harth and Kumar 2020). The utilization of waste cooking 
oil helps to reduce the problem of used oil disposal and 
reduces raw material costs. Therefore, waste cooking oil 
gained worldwide interest for converting it into biodiesel 
(Zareh et al. 2017; Nagarajan and Narayanasamy 2021). 
Conversion of waste cooking oil into biodiesel reduces 
the cost of processing waste treatment including waste 
cooking oil and reduces environmental contamination. 

Converting waste cooking oil into biodiesel also helps to 
alleviate the energy issue (Sonthalia and Kumar 2021).

Biodiesel, fatty acid methyl esters (FAME) contains sat-
urated and unsaturated fatty acid. Unsaturated fatty acids 
present in FAME are susceptible to autoxidation. Autoxi-
dation deteriorates the quality of biodiesel; if the quality 
of biodiesel deteriorates due to fuel autoxidation, it may 
be unsuitable for use as a fuel in an engine. Autoxidation 
of biodiesel may cause oil blockage, filtration difficulties, 
engine corrosion, and engine performance instability (Fu 
et al. 2016; Bharti and Singh 2020). Antioxidants have 
been suggested by several studies as a way to increase the 
biodiesel oxidation stability. Antioxidants terminate a pro-
cess of oxidation by scavenging free radicals. Most of the 
commonly used synthetic antioxidants are TBHQ, BHT, 
BHA, PY, and PG having phenolic compounds (Liu et al. 
2019; Yadav et al. 2022). Biodiesel from waste cooking 
oil was used with TBHQ, PY, and BHT, antioxidants to 
evaluate oxidation stability by FTIR and DSC techniques. 
TBHQ was more effective compared to BHT and PY anti-
oxidants (Uğuz et al. 2019). TBHQ, BHA, GA, MT, PG, 
OG, PA VC, AP, D-TBHQ antioxidants were tested with 
rubber seed biodiesel at different temperatures. BHA and 
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TBHQ show better results than others at room temperature 
(Ni et al. 2020).

Despite several advantages, biodiesel has few drawbacks 
when utilized in diesel engines. Higher alcohol consump-
tion and lower oil yield during the production process are a 
few of them and NOx emission during combustion of fuel 
(Pikula et al. 2020). In comparison with diesel, NOx emis-
sions rise when biodiesel is blended at a higher proportion. 
The utilization of waste cooking oil biodiesel increases 
NOx emission, shown in previous studies (Abed et  al. 
2018). Performance and emission of N-phenyl-1, titanium 
oxide (TiO2), and 4-phenylenediamine (NPPD) antioxi-
dant nanoparticles were evaluated for palm biodiesel. Both 
antioxidants can mitigate NOx compared to a diesel with 
optimum performance. Antioxidants with biodiesel reduce 
NOx by terminating free radicals, decomposing peroxides, 
and preventing free radical chain reactions (Reddy and Wani 
2021). PPDA, AT, and LA antioxidants (150 mg concentra-
tion), when mixed in 20% blend of Annona biodiesel (A20), 
effectively reduce NOx emission by 24.7, 22, and 23.8% 
compared to A20 biodiesel with additive (Rajendran 2020).

The performance and emission analysis of biodiesel 
treated with antioxidants has been the focus of several stud-
ies. However, these tests are costlier and require a huge 
amount of time. As a solution, the application of computer 
software gives the same level of efficiency with less number 
of tests. Artificial neural network (ANN) is getting attention 
to predict engine performance and emission by minimizing 
the number of experiments (Uslu and Celik 2018). Hosseini 
et al. (2020 studied the ANN model to evaluate engine per-
formance, emission, and vibration levels by utilizing alu-
mina as an additive, 30, 60, 90 ppm, 5%, and 10% biodiesel 
blend in diesel. Selected input parameters were fuel density, 
fuel blend, engine speed, lower heating value, intake mani-
fold pressure, fuel viscosity, consumption of fuel, exhaust 
gas temperature, relative humidity, oil temperature, and 
ambient air pressure for targeted output parameters power 
output, torque, UHC, CO2, CO, NO, RMS, and engine vibra-
tions. Performance and emission of the proposed model were 
found satisfactory with an R-Value nearby 0.999 for train-
ing, validation, and testing. Kumar et al. (2020) develops 
ANN model to predict performance and emission of a ter-
nary blend, diesel-palm biodiesel-decanol additive. Selected 
output was BTE, NOx, CO, BSFC, HC, CO2, EGT, igni-
tion delay period, and smoke opacity. Results show R-value 
greater than 0.99 for all ANN predicted output.

Considering available literature, waste cooking oil bio-
diesel fits waste to fuel production, which eliminates dis-
posal issues of waste cooking oil, prevents land and water 
pollution. Utilization of waste cooking oil biodiesel helps 
to enhance performance of the engine and reduces emission 
(Chen et al. 2020; Chaudhary 2022). However, compared to 
the one using petro-diesel, NOx emission will be somewhat 

enhanced. Increased NOx emission significantly controlled 
by oxidizing peroxides, removing free radicals, and stopping 
the chain reaction of free radicals. The antioxidants added 
to biodiesel demonstrated a more notable reduction in NOx 
emissions (Reddy and Wani 2021). In this, present study, 
an aromatic antioxidant (DPA)-treated biodiesel fuel blend 
was used to analyze performance and emission of the engine. 
Most commonly used synthetic antioxidants (TBHQ)-treated 
biodiesel fuel blend was used for comparison of analysis. 
Traditional methods for analyzing performance and emis-
sion behavior of engine are costly and very time consuming. 
Therefore, researchers are looking toward to find out alterna-
tive ways to analyze it by cheaper and faster methods. An 
artificial technique like ANN was found best-fitted technique 
to analyze performance and emission of the engine by devel-
oping models (Ayd et al. 2020). The aim of this research 
work was to find aromatic antioxidant impact on biodiesel 
in terms of performance and emission, specially NOx emis-
sion reduction and to create an ANN model for estimating 
performance and emission analysis in relation with input 
load, blend percentage, and antioxidants. The present study 
shows an ANN model application by utilizing data from 
experiments and prediction of performance and emission. 
This model is applicable to analyze output parameters under 
different conditions.

This research work was initiated in 2021 at CASRAE 
(Centre for Advanced Studies and Research in Automobile 
Engineering), Department of mechanical engineering, Delhi 
technological university, Delhi, India, and this research 
paper was finalized in 2022.

Materials and methods

Waste cooking oil was obtained from a nearby canteen. All 
other chemicals were obtained from a local supplier with 
analytical grade of 99 percent purity. In this section, the 
production of biodiesel, antioxidant treatment of biodiesel, 
and blend preparation are explained. BTE, BSEC, EGT, 
NOx, HC, CO, and opacity were evaluated for different test 
fuel blends for unmodified diesel engine. Prediction and 
validated of performance and emission parameters are per-
formed by ANN approach.

Production and preparation of antioxidant‑treated 
biodiesel

The first stage of biodiesel production is to measure free 
fatty acid (FFA) concentration of the oil. After that, either 
the esterification (FFA is greater than 2 wt%) or direct 
transesterification process (FFA is less than 2 wt%) takes 
place (Tomar and Kumar 2020). The ASTM-D644 standard 
is used to calculate FFA. Oil is titrated using N/10 KOH 
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solution to the mixture of phenolphthalein and isopropyl 
alcohols. The FFA concentration of waste cooking oil was 
measured less than 2%. Biodiesel can be produced only by 
one-step transesterification with an alkaline catalyst. In order 
to transesterify the oil, methanol (20% weight-to-weight) 
and KOH pellets (1% weight-to-weight) were combined. Oil 
is transesterified in the presence of a base as a catalyst in the 
last phase of production. As crude glycerol is heavier than 
water, it sinks to the bottom and is subsequently filtered out. 
As a result, a clean biodiesel layer was produced by wash-
ing the leftover residue (methyl ester) in hot water (around 
38 °C) until. Figure 1 represents the flow chart for produc-
tion process of biodiesel. A similar approach was used by 
Sidharth and Kumar (2020). Figure 2 shows a physical rep-
resentation of biodiesel production at different stages.

Preparation of test blend

Antioxidants additives, tert-butylhydroquinone (TBHQ), 
and diphenylamine (DPA) were purchased from local ven-
dor. TBHQ has 97% assay, 166.22 g/mol molecular weight, 
127–129 °C, white to light tan color, fully soluble, phe-
nolic type and DPA has 98% assay, 166.23 g/mol molecu-
lar weight, 51–55 °C, white to light yellow color, fully 
soluble, aromatic type. For experimental testing, five test 
fuel blends were prepared, named 80D20B, B20(300DPA), 
B20(400DPA), B20(300TBHQ), and B20(400TBHQ). 
Representation of the fuel blend is given in Table 1. Mix-
ing of antioxidants in neat waste cooking oil biodiesel was 
carried out in an ultrasonicator at a frequency of 40 kHz 
for 45 min.

Fig. 1   Flow chart for production process of biodiesel

Fig. 2   Photographic representa-
tion of methyl ester and glycerol 
separation, water washing, and 
biodiesel
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Experiment setup

The engine testing was performed on Kirloskar's unmodi-
fied diesel engine. Engine having 4-stroke, direct injec-
tion, single-cylinder working with constant rpm (1500) 
and 3.5KW rated power output, detailed specifications 
are given in Table 2. A schematic layout of diesel engine 
configuration for experimental trial is shown in Fig. 3. 
On the electric loading unit, a voltmeter, an ammeter, 
and rpm indicator were used to measure current, voltage, 
and speed of the output shaft of the engine. A computer 
unit and data acquisition system attached to the engine 
test setup. A data acquisition system was used to meas-
ure, control, and monitor the mass flow rates of fuel, 
temperature, and engine load at varying load conditions. 
An electric bulb setup was used to apply engine loading. 
Exhaust gas temperature of the engine was controlled by 
attaching a thermocouple at the exhaust. An AVL gas 
analyzer (AVL-1000) and AVL-480 smoke meter were 
used to measure exhaust gas emissions and smoke opac-
ity coming out from engine combustion. The load applied 

to the engine was varied by 20% of 100% load through 
electric loading at 1500 rpm. Volumetric mass flow rate 
of fuel was measured using a burette and stopwatch. The 
performance of a baseline diesel was assessed first, and 
then other diesel biodiesel blends were tested and com-
pared. All test was performed in ambient conditions.

ANN application and data prediction approach

Nowadays researchers show their keen interest to use ANN 
in the automobile sector (Ayd et al. 2020). An ANN relates 
the inputs and outputs of a system, and it has been success-
fully applied to map nonlinear input and output correlations 
in a variety of fields. An ANN network has a layer of input 
nodes, a layer of output nodes, and one or more layers of 
hidden nodes connecting them. All three layers are having 
a specific number of small individuals, called neurons. The 
neurons transfer their signal of communication to other neu-
rons via a communication link that is associated with spe-
cific weight (Uslu and Celik 2018). In this machine learning, 
ANN approach uses two major steps: 1. training step (set of 
data provided with weight and bias) and 2. prediction step 
(training of neural network according to input data provided) 
(Barnawal and Kumar 2021). A detailed process of ANN 
approach is given through the flow chart in Fig. 3.

ANN model structure

In this research paper, prediction of performance and emis-
sion of waste cooking biodiesel blend have been done using 
ANN. Data set used as input in ANN model were taken from 
engine trial at different loads. Engine load, blend percentage, 
dose of antioxidants were used as input to the model. Evalu-
ated parameters were BSEC, BTE, NOx, EGT, HC, CO, 
and opacity. The architecture diagram of ANN is shown in 
Fig. 4. In this ANN model, 70% of data were used for train-
ing purposes, 15% of data for testing purposes, and 15% of 
data were utilized as specific samples. In ANN modeling, 
for training and optimization of data, the “quasi-Newton 
method” was used.

Data prediction and validation by ANN

Linear regression analysis is found to be standard method 
to test the loss of the model between scaled output of the 
neural network to their corresponding targets. This analysis 
gives three parameters to individual output variables. These 
three parameters were y-intercept, slop, and correlation coef-
ficient between scaled output and target. Slop and y-intercept 
refer to as a and b. For best fit, slop approaches one and 
y-intercept approaches zero and correlation approaches (R2) 
one. For a perfect fit, the slop between output and targeted 
value should be one and the y-intercept is zero shows there 

Table 1   Representation of test fuel blends

S. no Test fuel blends Representation

1 80D20B 80% diesel 20% biodiesel in volume 
percentage

2 B20(300DPA) 80% diesel 20% (300 ppm of DPA in 
biodiesel)

3 B20(400DPA) 80% diesel 20% (400 ppm of DPA in 
biodiesel)

4 B20(300TBHQ) 80% diesel 20% (300 ppm of TBHQ in 
biodiesel)

5 B20(400TBHQ) 80% Diesel 20% (400 ppm of TBHQ in 
biodiesel)

Table 2   Engine test rig specifications

Parameter Specifications

Type Single cylinder, 
4-stroke, direct 
injection type

Model DAF8, Kirloskar
Rated power 3.5 KW
Rated speed 1500 rpm
Length of stroke and diameter of bore 110 × 95 mm
Injector type Six holed solenoid
Cooling Air-cooled
Compression ratio 17.5:1
Lubrication type Forced feed
Injection timing and pressure fuel 23° and 200 bar 

before top dead 
center
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Fig. 3   Schematic diagram of diesel engine setup for experimental trial

Fig. 4   ANN architecture
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is no gap between output and target. When scaled output and 
targeted out are perfectly correlated, correlation coefficient 
will be one. Flow chart of ANN is represented in Fig. 5.

Results and discussion

Physico‑chemical properties and characterization 
of biodiesel

The physicochemical qualities of the fuel are heavily 
dependent on the engine's performance, combustion, 
and emission characteristics. Biodiesel and biodiesel 
with antioxidant blends having different fuel character-
istics such as viscosity, density, and calorific values are 
shown in given Table 3. Properties of diesel fuel were 
found in range as per ASTM methods, but biodiesel had 
shown higher viscosity in range. 20% blending of die-
sel in biodiesel gave possible range of viscosity within 
ASTM range. Slight increases in viscosity of biodiesel 
was found by adding antioxidant in 20% blended fuel. All 
tested physicochemical properties of antioxidant-treated 
biodiesel blends were found within range as per ASTM 
standard. The chemical composition of waste cooking oil 
biodiesel (WCB) was investigated using GC–MS. Fatty 
acid methyl esters can be separated, identified, quantified, 
and analyzed using GC. At varying retention periods, dis-
tinct fatty acid methyl esters were identified. It was shown 
that a higher unsaturated fatty acid content leads to infe-
rior oxidative stability and a low cetane number.

The gas chromatography/mass spectroscopy was per-
formed using GC‐MS machine, shown in Fig. 6. By using 
this machine, fatty acid methyl ester of waste cooking oil 
biodiesel was attained. The composition of all acids is rep-
resented in Table 4. Major compounds were to be 67.72% 
palmitic acid (9,12-octadecadienoic acid, methyl) ester and 
22.10% linoleic acid (hexadecanoic acid, methyl ester). Total 
unsaturated and saturated fatty acids of WCB were 68.45 
and 31.55, respectively. The quantity and group of methyl 
ester present in biodiesel determine the sustainability, and 
suitability of fuel.

Experimental performance and data 
prediction by ANN

Variation of brake specific energy consumption

Braking specific fuel consumption is the amount of fuel used 
by the engine per unit of production of brake power, which 
is represented in kg/kWh. BSFC depends on various fuel 
properties like viscosity, calorific value, density. Figure 7 
depicts the variation of brake specific energy consumption 

Fig. 5   Flow chart of artificial neural network
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Table 3   Physicochemical properties of diesel, biodiesel, and test fuel blends

Fuel proper-
ties

Diesel WCB 80D20B 80D20(WCB + 300 
DPA)

80D20(WCB + 400 
DPA)

80D20(WCB + 300 
TBHQ)

80D20(WCB + 400 
TBHQ)

Measuring 
Apparatus

Kinematic 
viscos-
ity (cSt) 
@40˚C

2.55 5.34 3.12344 3.13271 3.15721 3.14582 3.15124 Visco bath, 
petrotest

Density 
@15 °C (g/
m3)

834.4 882.3 848.2 849.5 849.6 849.6 849.7 Anton par, 
DMA 4500

Lower heat-
ing value 
(MJ/Kg)

42.871 38.92 41.8392 41.7164 41.6437 41.7812 41.6534 Oxygen bomb 
calorimeter 
parr

Oxidation 
stability

1.74 Rancimat

Fig. 6   GC–MS chromatograms of WCB
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(BSEC) with brake mean effective pressure (BMEP) for 
different ppm antioxidant-treated fuel blends (B20 + anti-
oxidant ppm) compared with diesel. It has been observed 
from the graph that BSEC decreases as BMEP increases. 
BSEC for diesel was lower compared to all other tested 
blends due to lower density, higher calorific value, higher 
volatility, and lower viscosity of fuel (Saravanan et al. 2019). 
80D20B blend depicts higher BSEC due to higher viscosity, 
higher density, and lower calorific value. In comparison with 
80D20B, B20(300DPA), B20(300TBHQ), B20(400TBHQ), 
B20(400DPA), and D100 exhibit 1.6, 3.2, 8.9, and 11.67% 

lower BSEC. Because of the friction reduction characteristic 
of amine in antioxidants, all antioxidant-treated biodiesel 
blends exhibit a considerable reduction in BSEC. Similar 
results were shown in previous studies (Senthur Prabu et al. 
2017; Reddy and Wani 2021). Figure 8 illustrates ANN 
simulation of research findings and software interpretation. 
According to the interpretation of ANN, R2 values were 
found 0.995 for BSEC.

Table 4   Unsaturated and saturated fatty acid composition of WCB

Peak R. Time Area% Compound name Chemical formula Molecular 
weight

Molecular structure Type

1 11.663 0.41 Methyl tetradecanoate C15H30O2 242 Saturated
2 16.232 0.35 Methyl palmitoleate C17H32O2 268 Saturated

3 17.004 22.10 PALMITIC ACID METHYL ESTER C17H34O2 270 Saturated

4 18.616 0.35 9-Heptadecenoic acid C18H34O2 282 Saturated

5 19.230 0.48 Margaric acid methyl ester C18H36O2 284 Saturated

6 21.179 67.72 Methyl octadeca-9,12-dienoate C19H34O2 294 Unsaturated
7 21.842 3.72 Stearic acid, methyl ester C19H38O2 298 Saturated

8 22.253 0.03 METHYL HEXADECATRIENOATE C17H28O2 264 Unsaturated

9 22.981 0.07 Methyl trans-9,trans-11-octadecadienoate C19H34O2 294 Unsaturated

10 24.962 0.04 Linoleoyl chloride C18H31ClO 298 Unsaturated

11 25.165 0.09 Methyl octadeca-9,12-dienoate C19H34O2 294 Unsaturated

12 25.306 0.50 11-Eicosenoic acid, methyl ester, (Z)- C21H40O2 324 Unsaturated

13 25.905 1.17 ARACHIDIC ACID METHYL ESTER C21H42O2 326 Saturated

14 27.931 0.10 Methyl heneicosanoate C22H44O2 340 Saturated
15 29.902 1.63 Behenic acid methyl ester C23H46O2 354 Saturated

16 31.782 0.22 Methyl tricosanoate C24H48O2 368 Saturated
17 33.605 0.74 Methyl lignocerate C25H50O2 382 Saturated
18 35.356 0.07 Methyl pentacosanoate C26H52O2 396 Saturated
19 37.059 0.07 Methyl hexacosanoate C27H54O2 410 Saturated
20 43.302 0.11 Clionasterol C29H50O 414 Saturated

68.45 Unsaturated
31.55 Saturated
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Variation of brake thermal efficiency

Brake power output to the energy supplied as mass of fuel 
and calorific value is known as brake thermal efficiency 
(BTE). Figure 9 depicts the variation of BTE with BMEP 
due to lean air–fuel mixture improving combustion (Raman 

and Kumar 2020). D100 has higher BTE; on other hand, 
80D20B has lower BTE on all loads. Lower BTE of 80D20B 
is due to combined effect of low calorific fuel, higher vis-
cosity, and shorter ignition delay period (Senthur Prabu 
et al. 2017). In comparison with 80D20B, B20(300DPA), 
B20(300TBHQ), B20(400 TBHQ), B20(400DPA), and 
D100, BTE increase by 1.6, 3.1, 5.5, 9.7, and 13.38%. All 
antioxidant-treated biodiesel blends show a remarkable 
increase in BTE due to a decrease in BSEC and higher 
power output. Similar trends are in line with previous studies 
carried out by Nagappan et al. (2021). Figure 10 illustrates 
ANN simulation of research findings and software interpre-
tation. According to the interpretation of ANN, R2 values 
were found 0.985 for BTE.

Variation of NOx emission

A greater combustion temperature, a longer combustion 
period, and a high oxygen content in the fuel are the main 
contributors to nitrogen oxide (NOx) formation. Figure 11 
depicts variation between NOx (%) emission with BMEP 
(bar). D100 shows the minimum emission among all other 

Fig. 7   Variation of BSEC (MJ/
kWh) and BMEP (bar)

Fig. 8   Predicted BSEC (MJ/kWh) vs. real BSEC (MJ/kWh)

Fig. 9   Variation of BTE (%) 
and BMEP (bar)
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fuel blends. 80D20B shows higher NOx due to higher 
oxygen content, 12% higher than diesel, reduction in igni-
tion delay period, and higher temperature of combustion 
(Nagappan et al. 2021). In comparison with 80D20B, NOx 
levels decreased by 2.32, 5.24, 7.35, 12.44, and 16.15% 
in B20(300DPA), B20(300TBHQ), B20(400TBHQ), 
B20(400DPA), and D100. All antioxidant-treated fuel 
blends show lower NOx than 80D20B due to concentration 
reduction of free radicals, quenching of free radicals, and 
scavenging of free radical behavior of antioxidants (Jeya-
kumar and Narayanasamy 2020). Figure 12 illustrates ANN 
simulation of research findings and software interpretation. 
According to the interpretation of ANN, R2 values were 
found 0.988 for NOx.

Variation of hydrocarbon carbon emission

The hydrocarbon formation is greatly affected by the fuel 
characteristics and fuel spray characteristics in a diesel 

engine. Figure  13 shows the variation of HC emission 
(ppm) with BMEP (bar). D100 shows higher emissions 
than all other fuel blends. 80D20B shows lower HC emis-
sions due to rich oxygen content of biodiesel and cetane 
number leading to complete combustion (Adam et al. 2018). 
In comparison with D100, B20(400DPA), B20(400TBHQ), 
B20(300TBHQ), B20(300DPA), and 80D80WCB show 1.9, 
5.8, 9.8, 13.72, and 17.6% reduction in HC. Figure 14 illus-
trates ANN simulation of research findings and software 
interpretation. According to the interpretation of ANN, R2 
values were found 0.946 for HC.

Variation of CO emission

The main reason for CO emissions formation is incom-
plete combustion, which is caused by inadequate air and 
low flame temperature. Figure 15 depicts the variation 
of CO emission for all test fuel blends, biodiesel blends 
and biodiesel blends with antioxidant. The increased 
value of CO specific emissions was obtained for pure 

Fig. 10   Predicted BTE (%) vs. real BTE (%)

Fig. 11   Variation of NOx (ppm) 
and BMEP (bar)

Fig. 12   Predicted NOx (ppm) vs. real NOx (ppm)
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diesel. Utilization of biodiesel blend shows lower emis-
sions than D100 due to higher oxygen availability in 
the fuel blend (Dueso et al. 2018). In comparison with 

D100, the HC levels of B20(400DPA), B20(400TBHQ), 
B20(300TBHQ), B20(300DPA), and 80D80WCB are 
reduced by 5.45, 11.27, 15, 18.8, and 22.18%, respec-
tively. The rise in CO emissions caused by antioxidant 
blends is mostly due to the antioxidant's ability to pre-
vent CO from being converted to CO2 (Adam et  al. 
2018). Figure 16 illustrates ANN simulation of research 
findings and software interpretation. According to the 
interpretation of ANN, R2 values were found 0.945 for 
CO.

Variation of Smoke opacity

Figure 17 depicts variation in smoke opacity vs BMEP for 
all tested fuel blends. The smoke emission for D100 is higher 
due to presence of increasing aromatic content and ignition 
delay (Tomar and Kumar 2020). Biodiesel fuel blend with-
out antioxidants shows lower emission due to rich oxygen 
content leads to better combustion and reduction in smoke 

Fig. 13   Variation of HC (ppm) 
and BMEP (bar)

Fig. 14   Predicted HC (ppm) vs. real HC (ppm)

Fig. 15   Variation of CO (%) 
and BMEP (bar)
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emission. All antioxidant biodiesel blends have lower emis-
sions than diesel. In comparison with D100, B20(400DPA), 
B20(400TBHQ), B20(300TBHQ), B20(400DPA), and 
80D80WCB exhibit 3.32, 8.64, 14.06, 16.87, and 20.46% 
lower HC. Figure 18 illustrates ANN simulation of research 
findings and software interpretation. According to the inter-
pretation of ANN, R2 values were found 0.983 for smoke 
opacity.

Variation of EGT

Figure 19 depicts variation between EGT (ppm) emission 
with BMEP (bar). It has been observed from the graph con-
ventional diesel has lower EGT than all other fuel blends at 
all loading conditions. On the other hand, 80D20B shows 

highest EGT emission, this reduction is due to minimum 
ignition delay period and rich oxygen content present 
in biodiesel (Nagappan et al. 2021). In comparison with 
80D20B, EGT were reduced by 3.39, 5.3, 8.25, 11, and 
12.5% in B20(300DPA), B20(300TBHQ), B20(400TBHQ), 
80D20(WCB + 00DPA), and D100.All antioxidant-treated 
fuel blends show lower EGT than 80D20B due to concen-
tration reduction of free radicals, quenching of free radi-
cals, and scavenging of free radical behavior of antioxidants 
(Jeyakumar and Narayanasamy 2020). Figure 20 illustrates 
ANN simulation of research findings and software interpre-
tation. According to the interpretation of ANN, R2 values 
were found 0.979 for EGT.

Fig. 16   Predicted CO (%) vs. real CO (%)

Fig. 17   Variation of smoke 
opacity (%) and BMEP (bar)

Fig. 18   Predicted smoke opacity (%) vs. real smoke opacity (%)
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Conclusion

In the present research work, two distinct antioxidants were 
tested to enhance the viability of waste cooking oil bio-
diesel. WCB physicochemical properties were tested as per 
ASTMD6751. GC–MS test were also conducted, showing 
higher unsaturation compounds present in WCB. An ANN 
modeling was performed to estimate correlation between 
observed and experimented data. The following observa-
tions were drawn:

•	 Antioxidant-treated biodiesel blends show increasing 
BTE and decreeing BSEC at all loads. At peak load, BTE 
increased by 13.38% and BSEC decreased by 11.67% for 
400 ppm DPA antioxidant fuel blend compared to with-
out antioxidant. ANN results also approach each other.

•	 NOx emissions were lowest for 400 ppm antioxidant fuel 
blend, i.e., 16.15% reduction compared to without anti-
oxidant. Other emissions slightly increase compared to 
biodiesel fuel blend without antioxidants but were found 
to be lower than diesel.

•	 DPA is a promising antioxidant addition, and it may be 
combined with WCB of 20% (v/v) blend to significantly 
reduce NOx emissions.

•	 Regression R-value for performance and emission using 
ANN was 0.985, 0.995, 0.979, 0.988, 0.946, 0.945, and 
0.983 for BTE, BSEC, NOx, EGT, HC, CO, and smoke, 
respectively. As an outcome, the current study found 
that ANN is a useful tool for predicting performance and 
emission of internal combustion engines.

Acknowledgements  This research shows that out of several avail-
able antioxidants aromatic antioxidant, DPA found effective to reduce 
NOx emission in comparison with synthetic antioxidants. Artificial 
neural network approach was found significant to use for prediction 
of performance and emission of engine analysis. The future scope of 
this research study includes application of artificial neural network 
approach for performance and emission parameters.

Data availability  All data generated or analyzed during this study are 
included in this published article.
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ABSTRACT

Accurate prediction of water surface profile in an open channel is the key to solving numerous critical engineering problems. The goal of the

current research is to predict the water surface profile of a compound channel with converging floodplains using machine learning

approaches, including Gene Expression Programming (GEP), Artificial Neural Networks (ANN), and Support Vector Machines (SVM), in

terms of both geometric and flow variables, as past studies were more focused on geometric variables. A novel equation was also proposed

using gene expression programming to predict the water surface profile. In order to evaluate the performance and efficacy of these models,

statistical indices are used to validate the produced models for the experimental analysis. The findings demonstrate that the suggested ANN

model accurately predicted the water surface profile, with coefficient of determination (R2) of 0.999, root mean square error (RMSE) of 0.003,

and mean absolute percentage error (MAPE) of 0.107%, respectively, when compared to GEP, SVM, and previously developed methods. The

study confirms the application of machine learning approaches in the field of river hydraulics, and forecasting water surface profile of non-

prismatic compound channels using a proposed novel equation by gene expression programming made this study unique.

Key words: geometric and flow parameters, machine learning techniques, nonprismatic compound channel, statistical analysis,

water surface profile

HIGHLIGHTS

• The present study predicted the water surface profile in nonprismatic compoundchannels with the help of various machine learning

approaches.

• The water surface profile is found to be affected by many nondimensional geometricand flow variables.

• The results suggest that the proposed ANN model have a high generalization capacity and do not show overtraining when applied to

non-prismatic rivers.

This is an Open Access article distributed under the terms of the Creative Commons Attribution Licence (CC BY-NC-ND 4.0), which permits copying and

redistribution for non-commercial purposes with no derivatives, provided the original work is properly cited (http://creativecommons.org/licenses/by-nc-nd/4.0/).
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GRAPHICAL ABSTRACT

NOTATION

The following symbols are used in this paper:

B total width of compound channel;
b width of the main channel;
h height of the main channel;
H flow depth;
α width ratio (B/b);
β relative flow depth [(H – h)/H];
δ aspect ratio (b/h);
θ converging angle;
Xr relative distance (x/L);
L converging length;
x distance between two consecutive sections;
So longitudinal bed slope;
Se energy slope;
Qr discharge ratio (Q/Qb);
Q discharge at any depth;
Qb bankfull discharge;
Fr Froude number;
Re Reynolds number;
Ψ nondimensional water surface profile (H/h);
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INTRODUCTION

Increased human settlements, buildings, and activities along river floodplains have resulted in severe repercussions during
natural river floods due to the global population rise. River floods cause massive human casualties as well as economic
damage. Flood catastrophes account for a third of all-natural disaster damages worldwide; flooding accounts for half of all

fatalities, with trend analysis revealing that these percentages have dramatically grown (Berz 2000). Flood protection
needs to predict the conveyance capacity of natural streams precisely. When water running through a channel exceeds the
waterway’s capacity, it results in flooding. Consequently, the requirement for precise flow parameter prediction during

flood conditions to limit damage and save lives and property has piqued the interest of academics and engineers in recent
years. Various methodologies and procedures have been used to aid precise measurement and forecast of river discharge, vel-
ocity distribution, shear stress distribution, and water surface level during overbank flows. Compound channels are the most

common river feature during overbank flow. During the course of a river’s flow, the geometry of the floodplain changes,
resulting in a compound channel that is either converging or diverging. It is more challenging to replicate flow in a nonpris-
matic compound channel because more momentum is carried from the main channel to the floodplains. Sellin (1964), Myers

& Elsawy (1975), Knight et al. (2010), and Khatua et al. (2012) have explored the flow models of straight and meandering
prismatic two-stage channels, but little is known about nonprismatic compound channels. A converging channel shape
causes the flow on floodplains to rise, while the flow on diverging floodplains is reduced (James & Brown 1977). Compound
channels with symmetrically declining floodplains were studied by Bousmar & Zech (2002), Bousmar et al. (2004), Rezaei
(2006), and Rezaei & Knight (2009) and found the extra loss of head and transfer of momentum from the main channel
to floodplains. Asymmetric geometry with a greater convergence rate was examined by Proust et al. (2006). A greater conver-
gence angle (22°) results in increased mass transfer and head loss. Chlebek et al. (2010) studied the flow behavior of skewed,

two-stage converging, and diverging channels. They observed increased head losses due to the mass and momentum transfer,
homogenization of the velocity on contracting floodplains, and increased velocity gradient on the expanding floodplains. Due
to changes in the flow force from one subsection to another between the main channel and floodplains, there are noticeable

variances in the flow distribution. In compound channels with nonprismatic floodplains, Rezaei & Knight (2011) investigated
depth-averaged velocity, local velocity distributions, and boundary shear stress distributions at various convergence angles.
The depth-averaged velocities show how contractions affect velocity distributions, specifically, an increase in velocity near

the main channel walls, most notably in the second half of the convergence reach, and for high relative depth, the effects
of the lateral flow that comes into the main channel. Yonesi et al. (2013) investigate the impact of floodplains’ roughness
on overbank flow in compound channels with nonprismatic floodplains. The velocity gradient between the main channel
and the floodplain in the middle and end of the divergence stretch is lowered by raising the depth ratio or lowering the rough-

ness ratio. The gradient of velocity increased as the angle of divergence increased. The gradient of shear stress rises as the
surface roughness of the floodplain increases. Naik & Khatua (2016) developed a multivariate regression model to predict
the water surface profile for different compound channels with the nonprismatic floodplain using nondimensional geometric

factors. The constructed model has a high level of concordance with both the empirical evidence and the findings of other
scholars. In nonprismatic compound channels, the effect of flow parameters on the water surface profile and variation of flow
characteristics at higher flow rates has received much less attention. As a consequence, additional experiments are being car-

ried out at higher flow rates on nonprismatic compound channel with converging floodplains to simulate the water surface
profile.

It is complicated to evaluate the connections between the components that rely on other factors and those that are inde-
pendent by developing a water surface profile model using mathematical, analytical, or numerical methods. These models end

up being quite cumbersome and time-consuming as they progress. Not only is the amount of time spent conducting exper-
iments cut in half as a result, but also the amount of time spent doing labor-intensive computations is reduced. Due to the
increasing reliance on machine learning algorithms to estimate flow in compound channels, these channels are increasingly

calculated using support vector machines (SVM), gene expression programming (GEP), artificial neural networks (ANN),
fuzzy neural networks (ANFIS), and the M5 tree decision models (Seckin 2004; Unal et al. 2010; Sahu et al. 2011; Zahiri
& Azamathulla 2014; Najafzadeh & Zahiri 2015; Parsaie et al. 2017). The GEP’s capacity to generate mathematical corre-

lations distinguishes it from other soft computing approaches such as ANN and SVM (Cousin & Savic 1997; Drecourt 1999;
Savic et al. 1999; Whigham & Crapper 1999, 2001; Babovic & Keijzer 2002; Karimi et al. 2015). However, river engineering
using the GEP method has received far less attention (Harris et al. 2003; Giustolisi 2004; Guven & Gunal 2008; Guven &

Water Supply Vol 00 No 0, 3

Uncorrected Proof

Downloaded from http://iwaponline.com/ws/article-pdf/doi/10.2166/ws.2022.430/1150673/ws2022430.pdf
by DELHI TECHNOLOGICAL UNIVERSITY (DTU) user
on 23 December 2022



Aytek 2009; Azamathulla et al. 2013; Pradhan & Khatua 2017b). Parsaie et al. (2015) use the support vector machine (SVM)

technique to predict the discharge in the compound open channel. The analysis of the error indices demonstrate that the
SVM has the highest level of accuracy. Khuntia et al. (2018) developed an artificial neural network (ANN) model for pre-
dicting boundary shear stress distribution in straight compound channels using the most influential parameters such as

width ratio, relative flow depth, aspect ratio, Reynolds number, and Froude number. Back-propagation neural network
(BPNN) models performed well over global ranges of independent parameter values. For the estimation of discharge in
diverging and converging compound channels, an equation has been created by Das et al. (2019). This equation encourages
the usage of GEP. Mohanta & Patra (2021) have developed a model equation for calculating discharge in meandering com-

pound channels, validating the use of GEP over the classic channel division technique. For meandering compound
channels with relative roughness, Mohanta et al. (2021) used several AI methods, including multivariate adaptive regression
splines (MARS), a group method of data handling Neural Network (GMDH-NN), and gene-expression programming (GEP),

to develop model equations. Compared to GEP and MARS, the results show that the suggested GMDH-NN model accu-
rately predicted the values. In order to simulate the flow of the Hablehroud River in north-central Iran, Esmaeili-
Gisavandani et al. (2021) studied five hydrological models, including the soil and water assessment tool (SWAT), identifi-

cation of unit hydrograph and component flows from rainfall, evapotranspiration, and streamflow (IHACRES),
Hydrologiska Byrns Vattenbalansavdelning (HBV), Australian water balance model (AWBM), It was discovered that the
calibration phase findings for SWAT, IHACRES, and HBV were good. Only the SWAT model, however, performed well

and outperformed the other models throughout the validation phase. The GEP combination approach may combine
model results from other, less accurate models to get a better indication of river flow. To forecast the snow depth (SD)
one day in advance at the North Fork Jocko snow telemetry (SNOTEL) station in the city of Missoula, Montana State
of the United States, Adib et al. (2021a, 2021b) proposed a novel algorithm that combines various wavelet transform

(WT) approaches, including discrete wavelet transform (DWT), maximal overlap discrete wavelet transform (MODWT),
and multiresolution-based MODWT (MODWT-MRA). The findings validated wavelet-based models’ superiority over solo
ones. This shows that the innovative wavelet-based model is a method that merits further investigation for its potential

to deliver useful information across snow-covered areas. Adib et al. (2021a, 2021b) demonstrate the use of wavelet trans-
forms, such as discrete wavelet transform, maximum overlap discrete wavelet transforms (MODWT), multiresolution-
based MODWT (MODWT-MRA), and wavelet packet transform (WP), in combination with artificial intelligence (AI)-

based models, such as multi-layer perceptron’s, radial basis functions, adaptive neuro-fuzzy inference systems (ANFIS),
and gene expression programming, to retrieve snow depth (SD) from the national snow and ice data center. According
to the findings, the WP combined with ANFIS (WP-ANFIS) performed better than the other analyzed models in terms
of statistical analysis. Mohseni & Naseri (2022) used ANN and SVM to estimate the water surface profile in compound

channels with vegetated floodplains. According to the results, the SVM algorithm performed better than the ANN and
regression models. According to sensitivity analysis, the water surface profile depended mainly on relative discharge and
relative depth. Naik et al. (2022) proposed a novel equation using GEP to predict water surface profile in converging com-

pound channels using geometric variables.
In past studies, the water surface profile of compound channels with converging floodplains was predicted in terms of geo-

metric variables using the GEP technique only. Therefore, this research has been conducted to predict the water surface

profile of compound channels with converging floodplains in terms of both geometric and flow parameters using machine
learning techniques such as GEP, ANN, and SVM. Comparisons among these techniques and approaches from other
researchers are made with the help of statistical analysis to evaluate the effectiveness of the developed models for predicting

the water surface profile of nonprismatic compound channels.

MATERIALS AND METHODS

Data source

Numerous studies have investigated the shear force distribution, momentum transfer, and discharge methods of the flow in

nonprismatic compound channels. Rezaei (2006), Naik & Khatua (2016), and the author’s experimental data are used in the
current work. Table 1 provides information on the experimental channel dimensions of these compound channels with var-
ious geometric properties. Figure 1 describes the flow chart of the methodology applied in the current study.
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Experimental setup

The experiments were performed at the Hydraulics laboratory of the Department of Civil Engineering, Delhi Technological

University. All experiments were conducted in a masonry flume of 12 m long, 1.0 m wide, and 0.8 m deep. In this flume, a
compound cross section was constructed using brick masonry with a 0.5 m main channel wide and 0.25 m deep (Figure 2).
The geometric characteristics of a two-stage channel are described in Figure 2. The converging segment of the channel was

built with the help of brick masonry, having a converging angle of θ¼ 4°. The compound channel has a prismatic section of
6 m long, a nonprismatic section of length of 3.6 m, and the rest is the downstream portion. The flume was run for six different
flow rates. For each discharge, various flow characteristics, such as stage-discharge relationship, water surface profile, velocity
distribution, shear stress distribution, etc., were measured in the prismatic section (PS) and various nonprismatic sections

(NPS), as shown in Figure 3. NPS1 and NPS5 are the sections at the start and end of the converging portion, whereas
NPS3 is the middle of the converging section. The NPS2 represents the middle section between NPS1 and NPS3. Similarly,
NPS4 represents the middle section between NPS3 and NPS5.

The subcritical flow regime was attained in several conditions of the two-stage channel with a longitudinal bed slope of
0.001. Based on data collected from in-bank and over-bank flows in the floodplains and main channel, Manning’s n value
was estimated. The system derives the water supply from an underground sump to an overhead tank in the experimental chan-

nel. The water from the channel is collected in a volumetric tank outfitted with a v-notch. This v-notch was calibrated to
measure the discharge from the experimental channel. After that, it makes the flow back to the sump located underneath.
Figure 3 represents the experimental setup and the types of equipment that were employed in the research. Figure 4 depicts

a plan view of the nonprismatic cross-sections of Rezaei (2006), Naik & Khatua (2016), and the current channel. At the down-
stream end of the flume, a tailgate was installed to control the water surface profile and impose a specific flow depth in the
flume portion. A point gauge with 0.1 mm precision was used to measure the water surface profile at a distance of 1.0 m and
0.3 m in the prismatic and nonprismatic portions, respectively. An Acoustic Doppler Velocimeter (ADV) was used to detect

the average velocity of the cross-section and three-dimensional velocity distributions along the wetted perimeter at 2.5 and
10 cm vertical and horizontal intervals, respectively, as shown in grid form in Figure 2. The data collected using the ADV
were filtered using the Horizon ADV software. The lateral distributions of boundary shear stress were also measured

using a Preston tube of 5 mm outer diameter at the same sections where the velocity distributions were tested. A digital man-
ometer was used to measure the pressure difference. After that, Patel’s (1965) calibration equations were used for calculating
the shear stress values.

Theoretical background

River engineers need to make an accurate forecast of the water surface profile in overbank flows in order to successfully build
drainage canals, flood defense systems, river training works, floodplain management, and other similar projects. It may be

Table 1 | Details of experimental channel dimensions used in the present study

Verified Test Channel
Type of
Channel

Angle of
Convergent
(θ)

Longitudinal
Slope (S)

Cross-
sectional
Geometry

Total
Channel
Width (B)
(m)

Main
Channel
Width (b)
(m)

Main
Channel
Depth (h)
(m)

Converging
Length (Xr)
(m)

Aspect
ratio (δ)

Channel 1 Rezaei (2006) Converging 11.31° 0.002 Rectangular 1.2 0.398 0.05 2 7.96

Channel 2 Rezaei (2006) Converging 3.81° 0.002 Rectangular 1.2 0.398 0.05 6 7.96

Channel 3 Rezaei (2006) Converging 1.91° 0.002 Rectangular 1.2 0.398 0.05 6 7.96

Channel 1 Naik &
Khatua (2016)

Converging 5° 0.0011 Rectangular 0.9 0.5 0.1 2.28 5

Channel 2 Naik &
Khatua (2016)

Converging 9° 0.0011 Rectangular 0.9 0.5 0.1 1.26 5

Channel 3 Naik &
Khatua (2016)

Converging 12.38° 0.0011 Rectangular 0.9 0.5 0.1 0.84 5

Present Channel Converging 4° 0.001 Rectangular 1.0 0.5 0.25 3.60 2
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Figure 1 | Flow of methodology.
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challenging to collect field data that is both sufficiently exact and comprehensive in natural rivers, especially when flood flow

conditions are variable. Experiments conducted in a laboratory are essential in order to improve one’s comprehension related
to the water surface profile of compound channels that include both prismatic and nonprismatic floodplains. For the purpose
of predicting the water surface profile of a converging compound channel, Naik & Khatua (2016) used multivariate analysis

to suggest the Equations (1)–(21), while Naik et al. (2022) used the GEP technique to offer the Equation (22).

C ¼ 1:06a0:22 for lower aspect ratio channel 1 (1)

C ¼ 1:16a0:22 for lower aspect ratio channel 2 (2)

C ¼ 1:21a0:29 for lower aspect ratio channel 3 (3)

C ¼ 0:07aþ 1:78 for higher aspect ratio channel 1 (4)

C ¼ 0:05aþ 1:28 for higher aspect ratio channel 2 (5)

C ¼ 0:13aþ 1:25 for higher aspect ratio channel 3 (6)

C ¼ �0:14Xr þ 1:22 for lower aspect ratio channel 1 (7)

C ¼ �0:15Xr þ 1:32 for lower aspect ratio channel 2 (8)

C ¼ �0:22Xr þ 1:37 for lower aspect ratio channel 3 (9)

C ¼ �0:15Xr þ 2:01 for higher aspect ratio channel 1 (10)

C ¼ �0:16Xr þ 1:45 for higher aspect ratio channel 2 (11)

C ¼ �0:21Xr þ 1:67 for higher aspect ratio channel 3 (12)

C ¼ �1:22þ 2:27a0:22 þ 0:18Xr for lower aspect ratio channel 1 (13)

C ¼ �1:21þ 2:28a0:22 þ 0:19Xr for lower aspect ratio channel 2 (14)

C ¼ �0:58þ 1:63a0:29 þ 0:18Xr for lower aspect ratio channel 3 (15)

C ¼ �0:66þ 0:29aþ 0:12Xr for higher aspect ratio channel 1 (16)

C ¼ 0:86þ 0:29aþ 0:11Xr for higher aspect ratio channel 2 (17)

C ¼ 0:86þ 0:29aþ 0:12Xr for higher aspect ratio channel 3 (18)

C�(u) ¼ Actual C
Eq: (12)

(19)

Actual C
Eq: (12)

¼ e0:0017u (20)

C ¼ e0:0017u(�1:21þ 2:25a0:22 þ 0:18Xr) (21)

C ¼ 3:72þ dbþ Sb
3:72� S� 0:12a

þ 9:63� ad

(5:73þ u)� (d2bþ 2dXr)
� 14:75dS� adS

� �
(22)

Figure 2 | Cross-section of a two-stage channel.
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The water surface profile of the compound channel with different converging floodplains was attempted to be predicted.
The flow is found to be non-uniform in the nonprismatic section, contrary to be anticipated until it reaches the prismatic

zone. These channels have a uniformly smooth surface on their main channel and floodplains. Manning’s n values for all
of these smooth surfaces are found to be 0.013. The majority of influencing factors, including width ratio (α), relative
depth ratio (β), aspect ratio (δ), converging angle (θ), relative distance (Xr), longitudinal slope (So), energy slope (Se), discharge

ratio (Qr), Froude’s number (Fr) and Reynold’s number (Re), are taken into consideration when estimating the water surface
profile of nonprismatic compound channels. A number of parameters are used to enable the model equation to be applied to
diverse compound channels.

Figure 3 | Experimental setup.
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The necessary dimensionless equation may be expressed as follows:

C ¼ F(a, b, d, u, Xr , So, Se, Qr , Fr , Re) (23)

GEP model

Ferreira first put up the idea for the GEP approach in 1999. Genetic Programming (GP) and Genetic Algorithms (GA) are

brought together in this approach. The plain and linear chromosomes are joined with structures of fixed length and branching
that vary in size and form (similar to the parse tree in Genetic programming). Phenotype and genotype may be distinguished
using this methodology due to the fact that all branch structures, despite their varying dimensions and configurations, are

recorded in linear chromosomes of a predetermined length. Gene-expression programming, often known as GEP, is a multi-
gene, one-of-a-kind coding language that permits the alteration of increasingly sophisticated equations by dividing them into
many sub-equations. Gene generations, fitness-based gene selection, and the introduction of genetic diversity via using one or

more genetic operators are also utilized in this process. The author develops an equation for the nondimensional water sur-
face profile parameter (Ψ) of a non-prismatic compound channel by using a Gene-expression programming (GEP) technique
with the assistance of GeneXproTools 5.0 (2014). The development of models is decided upon according to the appropriate-
ness of the datasets used for training and testing. The selected models are recreated in GEP using one or more genetic

operators, such as mutation or recombination. Previous studies provide a concise conceptual outline of GEP in their descrip-
tions (Mallick et al. 2020). The relationship (Equation (23)) illustrates the water surface profile of nonprismatic compound
channels varies as a function of the geometric and hydraulic factors. In this study, the modeling procedure uses Ψ as the

target value and the ten independent factors (α, β, δ, θ, Xr, So, Se, Qr, Fr, Re) as input variables discussed in Equation (23).
The structure of the model is built with the help of the four basic operators of arithmetic (þ, �, �, /). In all, 396 data sets
are used, and they are dispersed at random over the two distinct stages of the modeling process. For the purpose of the present

Figure 4 | Nonprismatic sections of (a) Rezaei (2006) (b) Naik & Khatua (2016) (c) Present channel.
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investigation, training makes use of 70% of the data, while testing makes use of the remaining 30%. In this investigation, the

root-mean-squared error (RMSE) served as the fitness function (Ei), and the fitness (fi) was determined using Equation (24),
which defined the total sum of all errors relative to the goal value. The initial model was developed using only one gene and
two different head sizes as its starting point. The number of genes and heads was then gradually raised during each run, and

the results of the training and testing datasets were recorded after each iteration. There was not a significant improvement in
performance between the training data phase and the testing data phase for head lengths of more than twelve and more than
six genes.

As a consequence of this, twelve were selected as head length to be included in the GEP model, and six genes were assigned

to each chromosome. The addition served as the connecting function that was used to connect the genes. After 15,000 gen-
erations, the value of the fitness function and the coefficient of determination of the training and testing data had not changed,
which was suggestive of the fact that generational progress may have reached its conclusion. Table 2 summarizes the primary

characteristics that impact the success of GEP modeling and are used in the construction of a model for predicting the water
surface profile of compound channels with converging floodplains. Figure 5 represents the GEP model for the water surface
profile as an expression tree (ET). Within this representation, the input variables are denoted by d0 to d9, and the constant

value for gene two is denoted by G2c0. In order to decode this expression tree, an algebraic equation (Equation (24)) was
developed that links the output variables to the input variables.

In terms of the analytical form, the GEP is modeled according to the following:

C ¼[Qr � 0:125d
(dQr þ dSe)� (ud� a)

þ FrSo � aSo þQrSeSo � dQrSo � aFrSeSo þ adFrSo þ Se�

S2e
(Qr � 1)S0

þ 3:729b2 þ Xrb
2

aSeRe � 9:667þ d
� 5:671]

(24)

ANN model

An artificial neural network (ANN) is a significant computing approach that is making rapid strides in development. An arti-

ficial neural network is the association between easily handled components known as neurons or nodes, which are arranged

Table 2 | The GEP model’s selection criteria and parameters

Description of Parameter Parameter Setting

Function Set þ, �, �, /

Number of Chromosomes 30

Head Size 12

Number of Genes 6

Gene Size 38

Linking Function Addition

Fitness Function RMSE

Program Size 80

Literals 37

Number of Generations 15,000

Constants per Gene 10

Data Type Floating-point

Mutation 0.00138

Inversion 0.00546

Gene recombination rate 0.00277

Insertion sequence (IS) transposition rate 0.00546

Root insertion sequence (RIS) transposition rate 0.00546
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Figure 5 | GEP Expression Tree.
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in a layered method. Figure 6 represents the architecture of an artificial neural network (ANN) which is a back-propagation

(BP) neural network model with a feedforward design with three layers, consisting of I input neurons, m hidden neurons, and
n output neurons. The data enters the network via the input layer. The hidden layer takes the data from the input layer, which
is responsible for all the data processing, and the output layer receives data that has been processed from the network. The

data from the output are sent to receptors on the outside. In an ANN, layers are connected to the resultant layers by means of
interconnections between layers. These interconnections are referred to as weights and weighted values, respectively. To
restrict the behavior of specified cost functions in an ANN, the weights of the interconnections are increased (Khuntia
et al. 2018).

In this study, an ANN method was used to predict the water surface profile of a compound channel with converging flood-
plains. For prediction purposes, a feedforward network is built on MATLAB using a backpropagation training technique.
Figure 7 depicts the simulation process that the ANN goes through when it is operating inside the network. The network

must first be trained before it can be used for any problem. During this phase, the weights and biases of each output
neuron are adjusted in accordance with the training procedure so that the goal output of each output neuron is constrained.
Training in ANNs is comprised of three different components: weights between neurons, which characterize the relative sig-

nificance of the sources of input, a sigmoid transfer function, which controls the stage of the output from a neuron and an
arrangement of learning laws, which depicts how the weights are changed throughout the training process. During training,
a nonlinear function, which is most often a sigmoid function, is used (Govindaraju 2000a).

F(a) ¼ 1
1þ e�a (25)

where a¼ sum of weighted input value plus bias. The result is sent to the subsequent layer of nodes to be processed. There are
four stages in feedforward back-propagation neural network (BPNN) approaches. These processes are as follows:

1. Sum the weighted input

Nodz ¼
Xn
i¼1

(Wxzkx)þ ez (26)

Figure 6 | ANN architecture.
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where Nodz¼ sum for the zth hidden node, n¼ total number of input nodes, Wxz¼ connection weight between the xth
input and the zth hidden node, kz¼ normalized input at the xth input node, and ∈z¼ bias value at the zth hidden node.

2. Transform the weighted input

Outz ¼ 1
1þ e�Nodz

(27)

where Outz¼ output from the zth hidden node.
3. Sum the hidden node output

Nody ¼
Xm
j¼1

(WzyOuty)þ [y (28)

where Nody¼ sum of yth output node, m¼ total number of hidden nodes, Wzy¼ connection weights between the zth
hidden node and the yth output node, and ∈y¼ bias value at the yth output node.

4. Transform the weighted sum

Outy ¼ 1
1þ e�Nody

(29)

where Outy¼ output at the yth output node.

In order to create the structure of the neural network, ten neurons were used for the input layers, ten neurons were used
for the hidden levels, and one neuron was used for the output layer. Figure 8 shows the neural network parameters like
gradient, mean, and validation checks of this system, along with the alterations that occur when the system is in the train-

ing stage. As the number of generations increases, the gradient and mean decreases, and the number of validation checks
increases, leading to convergence of the model. Figure 9 depicts the error monitored in the training, testing, and validation
phase; the error of training fell quickly at the beginning stage and then progressively slowed down after that. The network
reached convergence after 43 generations and shows the minimum value of the error.

SVM model

SVMs, or support vector machines, are a group of similar supervised learning algorithms that may be used for classification

and regression. A non-linear classifier offers superior accuracy in many different types of applications. First, in SVR, the input
x is mapped into an m-dimensional feature space using a fixed (nonlinear) mapping. Next, a linear model is formed in this
feature space utilizing the information obtained from the previous step (Parsaie et al. 2015). The naive way of making a

non-linear classifier out of a linear classifier is to map our data from the input space X to a feature space F using a non-
linear function w : x ! f . In the space F the discriminate function is:

f(x) ¼ wTw(x)þ b (30)

Figure 7 | Simulation process of ANN model.

Water Supply Vol 00 No 0, 13

Uncorrected Proof

Downloaded from http://iwaponline.com/ws/article-pdf/doi/10.2166/ws.2022.430/1150673/ws2022430.pdf
by DELHI TECHNOLOGICAL UNIVERSITY (DTU) user
on 23 December 2022



Figure 8 | Training parameters during ANN modeling.

Figure 9 | Convergence curve for the training of BPNN.
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The linear model, denoted by the mathematical notation f (x, w), may be represented in the feature space as follows:

w ¼
Xn
i¼1

aixi (31)

f(x, w) ¼
Xn
j¼1

aixiwi(x)þ b (32)

f(x) ¼
Xn
i¼1

aixTi xþ b (33)

In the feature space, F, this expression takes the form:

f(x) ¼
Xn
i¼1

aiw(xi)
Tw(x)þ b 0 � ai � C (34)

k(x, x0) ¼ w(x)Tw(x0) (35)

f(x) ¼
Xn
i¼1

aik(x, xi)þ b (36)

Since SVM contains a large number of kernel functions, determining how to choose an effective kernel function is another
research challenge. On the other hand, there are other helpful kernel functions that may be used in general.

Linear kernel: k(xi, xj) ¼ xTi xj

Polynomial kernel: k(xi, xj) ¼ (gxTi xj þ r)d, g . 0

RBF kernel: k(xi, xj) ¼ exp(�gkxi � xjk)2, g . 0

Sigmoid kernel: k(xi, xj) ¼ tanh(gxTi xj þ r), g . 0

where C, γ, r, and d are kernel parameters. It is common that the SVM generalization performance (estimation accuracy) is

directly proportional to the quality of the settings for the meta-parameters C, γ, and r, as well as the kernel parameters. The
complexity of the prediction (regression) model is controlled by the values chosen for C, γ, and r. The issue of optimum par-
ameter selection is even more difficult because the complexity of the SVM model (and, therefore, its generalization

performance) is dependent on all three parameters. In order to carry out the classification, kernel functions are called
upon to modify the dimensionality of the input space. Data sets are used to develop the SVM model, which is comparable
to the development of other neural network models. To accomplish this goal, a total of 396 data sets about the water surface
profile of converging compound channels were used. In order to construct the SVM model, the acquired data is split into two

categories in MATLAB software: the training data and the testing data. Equation (23) demonstrates the primary factors that
affect the profile of the water’s surface.

Statistical measures

For further testing of the accuracy of the developed models by GEP, ANN, and SVM approach, various types of error analysis,
such as the coefficient of determination (R2), mean absolute error (MAE), mean absolute percentage error (MAPE), and root
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mean squared error (RMSE), are analyzed using the following equations (Naik et al. 2022).

R2 ¼

PN
i¼1

(ai � �a)2 ( pi � �p)2

PN
i¼1

(ai � �a)2
PN
i¼1

( pi � �p)2
(37)

MAE ¼ 1
N

XN
i¼1

jpi � aij (38)

Figure 10 | Stage-discharge relationship for the nonprismatic compound channel (a) prismatic section (b) nonprismatic sections.
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MAPE(%) ¼ 1
N

XN
i¼1

j pi � aij
ai

� 100
� �

(39)

RMSE ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1
N

XN
i¼1

( pi � ai)
2

vuut (40)

where a and p are the actual and predicted values, respectively, ā and �p are the mean of actual and predicted values, respect-
ively, and N is the number of datasets.

RESULTS AND DISCUSSION

Figure 10 represents the stage-discharge relationship for prismatic and nonprismatic sections of the nonprismatic compound

channel with a converging angle of θ¼ 4°. The flow depth rises as the discharge increases. However, there is a minor fall in
increment beyond bankfull depth due to interaction and additional momentum transfer between the main channel and flood-
plains. Due to the convergence of channel geometry, flow depth reduces for the same discharge in the converging portion

from section 1 to section 5. Therefore, for in-bank and overbank flow in prismatic and nonprismatic parts, the best-fitted
trend lines are found to be a polynomial function with high R2 values. Figures 11 depict the water surface profile of the non-
prismatic compound channel with the longitudinal distance for different relative flow depths. In the prismatic part of the
flume, the water surface profile stays the same, but in the converging portion of the flume, there is a decreasing water

level due to the flow acceleration (especially in the second half of the transition), and in the downstream part of the
flume, the flow is nearly uniform with some fluctuations. Figure 12 shows the variation of the nondimensional water surface
profile (Ψ) with nondimensional geometric and flow parameters such as width ratio, relative depth, aspect ratio, relative dis-

tance, energy slope, discharge ratio, Froude number, and Reynolds number for converging angle θ¼ 4° and relative depths
ranging from β¼ 0.10 to 0.60, respectively. The water surface profile increases as the width ratio increases due to a rise in
stage for a particular width ratio. For different converging angles, the shape of the water’s surface follows the same pattern

of change with respect to the width ratio. The water surface profile increases non-linearly as the relative flow depths rises.
Along the several parts of the nonprismatic compound channel, the water surface profile follows a pattern of variation
with an aspect ratio that decreases as it moves from section to section. As demonstrated in the figure, the relative distance
between two points causes the impact of relative distance on nondimensional water surface profiles to decrease as the relative

distance between the two points increases. This indicates that a converging transition rapidly increases the velocity head

Figure 11 | Water surface profile for nonprismatic compound channel for different relative flow depths.
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Figure 12 | Variation of nondimensional water surface profile with various parameters (a) width ratio (b) relative depth (c) aspect ratio (d)
relative distance (e) energy slope (f) discharge ratio (g) Froude number (h) Reynolds number.
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while simultaneously lowering the potential head. The drop is quite precipitous at the more acute angles of convergence of

the floodplain. The water surface profile decreases as the energy slope increases due to the loss of energy along the flow
length. It increases linearly with the discharge ratio due to a rise in flow depth with the increase of flow rate. The same pattern
of variation is observed for all the relative depths; however, the decline is found to be steeper for higher converging angles due

to more flow resistance from the channel convergence. The water surface elevation decreases as the Froude number, and Rey-
nolds number increases with the same trend of variation for the different relative depths. The rise in velocity due to the
convergence of channel geometry leads to flow acceleration in the nonprismatic sections, causing the water surface profile
to decline.

The scatter plots comparing the predicted and observed Ψ values for each of the different ML techniques are shown in
Figure 13. The fact that the values are so near to the line indicating good agreement, is a strong indicator of the generated
GEP, ANN, and SVM models’ capacity to make accurate predictions. Among all the three models, ANN predicted values

are very close to the best-fitted line compared to GEP and SVM, having scatter values along the fitted line. Therefore, the
ANN model best agrees with the experimental data with high R2 values. Figure 14 compares developed models for predicting
water surface profile with the previous methods developed by Naik et al. (2022) and Naik & Khatua (2016). It has been

noticed that the constructed models are very close to the best-fitted line compared to previous methods and have a strong
potential for generalization. They do not exhibit any signs of the phenomenon of overtraining. The effectiveness of the

Figure 13 | Scatter plots of observed and predicted Ψ for various ML models (a) GEP (b) ANN (c) SVM.
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GEP, ANN, and SVM models was judged based on a number of statistical parameters, including R2, MSE, RMSE, MAE, and
MAPE, which are shown in Table 3. From the table, it can observe that ANN (R2¼ 0.999 and RMSE¼ 0.003) gives the best

predicting results for the water surface profile of nonprismatic compound channels as compared to other models such as GEP
(R2¼ 0.998 and RMSE¼ 0.013 in training, R2¼ 0.996 and RMSE¼ 0.018 in testing), SVM (R2¼ 0.990 and RMSE¼ 0.017)
and other previously developed methodologies. ANN model with MAPE of 0.107 proves to be the most suitable method

as compared to other methods in the prediction of water surface profile in nonprismatic compound channels. To reduce
the losses due to flood, understanding the flow mechanism in prismatic and nonprismatic (additional momentum transfer
should also account in flow modeling) reaches of the river is important in designing flood control and diversion structures.

The models developed in the study can have a practical application to nonprismatic rivers such as the River Main in Northern
Ireland, the Brahmaputra River in India, and other similar rivers. The findings of the study will be useful in the design of such
structures and thereby reducing economic as well as human losses.

CONCLUSIONS

This study demonstrates the application of machine learning strategies, specifically Artificial Neural Networks (ANN), Gene-
Expression Programming (GEP), and Support Vector Machine (SVM), to determine the water surface profile of a

Figure 14 | Comparison of predicted value of Ψ for different models.

Table 3 | Error analysis of predicted Ψ by various approaches

Statistical parameters ANN Model SVM Model

GEP Model Naik et al. Method (2022)
Naik and Khatua
Method (2016)Training Testing Training Testing

R2 0.999 0.990 0.998 0.996 0.99 0.99 0.896

MSE 0.0001 0.0003 0.0002 0.0004 0.0008 0.0007 0.0019

RMSE 0.003 0.017 0.013 0.018 0.028 0.027 0.043

MAE 0.002 0.015 0.008 0.010 0.022 0.022 0.002

MAPE(%) 0.107 1.074 0.595 0.598 1.543 1.546 2.429
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nonprismatic compound with converging floodplains. The proposed models are developed based on 396 high-quality labora-

tory datasets with dimensionless geometric and flow parameters for nonprismatic compound channels with different
converging angles (θ¼ 1.91° to 12.38°) and relative depths (β¼ 0.10 to 0.60). The following are some of the findings and infer-
ences that may be drawn from this study:

The proposed model appears to be influenced by many parameters such as width ratio, relative flow depth, aspect ratio,
converging angle, relative distance, longitudinal slope, energy slope, discharge ratio, Froude number, and Reynolds
number. Flow depth rises as discharge increases up to bankfull depth, but beyond bankfull depth, a modest decrease in
depth is seen at all converging angles owing to interaction and momentum transfer between the main channel and flood-

plains. Due to the convergence of the channel geometry, the flow depth decreases with the length of the channel, and the
same tendency has been seen for greater relative depths and varied floodplain convergence angles. The nondimensional
water surface profile is found to be increasing with width ratio, relative depth, discharge ratio and shows a decreasing

trend with aspect ratio, energy slope, relative distance, Froude number, and Reynolds number. For all the converging
angles, the same trend of variation is observed for the water surface profile in nonprismatic compound channels. The link
between the nondimensional water surface profile and the nondimensional geometric and hydraulic variables of a converging

compound channel is examined. It is found that there is a nonlinear relationship between all of the parameters.
In contrast to previous methods, such as Naik & Khatua (2016) and Naik et al. (2022), the developed models show better

results in terms of R2, MAE, RMSE, and MAPE for various datasets. The findings demonstrated that, in accordance with the

assessment criteria, all techniques (ANN, GEP, and SVM) could reasonably predict the water surface profile in nonprismatic
compound channels. The ANN model showed better performance due to the highest R2 (0.999), lowest RMSE (0.003), MAE
(0.002), and MAPE (0.107). However, a novel equation was developed using the GEP method for estimating the water surface
profile of nonprismatic compound channels, as the GEP method also showed good statistical performance. The model’s

restriction is that they can only be used to forecast the water surface profile of a compound channel with a converging flood-
plain with uniform roughness. Future studies must be focused on estimating the water surface profile of nonprismatic
compound channels with rough floodplains and new techniques.
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A B S T R A C T   

The present study is focussed on the detailed physical insight into the structural, thermal, and dynamical 
properties of 8-valence electron Half Heusler (HH) compounds LiCaX (X = As, Sb) using Density functional 
theory. The thermal and dynamic stabilities of the compounds are assessed via ab-initio molecular dynamic 
simulations and phonon dispersion calculations, respectively. The Tran-Blaha modified Becke Johnson potential 
is used to accurately predict the band gap of investigated compounds. It is found that they are indirect band gap 
semiconductors with band gaps of 2.52 eV (LiCaAs) and 2.09 eV (LiCaSb). The transport parameters are obtained 
for p-type and n-type doping at temperatures ranging from 300 K to 800 K by solving the Boltzmann Transport 
equation. The deformation potential theory is employed to calculate the temperature dependent relaxation time 
for both compounds. The results of the various thermoelectric parameters obtained using actual values of time- 
dependent relaxation time are compared with that calculated under constant relaxation time approximation. The 
maximum power factor is 10.95 × 1011 (4.99 × 1011) Wm− 1K− 2s− 1 for p-type (n-type) LiCaAs and 12.53 × 1011 

(5.30 × 1011) Wm− 1K− 2s− 1 for p-type (n-type) LiCaSb at optimized carrier concentration. The obtained low 
lattice thermal conductivities for LiCaSb (0.66 Wm− 1K− 1) and LiCaAs (0.88 Wm− 1K− 1) are explicated it in terms 
of different phonon modes. The Figure of Merit at 800 K for p-type (n-type) LiCaAs is as high as 0.90 (0.73) and 
0.93 (0.84) for LiCaSb at optimum carrier concentration ~1020 cm− 3 (~1019 cm− 3), which has been experi
mentally realized in other 8-valence electron Li-based HH compounds. The good thermoelectric performance of 
p-type LiCaX in comparison to n-type suggests that p-type LiCaX alloys are viable candidates for high temperature 
energy harvesting applications.   

1. Introduction 

Thermoelectric (TE) materials based solid-state electronic devices 
convert waste heat into useable electrical energy. These materials have 
been shown to hold great potential for clean and green energy har
vesting [1–3] over other renewable energy resources such as wind, 
geothermal, and solar which have their own constraints pertaining to 
location and weather [4]. The efficiency of a TE material is given by a 
dimensionless quantity known as the Figure of Merit (FOM), which is 
defined by ZT = S2σT/κe + κlattice, where σ, S, κlattice, and κe, respectively, 
represents the electrical conductivity, Seebeck coefficient, lattice ther
mal conductivity, and electronic thermal conductivity. An efficient TE 
material should possess a high ZT value [5,6]. The tunning of S, σ, and κe 
to maximize the ZT is a tedious task as these parameters are mutually 
dependent [7]. It is established that enhancement in ZT can be achieved 
by tuning these parameters independently in two ways: one is to 

increase the power factor (PF i.e., S2σ) through carrier concentration 
optimization [8], and another is to suppress the κlattice by increasing 
phonon scattering [9]. 

Most of the traditional TE materials are based upon lead chalco
genides and bismuth tellurides. Although these materials possess high 
ZT [10] but they are not eco-friendly. The plausible alternatives are Zintl 
materials [11], skutterudites [12], and Half Heusler (HH) compounds 
[13–15]. The HH compounds have attracted major scientific attention in 
recent years owing to their excellent band structure tunability, as well as 
high mechanical and thermal stability [16–18]. These compounds exist 
in chemical composition XYZ (or, 1:1:1 ratio), where X and Y are tran
sition metal elements, and Z is a p-block element. Numerous studies are 
existing in the literature that shows enhancement in TE performance of 
HH alloys realized through optimization of the carrier concentration via 
doping [19], heavy element substitution [20,21], and strain [22]. 
Rausch et al. [20] have synthesized p-type HH alloy 
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Ti0.3Zr0.35Hf0.35CoSb1− xSnx and attained a maximum ZT value of 0.8 
(for x = 0.15) corresponding to an optimal carrier concentration of 1.4 
× 1021 cm− 3 thereby proving that the carrier concentration can be an 
efficient way for improving TE properties. El-Khouly et al. [19] have 
reported that Hf–Ti co-doping in FeVSb increased the ZT value by 20% 
as compared to pristine compound at 873 K. Recently, Shen et al. [23] 
and Serrano-Sánchez et al. [24] have demonstrated improved TE per
formance of NbFeSb and NbCoSn, respectively, by doping with heavy 
elements as it optimizes the PF and reduces the κlattice by causing high 
scattering of phonons. 

Among the anticipated HH alloys, the Li-based 8-VEC HH com
pounds exhibit good mechanical, dynamical stability, and transport 
properties [15,25–28]. Few studies have been carried out in recent times 
focussing on their TE properties [29–31]. Very recently, Xiong et al. 
have achieved a significant enhancement in the figure of merit using 
carrier concentration optimization in Li-based 8-VEC HH compounds at 
673 K. They have concluded that this compound may be very promising 
for TE energy harvesting if the thermal conductivity can be reduced 
significantly [32]. This motivated us to look for a unique combination of 
Li-based 8-VEC HH compounds with low thermal conductivity. This can 
be achieved by using heavy p-block elements such as Antimony as it may 
increase the phonon–phonon scattering rates and reduces the phonon 
group velocities. We observed that all the reported studies on Li-based 
8-VEC HH compounds lack a crucial thorough investigation of lattice 
thermal conductivity. Moreover, as these Li-based compounds are not 
experimentally synthesized yet, a clear guidance for the experimentalist 
is missing in reported works, i.e., the thermal stability at higher tem
peratures and phonon dynamics. 

We used the density functional theory (DFT), and density functional 
perturbation theory (DFPT) based methods to probe the electronic 
structure and phonon dispersions of LiCaX (X = As, Sb) compounds. We 
assessed the thermal stability at different temperatures using ab-initio 
molecular dynamics simulations (AIMD), which suggests that these 
compounds can be used for high temperature applications. We then 
employed the semiclassical Boltzmann transport theory and Phono3py 
code to calculate TE parameters at different temperatures for a given 
carrier concentration. In order to predict the accurate ZT, a true value of 
κlattice and temperature dependent relaxation time are obtained. We 
understood the role of acoustic and optical phonon modes in deter
mining κlattice. This work shows that the ZT values of the LiCaAs, and 
LiCaSb could be significantly enhanced with optimized carrier concen
tration, which results in making these Li-based 8-VEC HH compounds 
very promising candidates for high temperature TE applications. 

2. Computational details 

The structural properties of LiCaX were obtained using Density 
functional theory (DFT) as implemented in the Vienna Ab-initio Simu
lation Package (VASP) [33]. The Perdew-Burke-Ernzerhof generalized 
gradient approximation (GGA) was used for the exchange-correlation 
potential [34]. The projector augmented plane wave approach was 
employed for electron-ion interactions [35]. The Brillouin zone (BZ) was 
sampled using a Gamma-centred 11 × 11 × 11 k-point mesh, and a 
plane-wave kinetic energy cut-off of 650 eV was used. Geometric 
structure was fully optimized with a convergence threshold of 10− 8 eV 
for energy and − 0.001 eV/Å for the force. The ab-initio molecular dy
namics (AIMD) simulation was employed, over a 2 × 2 × 2 supercell, to 
check the high temperature stability of the proposed materials. These 
calculations were carried out in a canonical ensemble (NVT) at tem
peratures 400 and 800 K using a time step of 1 fs, which lasted for 5000 
fs. 

The electronic structure and transport properties were calculated 
using the Full potential linearized augmented plane wave method 
implemented in WIEN2K code [36]. The cut-off energy was set to − 6 Ry 
for the core and valence states, and the plane wave cut-off was decided 
by RMT×Kmax = 7. The Kohn-Sham equation was solved self-consistently 

with an energy convergence of 0.0001 Ry/cell. The Tran Blaha modified 
Becke Johnson (TB-mBJ) potential was used for accurate prediction of 
band gap and transport properties [37]. The TE parameters were esti
mated via solving the Boltzmann Transport equation (BTE) under the 
constant relaxation time approximation, which is implemented in the 
BoltzTraP code [38]. In order to ensure precise TE properties, a dense 
k-mesh of 34 × 34 × 34 was used for the BZ. The temperaure dependent 
relaxation time was calculated using Deformation Potential theory to 
obtain true ZT. 

The Phonopy code [39] was used to obtain the second order har
monic interatomic force constants (IFCs) and phonon structure via the 
DFPT method [40] using a 2 × 2 × 2 supercell on an 8 × 8 × 8 k-mesh. 
With the same supercell, the Phono3py code [41] was used to calculate 
anharmonic third-order IFCs. Interactions up to the fifth-closest neigh
bour were taken into consideration for the third-order IFCs. The Boltz
mann transport equation was solved self consistently to obtain the 
lattice thermal conductivity using a dense 20 × 20 × 20 q-mesh. 

3. Results and discussion 

3.1. Structural properties and thermal stability 

The HH LiCaX crystallizes in the cubic structure having a space group 
of F 4 3 m (no. 216), where Li atoms occupy positions 4b (1/2, 1/2, 1/2), 
Ca atoms occupy positions 4a (0, 0, 0), and X (As and Sb) occupies 4c (1/ 
4, 1/4, 1/4). Thus, the crystal structure can be viewed as zinc blende 
type structure (CaX)-, partially filled by Li+ ions [42]. Thomas et al. have 
conducted extensive ab-initio investigations for the crystal structures of a 
variety of HHs and have observed the above-mentioned structure to be 
the most favourable for I–II–V HHs [43]. To further verify this, we have 
carried out the total energy calculations of different possible configu
rations (Type I, Type II, and Type III) whose Wyckoff positions are listed 
in Table 1. The total energies obtained from the self-consistent calcu
lations for these configurations for both the compounds are plotted as a 
function of cell volume (Fig. 1) and curves are fitted in accordance with 
the Birch-Murnaghan equation of states [44]. The results show that the 
Type I configuration corresponds to the minimum energy and thus the 
most stable for both HH compounds. The calculated lattice constants of 
LiCaAs (6.67 Å) and LiCaSb (6.96 Å) are found to be in good agreement 
with previous studies [31,45]. The computed volume, bulk modulus, its 
pressure derivative, and ground state energy for both compounds are 
presented in Table 2. 

The thermal stability is a crucial parameter for any material to be 
used for TE applications. We have probed the thermal stability of LiCaX 
by AIMD simulations using canonical ensemble at 400 K and 800 K, as 
shown in Fig. 2. It is visible that the temperature fluctuations are very 
trivial throughout the 5000 fs AIMD simulations at 400 K and 800 K. 
These results indicate that the structures are thermally stable at ambient 
as well as elevated temperatures. 

We have also obtained the melting temperature (Tm) of LiCaX using 
an empirical relation [46]: Tm = 553 K+(5.91/GPa) C11 ± 300 K. This 
relation has also been used for other similar Li-based 8 VEC HH com
pound [47]. We have used the elastic package, implemented in WIEN2K 
software, to calculate the elastic constants for cubic systems in order to 
obtain the value of C11. The obtained results are presented in Table 3. 
The value of the bulk modulus (B) has obtained by fitting the 
Birch-Murnaghan equation of states [44]. 

Table 1 
Possible Wyckoff positions of atoms for the LiCaX (X = As, Sb) HH compounds.   

Type I Type II Type III 

Li 4b 4c 4a 
Ca 4a 4a 4b 
X 4c 4b 4c  
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3.2. Dynamical stability 

To confirm the dynamical stability, we have calculated frequency- 
dependent phonon band structure using DFPT as presented in Fig. 3. 
The presence of all positive frequency phonon modes shows that the 
structures under investigation are stable. In their primitive cell, there are 
three atoms that give rise to nine different phonon modes, three of which 

are acoustic (low frequency phonon modes) and six of which are optical 
(high frequency phonon modes). The highest frequencies for LiCaAs and 
LiCaSb are 10 THz and 8.5 THz, respectively. There is a band gap from 
6.5 THz to 7.5 THz in LiCaAs, between 5.6 THz and 6.8 THz and slightly 
from 3.3 THz to 4.0 THz in LiCaSb. It can be seen that in the entire 
frequency range the dispersion of phonon modes shrinks with an in
crease in atomic weight of the X atom. This suggests a reduction in 
corresponding group velocity, which further leads to low lattice thermal 
conductivity [48]. 

It can be seen from Fig. 4 that the optical phonon modes above the 
band gap are predominantly contributed from the vibrations of Li atoms. 
This characteristic is the same for both structures LiCaAs and LiCaSb. 
The primary factor separating the phonon DOS of these two structures is 
the vibrations of As and Sb atoms. Owing to the large atomic mass of Sb, 
its vibrational frequencies mainly dominate up to 3 THz in LiCaSb. On 
the other hand, in the case of LiCaAs, the vibrational frequencies 
dominate up to 5 THz. Also, the minor contribution of Ca ions can be 
seen in the low frequency modes; however, the mid frequency phonon 
modes are largely contributed by the vibrations of Ca ions. 

The Grüneisen parameter (γ) as a function of frequency is shown in 
Fig. 5, its value is positive for all modes. It is a measure of anharmo
nicity, therefore large γ reflects the strong anharmonicity, thus the low 
lattice thermal conductivity. The average value of γ for LiCaAs and 
LiCaSb is 1.28 and 1.20, respectively, smaller than that of other HH 
alloys [48,49] but comparable to the promising TE material PbTe [50]. 

3.3. Electronic structure properties 

Fig. 6 shows the energy band structure of LiCaAs and LiCaSb, which 
is obtained using TB-mBJ potential. The conduction band (CB) minima 
and the valence band (VB) maxima of both alloys are found at the X- 
point and the Γ-point in the BZ, respectively. Therefore, both are found 
to be indirect band gap semiconductors. The band gaps of LiCaAs and 
LiCaSb are calculated to be 1.82 (2.52) eV and 1.52 (2.09) eV using GGA 
(TB-mBJ), respectively. The calculated value of the band gap for LiCaAs 
is comparable to previous DFT calculations [31,45]. The band gap of 
LiCaX decreases from As to Sb. Thus, a higher value of the Seebeck co
efficient can be expected for LiCaAs. Also, the VB edges are flat indi
cating strongly localized holes, on the contrary, the CB edges are 
dispersed showing free electrons. Therefore, we foresee superior TE 
performance for p-type compounds in comparison to the n-type ones. 

The total and partial density of states (DOS) of LiCaX HH alloys are 
depicted in Fig. 7. It is noticeable that the VB is primarily dominated by 
X (i.e., As and Sb) atoms and the CB is majorly composed of Ca atoms for 
LiCaX HH alloy. Li atoms give negligible contribution both in CB and VB. 
It is also found that the DOS in the VB is higher than that in the CB. As a 

Fig. 1. Calculated total energy (in Ry) versus volume (in a.u.3) for Type I, Type II, and Type III configurations of LiCaAs and LiCaSb.  

Table 2 
Calculated optimized volume (V0), bulk modulus (B), pressure derivative (Bp), 
and total energy (E0) of both LiCaAs and LiCaSb compounds.   

V0 (a.u.3) B (GPa) Bp E0 (Ry) 

LiCaAs 501.94 37.5093 3.5402 − 5898.249798 
LiCaSb 573.23 30.6543 3.5741 − 14343.286715  

Fig. 2. The AIMD simulations of temperature fluctuations versus time for (a) 
LiCaAs and (b) LiCaSb at 400 K and 800 K. 

Table 3 
Calculated elastic constants Cij (GPa), Bulk modulus B (GPa) and melting tem
perature Tm (K).   

C11 C12 C44 B Tm 

LiCaAs 62.305 25.252 28.220 37.026 921.22 
LiCaSb 53.730 18.346 24.996 30.137 870.54  
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result, we anticipate superior TE performance in the p-type doping than 
in the n-type counterpart. 

4. Thermoelectric properties 

The TE parameters S, σ, and κe are calculated by the following re
lations [38]: 

Sαβ(μ,T)=
1

eTσαβ(μ,T)

∫

σαβ(ε)(ε − μ)
(

−
∂f (T, ε, μ)

∂ε

)

dε (1)  

κe
αβ(μ,T)=

1
e2TΩ

∫

σαβ(ε)(ε − μ)2
(

−
∂f (T, ε, μ)

∂ε

)

dε (2)  

σαβ(μ,T)=
1
Ω

∫

σαβ(ε)
(

−
∂f (T, ε, μ)

∂ε

)

dε (3)  

where Ω is the reciprocal space volume, f is the Fermi distribution 
function, e is the electron charge, ε is the carrier energy. σαβ(ε) is con
ductivity tensor can be expressed as: 

σαβ(ε)=
1
N

∑

i,k
σαβ(i, k)

δ
(
ε − εi,k

)

dε (4) 

The transport properties are calculated as a function of temperature 
and with varying carrier concentration (n) ranging from 1 × 1019 cm− 3 

to 1 × 1022 cm− 3, which is an optimum range for good TE performance 
[6], with constant relaxation time for the HH alloys LiCaX (X = As and 
Sb). Considering that these compounds are stable at higher tempera
tures, thereby we calculated the transport properties up to 800 K. 

4.1. Seebeck coefficient 

Fig. 8 depicts the S as a function of carrier concentration (1 × 1019 

cm− 3 to 1 × 1022 cm− 3) at temperatures ranging from 300 K to 800 K. 
For degenerate semiconductors, it can be expressed as [51]: 

S =
8π2k2

B

3eh2 m∗T
( π

3n

)
2
3 (5)  

The absolute value i.e., |S|, decreases with the increase in carrier con
centration, which is consistent with the fact that S is inversely propor
tional to n. The S of p-type LiCaAs and LiCaSb is significantly greater 
than that for the n-type because of flat bands in the VB and dispersed 
bands in CB (that leads to a higher effective mass of holes than that of 
electrons). This indicates that the TE performance of the p-type LiCaX is 
better than that of the n-type. We calculated the effective mass (m*) of 
hole and electron carriers using the relation m∗ = ℏ2 /[∂2E /∂k2]. The 
calculated value of m* of holes is 11.86 me, and 5.55 me, respectively, for 

Fig. 3. The obtained phonon dispersion for (a) LiCaAs and (b) LiCaSb.  

Fig. 4. Calculated phonon density of states of LiCaAs and LiCaSb.  

Fig. 5. Calculated Grüneisen parameter for (a) LiCaAs and (b) LiCaSb.  
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LiCaAs, and LiCaSb, whereas the corresponding effective mass of elec
tron is 0.63 me and 0.54 me, here me is the mass of free electron. The 
maximum obtained value of S for p-type LiCaAs, and LiCaSb, respec
tively, are 727.31 μVK− 1 and 704.08 μVK− 1 at 800 K, whereas the cor
responding S values for n-type are − 501.54 μVK− 1 and -475.14 μVK− 1, 
respectively. The larger S is obtained for p-type variants, throughout the 
studied carrier concentration range and temperature, of both com
pounds, which might be because of the higher effective mass of holes 
than electrons. The optimum carrier concentration for which maximum 
|S| obtained is 1 × 1019 cm− 3. 

4.2. Electrical and electronic thermal conductivity 

The magnitude of σ/τ increases with the carrier concentration for 
both n-type and p-type nature of investigated compounds. Fig. 9 shows 
that σ/τ increases sharply beyond carrier concentration ~1 × 1021 cm− 3. 
Also, it can be noted that electrical conductivity shows weak depen
dence on temperature. The value of σ/τ is higher in n-type than in p-type 
due to parabolically dispersed CB edges. 

The thermal conductivity includes both lattice and electronic 
contribution; its electronic component is described by Wiedemann Franz 
law [52] (κe = LσT where L is Lorentz number) that states that κe varies 
linearly with the temperature and electrical conductivity. The obtained 
electronic contribution to thermal conductivity, with respect to relaxa
tion time i.e., κe/τ presented in Fig. 10, reveals that for the same carrier 
concentration, the values for LiCaSb are greater than those for LiCaAs, 
and the change in κe/τ with n is similar to that of σ/τ. 

4.3. Power factor 

The optimization of the carrier concentration substantially improves 
the PF of LiCaX HH compounds as given in Fig. 11. With the increase in 
carrier concentration the value of PF first increases, reaches a maximum 
value and then starts decreasing. We estimated that the optimum carrier 
concentration for n-type compounds is relatively lower than p-type. For 
LiCaAs, the optimal p-type and n-type PF/τ values are around 10.95 ×
1011 Wm− 1K− 2s− 1 at carrier concentration of 5 × 1021 cm− 3 and 4.99 ×
1011 Wm− 1K− 2s− 1 at 9 × 1020 cm− 3, respectively, whereas corre
sponding values for LiCaSb are 12.53 × 1011 Wm− 1K− 2s− 1 at 4 × 1021 

cm− 3 and 5.30 × 1011 Wm− 1K− 2s− 1 at 8 × 1020 cm− 3. The comparison of 
PF/τ shows that p-type LiCaSb has a relatively higher value. Therefore, 
one can expect better TE performance in case of p-type LiCaSb 

Fig. 6. Calculated electronic band structures of (a) LiCaAs and (b) LiCaSb along the high symmetry directions of the BZ as determined using the Tran-Blaha modified 
Becke-Johnson potential. The Fermi energy is set to 0 eV. 

Fig. 7. Calculated total and partial density of states of LiCaAs and LiCaSb. The 
Fermi energy is set to 0 eV. 

Fig. 8. Calculated Seebeck coefficient of (a) LiCaAs and (b) LiCaSb as a func
tion of carrier concentration and for temperatures ranging from 300 K to 800 K. 
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compound. 

4.4. Lattice thermal conductivity 

To understand the behaviour of κlattice in LiCaAs and LiCaSb, it is 
crucial to understand the phonon dynamics of both HH alloys. From 
Fig. 3, it can be noticed that the LiCaSb has overall lower frequencies 
than that of LiCaAs. Therefore, low κlattice is expected for LiCaSb. This 
also reflects in its low value of lattice thermal conductivity than that of 
LiCaAs. The calculated temperature dependent lattice contribution to 
the thermal conductivity of these HH alloys is shown in Fig. 12 (a). The 

room temperature κlattice values for LiCaSb, and LiCaAs are 1.42 
Wm− 1K− 1 and 1.90 Wm− 1K− 1, respectively, but these values decrease 
0.66 Wm− 1K− 1 and 0.88 Wm− 1K− 1 at 800 K. These compounds have an 
intrinsically low value of κlattice than that of TaFeSb based (κlattice = 3.1 
Wm− 1K− 1 for Ta0.84Ti0.16FeSb and 2.3 Wm− 1K− 1 for Ta0.74V0.1Ti0.16

FeSb), which is amongst the high-performance TE material [53], and 
Ti0.5Hf0.5NiSn with 3.2 Wm− 1K− 1 [50] HH alloys. These obtained values 
of κlattice at room temperature are comparable to conventional promising 
TE candidates like PbTe (2.2 Wm− 1K− 1) [54] and Bi2Te3 (1.6 Wm− 1K− 1) 
[55]. The value of lattice thermal conductivity of LiCaSb is lower than 
that of LiCaAs. 

Fig. 9. Calculated electrical conductivity of (a) LiCaAs and (b) LiCaSb as a function of carrier concentration and for temperatures ranging from 300 K to 800 K.  

Fig. 10. Calculated electronic thermal conductivity of (a) LiCaAs and (b) LiCaSb as a function of carrier concentration and for temperatures ranging from 300 K to 
800 K. 
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Further, we have calculated the cumulative thermal conductivity of 
LiCaAs and LiCaSb at 300 K and 800 K as a function of frequency (Fig. 12 
(b)). It increases rapidly in the low-frequency acoustic phonon modes 
(1–4 THz), and this part of the phonons contributes more than 80% of 
the lattice thermal conductivity. Therefore, the high frequency optical 
phonon modes have a minor contribution (less than 20%) to the thermal 
conductivity. The relative contribution of these phonon modes of both 
the compounds to κlattice is presented in Table 4. 

4.5. Figure of merit (ZT) 

The dependence of transport parameters on the carrier concentration 
and temperature suggests that a high Figure of Merit can be obtained by 
tuning the carrier concentration and increasing the temperature. As 
depicted in Fig. 13, the ZT is calculated as a function of carrier con
centration and for temperature range 300 K–800 K in HH alloys LiCaAs 
and LiCaSb by incorporating the PF and thermal conductivity. It is 
observed that the room temperature ZT values are high for p-type LiCaAs 
and LiCaSb than that of n-type. The calculated values of ZT for both p- 
type and n-type compounds at 300 K and 800 K are listed in Table 5. 

It can be seen that the ZT improved at higher temperatures at opti
mized carrier concentrations (~1021 cm− 3 for p-type carriers and ~1020 

cm− 3 for n-type carriers for both the investigated compounds). The 
similar values of carrier concentrations have been experimentally 
observed in other Li-based 8 VEC HH compounds [32]. It is obvious that 
as we move towards higher atomic weight element, the κlattice suppressed 
by 24% that results in augmentation of TE performance of LiCaSb. 
However, the final ZT value of the two compounds is nearly identical 
because of the large S value of LiCaAs compared to LiCaSb. The low 
κlattice and high PF of LiCaX compounds result in high ZT value at higher 
temperatures. This shows that these HH alloys are worthy candidates for 
further experimental investigations. The TE properties of the p-type 

Fig. 11. Calculated power factor of (a) LiCaAs and (b) LiCaSb as a function of carrier concentration and for temperatures ranging from 300 K to 800 K.  

Fig. 12. (a) The lattice thermal conductivity of LiCaAs and LiCaSb as a function of temperature (b) The cumulative lattice thermal conductivity as a function of 
frequency in LiCaAs and LiCaSb at different temperatures 300 K and 800 K. 

Table 4 
Relative contributions of acoustic and optical phonon modes to the lattice 
thermal conductivity (κlattice) at room temperature and 800 K for both com
pounds LiCaAs and LiCaSb.   

Temperature 
(K) 

κlattice 

(Wm¡1K¡1) 
Contribution of 
acoustic modes 
(%) 

Contribution of 
optical modes 
(%) 

LiCaAs 300 1.90 80.26 19.73 
800 0.88 81.03 18.96 

LiCaSb 300 1.42 81.49 18.50 
800 0.66 83.17 17.18  
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compounds are superior to those of n-type; therefore, hole doping seems 
to be good for improving the TE performance of these compounds. 

Further to determine the figure of merit accurately, the temperature 
dependent τ of the charge carriers, i.e., electrons and holes has evaluated 
using the deformation potential theory developed by Bardeen and 
Shockley [56], according to which τ is given by the following: 

τ = 2
̅̅̅̅̅
2π

√
Cβℏ4

3(kBTm∗)
3/2E2

β

(6)  

where, Cβ is the elastic modulus along β axis, m* is the effective mass of 
charge carriers, kB is the Boltzmann’s constant and Eβ is the deformation 
potential constant along β axis. The m* values are written in text (section 
4.1) and other parameters- Cβ, Eβ, and τ of charge carriers i.e., electrons 
and holes for both compounds at different temperatures are listed in 
Table 6. 

When the temperature dependent τ is used the increase in FOM is 
observed as shown in Fig. 14 in comparison to constant τ = 1 × 10− 14 s. 
The calculated FOM values at optimized carrier concentration for both p- 
type and n-type compounds at 300 K and 800 K are listed in Table 5. 

The variation of ZT with the temperature at the optimum carrier 
concentration using constant τ approximation and temperature depen
dent τ of charge carriers is also shown in Fig. 15. It is found that the 
optimum carrier concentration for p-type LiCaAs and LiCaSb offers 
better TE performance than the n-type counterparts. 

5. Conclusion 

We have used first-principles calculations in conjunction with semi- 
classical Boltzmann approach, density functional perturbation tech
nique and ab-initio molecular dynamics to explore electronic, transport, 
phononic, and thermal properties of 8-VEC Li-based HH compounds 
LiCaX (X = As, Sb). We have also calculated temperature dependent 
relaxation time using deformation potential theory. We have presented a 
comparative analysis of the Figure of Merit obtained using actual values 
of temperature dependent relaxation time and that calculated under 
constant relaxation time approximation. Our calculations have vali
dated the high temperature stability and dynamical stability of these 
compounds. We found that both LiCaAs and LiCaSb are indirect band 
gap semiconductors having band gap, respectively, of 2.52 eV and 2.09 
eV estimated using TB-mBJ potential. The value of the Seebeck coeffi
cient is have been found to be higher in p-type LiCaX than that of n-type 
due to flat VB edges. TE performance is slightly enhanced with an in
crease in atomic weight of X atom owing to low κlattice and significant 
power factor. The room temperature κlattice values for LiCaSb and LiCaAs 
have found to be 1.42 Wm− 1K− 1 and 1.90 Wm− 1K− 1, respectively, but 
these values have decreased to 0.66 Wm− 1K− 1 and 0.88 Wm− 1K− 1 at 

Fig. 13. Calculated ZT values of (a) LiCaAs and (b) LiCaSb as a function of carrier concentration within constant relaxation time approximation (i.e., τ = 1 × 10− 14 s) 
at different temperatures ranging from 300 K to 800 K. 

Table 5 
Figure of merit of LiCaAs and LiCaSb for both type of carriers at optimized 
carrier concentration.  

Figure of merit at optimized carrier concentration  

LiCaAs LiCaSb 

300 K 800 K 300 K 800 K 

With constant τ p- 
type 

0.41 0.79 0.46 0.82 
1 × 1021 

cm− 3 
1 × 1021 

cm− 3 
8 × 1020 

cm− 3 
7 × 1020 

cm− 3 

n- 
type 

0.14 0.64 0.16 0.66 
1 × 1020 

cm− 3 
1 × 1020 

cm− 3 
1 × 1020 

cm− 3 
9 × 1019 

cm− 3 

With calculated 
temperature 
dependent τ 

p- 
type 

0.84 0.90 0.89 0.93 
4 × 1020 

cm− 3 
4 × 1020 

cm− 3 
1 × 1020 

cm− 3 
1 × 1020 

cm− 3 

n- 
type 

0.58 0.73 0.62 0.84 
3 × 1019 

cm− 3 
4 × 1019 

cm− 3 
2 × 1019 

cm− 3 
2 × 1019 

cm− 3  

Table 6 
The elastic modulus (Cβ), deformation potential constant (Eβ), and relaxation 
time (τ) at 300 K, 600 K and 800 K of electrons and holes for LiCaAs and LiCaSb.  

Carriers type LiCaAs LiCaSb 

electron hole electron hole 

Cβ(eV/Å3) 0.070146 0.070146 0.063437 0.063437 
Eβ(eV) 1.73353 0.20233 1.58507 0.20083 
τ (s) 300 K 2.56 × 10− 13 2.30 × 10− 13 3.49 × 10− 13 6.60 × 10− 13 

600 K 9.06 × 10− 14 8.14 × 10− 14 1.23 × 10− 13 2.33 × 10− 13 

800 K 5.88 × 10− 14 5.29 × 10− 14 8.02 × 10− 14 1.52 × 10− 13  
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800 K. The remarkably low κlattice of 8-VEC HH compounds LiCaX (X =
As, Sb), which has been understood in terms of different phonon modes, 
and optimization of carrier concentration resulted into an improved ZT 
at higher temperature. The optimized carrier concentration (~1020 

cm− 3 for p-type carriers and ~1019 cm− 3 for n-type carriers) of the 
investigated compounds have found to be comparable to experimentally 
estimated value for other 8-VEC Li-based HH. Our calculations have 
predicted that the p-type HH alloys LiCaX are promising TE materials. 
We are optimistic that this work could leads to future experiment to 
investigate the TE properties of proposed Li-based half-Heusler alloys. 
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Abstract
The capital structure study is extant and wide. It touches every sector of the economy with its extreme relevance. Its importance 
cannot be restricted to empirical analysis and financial data study rather on knowing its significance an attempt has been made to 
highlight its features, the areas covered the countries in which studies are undertaken, its relation with determinants and its evolution 
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Introduction

‘Capital structure decision is the explicit fusion of debt and 
equity which an organization uses to back up its operating 
and investment decisions.’ (Kumar et al., 2017). It is con-
sidered to be a significant feature of the firm success. Firms 
are found to become bankrupt due to their inadequate 
capital structure. ‘The theory of capital structure has been 
dominated by the search for optimal capital structure’ 
(Myers, 1998). The optimum capital is demanded to main-
tain the borrowing level to a certain extent which is possi-
ble through a trade-off between the cost of financial distress 
and tax on borrowed money (Myers, 1993). The capital 
structure theories include trade-off theory, pecking order 
theory and market timing theory. There is no optimum 
capital structure that exists in reality. Madan (2007) states 
that capital structure is benefitted from the use of leverage 
when there is sufficient profit in the company. Capital 
structure is the result of cumulative outcomes which can  
be achieved by monitoring the equity market (Baker & 
Wurglar, 2002). In the absence of tax, the value of the firm 
will not change with the moderate amount of debt but it 
will decline when the debt usage is high and there exists an 
optimum leverage ratio in context to capital structure in the 
presence of tax (Robichek & Myers, 1966). Myers (1993) 
says capital structure has the inverse relation between debt 
usage and profitability. Deb and Banerjee (2018) found 

concerning to Indian firm following almost zero leverage 
policy perform far better than the levered firms. Shivdasani 
and Zenner (2005) hold an opinion that the choice of debt 
equity is based on the credit rating of the company. He 
found that high-rated company focuses on their financial 
flexibility or the buyback of their shares while the low 
rated prefers to strengthen their credit rating.

The study on the capital structure has its inception from 
the year 1958 when the seminal study of Modigliani and 
Miller on the capital structure was propounded. Later it 
was observed as a prominent study conducted vividly in 
developed economies and also catches pace in developing 
economies. The study on the mentioned topic has various 
dimensions in terms of theory, determinants impact and its 
role on the firm value. The earlier researchers’ main focus 
has been identified in the area of capital structure theories, 
its determinants and country-specific factors. There has 
been immense fragmentation identified while summarizing 
the previous findings. This article aims to consolidate and 
generate a comprehensive overview of the importance of 
the topic of capital structure and map the areas already 
touched. It further attempts to specifically shed light on a 
systematic literature review in capital structure in various 
horizons. There has been a surge in demonstrating the 
determinants of capital structure and its impact on the debt 
ratio, various capital structure theories are reviewed and 

http://crossmark.crossref.org/dialog/?doi=10.1177%2F09722629221130453&domain=pdf&date_stamp=2022-12-13
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related to capital structure financing. The necessity and 
importance of capital structure have been identified and 
presented in literatures for several years but despite its 
coverage to every economic segment and influence on 
every sector, its adversity has proved inevitable. This 
article aims to link the existing dots on capital structure and 
identify the research gap in this direction followed by a 
suggestion for future research direction.

The study of capital structure is largely influenced by 
the seminal work of Modigliani and Miller (1958) which 
further resulted in various theories and discussions in the 
last few decades. Table 1 here attempts to highlight the 
progression of such studies on capital structure done so far 
by eminent authors which have discovered several new 
concepts and findings on this subject and created the 
direction for future researchers to discover the gap still not 
identified.

Previous Review of Literature on Capital 
Structure

The capital structure is found to be influenced by different 
phases of the business cycle due to upsurges and slumps in 
the economy. Thus decisions related to financial decision-
making are always considered very crucial. Despite having 
such importance, the review of literature on this topic is 
scant. A few eminent work has been highlighted and  
named hereunder which has fostered the capital structure 
study globally.

(1)  Harris and Raviv (1991);
(2)  Lugi and Sorin (2009);
(3)  Miglo (2010); and
(4)  Iqbal et al. (2012).

The inference derived from the above studies shows a 
major focus being levied on theories and determinants  
of capital structure but the idea to cover the study on capital 
structure, its findings in terms of reputed journals, the 
authors and organisations involved and to be precise 
conducting a bibliometric study on this subject followed 
with the systematic review of the literature with cluster  
and citation analysis is the first of its kind conducted till 
date to the best of authors knowledge. Thus it proclaims  
the immense need for such study to be conducted on this 
well accepted important subject which determines the gap 
in this direction not by just citing theoretically but by 
understanding its coverage through bibliometric study and 
recognising the dearth in various areas which are needed  
to be overcome and analysing the huge existing data on this 
subject through cluster analysis which enables to identify 
the future gap to be covered by the researchers.

Aim of the Study

The aim of the study is to highlight the below mentioned 
questions which are derived from the review of past 
research on capital structure.

Table 1. Eminent Studies on Capital Structure.

Sr.no References Findings

  1 Modigliani and Miller (1958) It has a significant contribution in the area of capital structure with the origin of 
‘Irrelevance theory’ which states that capital structure has no impact on firm value.

  2 Modigliani and Miller (1963) It analysed the impact of tax shield on interest expense
  3 Kraus and Litzenberger (1973) The study introduced classical ‘Trade-off theory’. It covers the concept of tradeoff 

between cost of financial distress and benefits derived from debt tax shield. 
  4 Stiglitz (1973) It developed the concept of pecking order. This study states that leverage ratio is the 

unexpected resultant of profits and investments made by firm.
  5 Jensen and Meckling (1976) Introduced ‘Agency cost theory’ and analysed the impact of debtholder-shareholder and 

manager shareholder conflict on capital structure financing.
  6 Miller (1977) Propounds the significance of personal and corporate tax in the financial decision 

making.
  7 Ross (1977) It developed the ‘Signaling theory’ of capital structure and promoted the debt issue as 

positive indicator in the performance in capital structure financing 
  8 Bradley et al. (1984) Introduced the well-known ‘Static trade-off theory’
  9 Kane et al. (1984) It introduced the Dynamic trade off theory which includes trade off theory along with 

the impact of uncertainty, cost, taxes and tax benefits.
10 Myers and Majluf (1984) It propounded the ‘Pecking order theory’ and the major role of information asymmetry 

towards choice between internal fund, debt and equity for capital structure financing.
11 Fischer et al. (1989) It initiated the transaction cost concept and shown its impact on leverage in the capital 

structure of the firm. 
12 Harris and Raviv (1991) It initiated the concept of ‘Control driven theory’ 
13 Baker and Wurgler (2002) It predicts the long run impact of market value fluctuations on the capital structure. 

It states that firm issue equity when market is overvalued and issue debt when 
undervalued. 

Source: The authors.
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RQ1:	� What are the ongoing publications and top studies 
undertaken in the field of capital structure in 
terms of time, journals, disciplines, authors, 
affiliated countries and institutions, and method 
of study adopted in the mentioned area?

RQ2:	� What is the influential anatomy of capital structure 
research? How has capital structure research 
evolved over the years?

RQ3:	� What are the prominent keynotes and which  
are the popular studies conducted in the reputed 
journals?

RQ4:	� What are the break and avenues for future research 
in the capital structure?

Research Design

The study conducted in this research is clearly described 
and classified with the help of tables and figures with the 
appropriate headings. It intends to cover the complete anal-
ysis framework of the research undertaken vividly shown 
in Figure 2, along with a brief mention of the techniques 
adopted for data search incorporating certain inclusion cri-
teria. It further elaborates capital structure study in 594 
research papers in the form of progression of publication, 
avenues of publication and recognition in terms of prolific 
authors along with their institutions and countries, top dis-
ciplines and sample statistics. The keyword analysis is fol-
lowed by the content study conducted on the 58 research 
papers under Table 7, then discussion and future research 
avenues under Table 8 following conclusion of the study.

Methodologies for Research 
Analysis

Knowledgebase Portal, Keywords and 
Inclusion Criterion

The knowledgebase portal used for the review of literature 
was from the reputed Web of Science (WOS) core collec-
tion by clarivate analytics. Although both Scopus and 
WOS are the reputed databases used by the researchers in 
their respective disciplines but the author in this study has 
preferred the WOS database as Scopus carries a vast data-
base which creates the difficulty in evaluation of quality 
journals and identification of eminent literature on the 
topic while WOS covers research in top tier journals of 
high recognition in the publication field with an impact 
factor associated with it which limits the vast literature on 
the subject to qualify in this database and it is considered 
appropriate for bibliometric analysis (Korom, 2019). The 
search was conducted in October 2021 to extract the rele-
vant papers related to the study undertaken covering the 
period from 1 January 2000 to 1 January 2021. The search 
conducted included Social Sciences Citation Index (SSCI) 
publications from the WOS database for the period 

2000–2021. The search criterion used ‘capital structure’ as 
the keyword under the title search bar. The capital structure 
search has been done on the title tab to retrieve data cover-
ing all the eminent papers which has word capital structure 
included in its title. The study on the mentioned subject is 
vast, after applying the filters in terms of WOS categories 
considering SSCI publication and using the word capital 
structure in double quotes to find the records that contain 
the exact phrase and avoid records that contain all the 
words randomly which may or may not be close together. 
It provided 643 documents from the mentioned search cri-
terion. The records were further refined based on document 
type which considered articles only and in the English lan-
guage. The refined search gave 594 results. The final data-
base used for the review after the removal of duplicates 
was 594 articles. Further 58 articles were closely observed 
to understand the pattern of capital structure studies. The 
articles for close analysis were selected by reading their 
abstracts and in case required the full paper was studied. 
Figure 1 represents the flow of the study undertaken.

Analysis Method

The method employed in the present study is a bibliometric 
technique followed by a structured review explaining the 
pattern of methods, theories and constructs in the form  
of tables and figures which intends to give researchers 
insightful information from the content furnished on capital 
structure (Paul & Criado, 2020). Thus to depict the concrete 
findings of the research undertaken, a bibliometric study is 
combined with further investigation of the selected research 
papers content analysis. The VOS viewer software is being 
adopted for the analysis as it maps the connectedness of 
items and is a simple, well-explanatory software tool  
for the construction and visualisation of bibliometric 
networks. The VOS viewer is well-explanatory software in 
the analysis and visualization of bibliometric networks 
developed by Nees Jan Van Eck and Ludo Waltman of 
Leiden University.

Findings

The progression of publications on capital structure is 
shown in Figure 3. The graph shows there has been a 
maximum in the year 2019 counted 75 followed by 67 
records in 2020.

Avenues of Publication

The capital structure study is conducted in many other 
affiliated institutions and other databases but when 
restricted to the WOS core collection and in that further 
attempt to identify the ABDC ranking and CAB rating 
journals the list is reduced to very few. Table 2 lists the data 
of the top 10 journals with A* and A ranking along with 
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CAB rating which reveals such information which is  
about capital structure study. The 594 publications are 
dispersed across 202 journals. Table 2 acknowledges the 
most prominent journals publishing in the area of capital 
structure. The top 10 journals have published 149 of the 
total articles studied representing 73.76% of the total.  
The Journal of financial economics includes the maximum 

number of studies in the concerned area which totals  
26 followed by the Journal of Banking and finance. The 
capital structure study has a considerable space in every 
sector of the economy and so its presence spread across 
prominent journals. The journals rankings as per well-
appreciated body in the academic fraternity with the  
name Australian Business Dean Council ranking A* and  

Figure 1. Prisma Diagram Showing Data Retrieval Process.

Source: The authors.

Figure 2. Analysis Framework.

Source: The authors.
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A ranking and further another reputed body showcasing  
the rating of journals, named Chartered Association of 
Business School (CABS) rating is represented in Table 2.

Profuse Authors with their Affiliated 
Institutions and Countries

The data set analysed shows the spread of 1,221 authors 
affiliated with 48 organisations across 75 countries. Table 3 
showcases the contributions made in terms of a number of 
publications. Serrasqueiro, records six publication followed 
by Yang and Chipeta. The highest citations scored which 
counts 136 by Dang, Viet following Di Pietro, Fillipo with 
88 citations and Serrasquiero 85. The table also accommo-
dates the statistics related to top institutions to authors on the 
mentioned subject. The National Bureau of Economic 
Research is contributing the highest number of publications 
which are 1,190 along with the highest citations, that is, 14. 
The State University System of Florida with 11 publications 
and 555 citations stands second in the list and third is the 
University of Texas System with 10 publications and 549 

citations. Thus, reflecting the lack of studies in developing 
economies. Table 3 also covers the contributions made by 
the countries affiliated with the authors of capital structure. 
The USA has the highest number of publications which 
record 185 and also reports the highest number of citations 
5,920 then succeeding with People’s Republic of China with 
105 publications and 1,537 citations and the third is England 
with 60 publications and 907 citations. Thus the major 
reason of the persistence problem of improper financing of 
firms and inadequate capital structure design in the develop-
ing countries is the lack of attention in this regard. The coun-
tries like India do not chart in the list of under 10 thus 
demanding a lot of attention and quality study on the con-
cerned subject.

The capital structure study though conducted majorly  
in the field of business economics is not just confined  
to it but is fragmented in other fields like environmental 
sciences, engineering, operations research, international 
relations, mathematics and many more. Figure 4 represents 
the top four research areas in which the subject is majorly 
investigated.

Figure 3. The Publication Progression of 594 Papers during the Period 2010–2021.

Source: Retrieved from WOS.

Table 2. Publication Avenues in Foremost Journals.

Journal ABDC Ranking ABS Rating Publishing House TP

Journal of Corporate Finance A* 3 Elsevier 35
Journal of Financial Economics A* 4 Elsevier 26
Journal of Banking Finance A* 3 Elsevier 19
Journal of Financial and Quantitative 
Analysis

A* 4 Cambridge University Press 14

Small Business Economics A 3 Springer Nature 13
Review of Financial Studies A* 4 Oxford University Press 11
Review of Finance A* 3 Oxford University Press 9
Financial Management A 3 Wiley Online Library 7
Journal of Finance A* 4 Wiley Online Library 7
Applied Economics Letters B 1 Taylor and Francis 8

Source: The authors.
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Sample Statistics

The study on capital structure is being carried on in several 
domains. Based on the data studied the capital structure 
study can be classified under three heads which are majorly 
empirical, conceptual and theoretical. The empirical study 
on capital structure is undertaken through observation or 
experimentation. It is majorly substantiated numerically  
in terms of numbers. It can be quantitative or qualitative. 
The theoretical study on the subject is based on certain 
predefined theories rather than experience or practice like 

predicting or determining the behaviour of capital structure 
financing theories while conceptual studies are found to be 
dealing with original thoughts. In this research analysis 
available information on a topic associating the financing 
pattern with the theories or (theory) of capital structure is 
represented under theoretical study. Figure 5 shows the 
study percentages covered in the area of capital structure. 
The 594 articles classification under three heads was done. 
The maximum number of studies is empirical which marks 
70%. Theoretical and conceptual represent the least space 
in the study. It shows the dearth of conceptual study majorly 

Table 3. Profuse Authors with Affiliated Institutions and Countries Publishing on Capital Structure.

Top Authors Top Institutions Top Countries

Author TP TC Institution TP TC Country TP TC

Serrasqueiro, Zelia 6 85 National Bureau of Economic 
Research

14 1190 USA 185 5920

Yang, Jinqiang 5 17 State University System of 
Florida

11 555 Peoples R China 105 1537

Chipeta, Chimwemwe 4 22 University of Texas System 10 549 England 60 907
Dang, Viet 4 136 Shanghai University of 

Finance Economics
9 80 Australia 33 727

Di Pietro, Filippo 4 88 Cornell University 8 219 Taiwan 32 344
Nunes, Paulo Macas 4 35 Tsinghua University 8 39 Italy 28 435
Wang, Wei 4 39 University of California 

System
8 445 Spain 28 254

Zhang, Hong 4 29 University of Manchester 8 166 Germany 26 695
Acedo-ramirez, Miguel A. 3 29 Hunan University 7 65 Canada 24 647
A. N. Bany-ariffin 3 29 Pennsylvania Commonwealth 

System of Higher Education 
Pcshe

7 139 France 18 168

Source: The authors.

Figure 4. Capital Structure Research in 594 Papers Distributed in Major Disciplines.

Source: The authors.
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in this direction and also the reason for the existence of the 
capital structure problem which cannot be resolved just by 
going through and analysing the predefined data sets of the 
company and associating the increase or downfall of any 
content in capital structure with the capital structure 
theories rather a conceptual framework is highly demanded 
to meet unpredictable scenarios which are always not 
based on earlier patterns and statistics. The data in terms of 
percentage reveals the dearth of study in various economies. 
Thus the reason for a shortage of study could not be given 
to the size of the economy rather there is a lot in terms of 
money which is needed to be monitored and managed in 
terms of capital structure study and this cannot be neglected.

Figure 5. Study Percentages.

Source: The authors.

Table 4. Major Keywords of Capital Structure based on the 
Occurrence.

Keyword Occurrences

Capital structure 362
Leverage 61
Trade-off theory 37
Pecking order theory 31
Speed of adjustment 22
Corporate governance 20
g32 18
Panel data 18
Smes 16
China 15

Source: The authors.

Figure 6. Keyword Analysis using VOS Viewer.

Source: The authors.

Table 5. Articles Classified in Each Cluster based on Citation 
Network Analysis.

Cluster 1 (Role of 
External Financing 
in Capital Structure 
Dynamics)

Cluster 2 
(Factors Affecting 
Capital Structure 
Decisions of a 
Firm)

Cluster 3 (Capital 
Structure 
Determinants and 
Firm Performance)

Bae et al. (2011) Ampenberger et al. 
(2013)

Campello and 
Giambona (2013)

Berk et al. (2010) Baghai et al. (2014) Deangelo et al. 
(2011)

Bhamra et al. (2010) Buettner et al. 
(2012)

Hackbarth and 
Mauer (2012)

Chang et al. (2014) Céspedes et al. 
(2010)

Klasa et al. (2018)

Chemmanur et al. 
(2013)

Detthamrong et al. 
(2017)

Matsa (2010)

Cho et al. (2014) Feld et al. (2013) Morellec  
et al.(2012)

Fan et al. (2012) Jiraporn et al. 
(2012)

Rampini and 
Viswanathan 
(2013)

Graham and Leary 
(2011)

Kayo and Kimura 
(2011)

Rauh and Sufi 
(2010)

Graham et al. 
(2015)

Kesternich and 
Schnitzer (2010)

Serfling (2016)

Hovakimian and  
Li (2011)

Margaritis and 
Psillaki (2010)

Uysal (2011)

Kieschnick and 
Moussawi (2018)

Shivdasani and 
Stefanescu (2010)

Xu (2012)

Lemmon and 
Zender (2010)

Le and Phan (2017)

Öztekin and 
Flannery (2012)
Öztekin (2015)
Welch (2011)
Zhang et al. (2015)
Source: The authors.
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Keyword Analysis

The co-occurrence of author, keywords is analysed and is 
mentioned in Table 4. The analysis is undertaken with a 
minimum of five occurrences of the keyword. Out of the 
1,234 keywords, 47 meet the threshold. For each of the 47 
keywords, the total strength of the co-occurrence links with 
the other keywords will be calculated. The 47 keywords with 
the greatest total link strength are selected. The co-occurrence 
of the keyword network is shown in Figure 6 with the help  
of VOSviewer software. It is a software tool used for visuali-
zation of the network in the bibliometric studies.

Cluster Content Analysis on the 
Basis of Citation Network

The Table 5 shows the division of three clusters with a 
common theme representing them followed by a thorough 
content analysis of each clusters.

Cluster 1 (Role of External Financing in 
Capital Structure Dynamics)

Cluster 1 is the biggest among the three clusters compris-
ing 16 documents focusing on the various dimensions of 
external financing about the firm’s capital structure requi-
rement. The institutional environment has a significant 
impact on the capital structure of firms in both developing 
and developed countries. The country’s legal and tax 
system, the corruption level and the choice of capital sup-
pliers speak a lot about the variation in the leverage ratio. 
 It is further notified that countries having efficient legal 
system promotes more debt usage majorly short term  
while usage of higher long-term debt is related to bank-
ruptcy codes and deposit insurance. The countries have 
higher debt usage where there is higher tax gain on its lev-
erage (Fan et al., 2012). The trend analysis from the year 
1945 to 1975 in US corporations’ shows a drastic increase 
in debt consumption. Such increase affected firms of all 
sizes. It was stated that firm characteristics were not the 
reason for this increase but a change in government bor-
rowing, macroeconomic uncertainty and financial sector 
development were the significant partners of this hike in 
debt usage by the US corporations (Graham et al., 2015). 
On an investigation of the firm’s capital structure adjust-
ment across countries, it has been found that legal and 
financial traditions have a prominent correlation with firm 
adjustment speeds, while the institutional arrangement is 
narrowly related with firm capital structure adjustment 
speeds (Öztekin & Flannery, 2012). The enquiry of inter-
national determinants of capital structure from the sample 
of firms from 37 countries reveals firm size, tangibility, 
industry, leverage, profits and inflation as the reliable 
determinants. On further examination, it has been found 

that the quality of country’s institutions affects leverage 
and the adjustment speed towards target leverage signifi-
cantly. It signifies that premium quality institutions pro-
motes smoother leverage adjustment while the places 
where there are laws in favour of debt holders than stock-
holders their leverage is found to hold a higher position 
(Öztekin, 2015). The study claiming its uniqueness in 
capital structure and capital issuing literature generates two 
distinct perspectives. It highlights certain problems in 
capital structure research on the ambiguity of considering 
non-financial liabilities as debt and not to be considered as 
equity. It further quantifies that equity issuing activity 
should not be related equivalently to the change in capital 
structure procedure (Welch, 2011). The observation drawn 
from the investigation of the stakeholder theory of capital 
structure concerning to a firm’s relationship with its 
employees reveals that firms that believes in employee 
benefits are found to maintain low debt ratios. It has been 
notified that the ability to follow a fair employee treatment 
is an important financing factor (Bae et al., 2012). It is 
stated that firms optimal capital structure is largely influ-
enced by the trade-off between human costs and the tax 
benefits of debt by the analysis made on an optimal labour 
contracts for a levered firm in perfect competitive capital 
and labour markets. It is observed that employees are fixed 
under this contract and resulting in increased bankruptcy 
costs (Berk et al., 2010). The study conducted with review 
of literatures from the year 2005 onwards documents three 
dimensions of capital structure variations under cross-firm, 
cross-industry and within firm specifically. The explanation 
of such variation is supported by the trade-off and pecking 
order theories of capital structure which highlights the 
shortcomings empirically (Graham & Leary, 2011).

Cluster 2 (Factors Affecting Capital 
Structure Decisions of a Firm)

This cluster is composed of 12 articles representing the 
various determinants of capital structure and its relation 
with the firm value. It gives the diversified literature on the 
investigation of German family firms over the period 
1995–2006, it was ascertained that German family firms 
were found to have lower debt ratio than non-family firms 
(Ampenberger et al., 2013). The driving force to conduct 
such study was to know the impact of founding families  
on the capital structure of their firms and the result reveals 
the vital role of management in the creation of family 
impact on capital structure. This cluster defines the 
progression of studies on capital structure determinants.  
It started with ownership structure in earlier 2010 and then 
covered the impact of corporate governance, company 
taxation, hierarchical determinants, impact of pensions and 
the impact on firm value in the later years. It is reported 
that the firms affected by the rating agencies have lower 
debt spreads than the firms not affected with the same 
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rating representing the conservative impact concerning to 
debt usage in the firm (Baghai et al., 2014). The analysis  
on the effectiveness of the limitation of tax deductibility  
of interest expenses for corporations reveals that such  
thin capitalization rules reduce the internal loans usage  
for tax planning and promote higher debt consumption in 
the capital structure of the multinational corporations of 
foreign subsidiaries located in OECD countries (Buettner 
et al., 2012). The analysis conducted in selected Latin 
American countries on the capital structure determinants 
reveals the similar debt levels to that of the US firms. 
Although it is believed that Latin American firms 
experience lower tax benefits and higher bankruptcy costs. 
It explores the relation of ownership concentration with 
firm’s capital structure. It reports a positive relation 
between leverage and ownership concentration and also 
with growth as it is believed that issue of equity exploits 
the concentration of ownership and disturbs the control 
rights. It is further found that larger firms with more 
tangible assets are less profitable and more leveraged. 
Hence apart from firm’s specific determinants of capital 
structure, there are various other factors such as theoretical, 
legal and technical which determine the capital structure 
financing of the firm (Céspedes et al., 2010).

The attempt made to identify the implication of capital 
structure of corporate pension plans benefits reveals that 
leverage ratios for firms with pension plans report 35% 
increase in the presence of pension assets and liabilities 
into the capital structure and thus impacting tax shields 
drastically. It presents a modest effect in lowering a firm’s 
corporate tax rate. It stimulates the choice of capital 
structure finance and fosters a less conservative approach 
towards a choice of leverage (Shivdasani & Stefanescu, 
2010). The study to investigate the effect of capital  
structure on firm performance in Vietnam reveals negative 
relation between debt ratios and firm performance.  
It highlights that developing market like Vietnam has  
less benefit from debt usage than the financial distress  
cost. Such a market is found to be influenced by severe 
information asymmetry generating an adverse role of debt 
(Le & Phan, 2017).

Cluster 3 (Capital Structure Determinants 
and Firm Performance)

This Cluster comprises 11 documents. The area of 
discussion under this cluster is around the factors affecting 
the capital structure decisions of a firm. On the review of 
literature, it has been obtained that the examination of 
firms’ adjustment towards the priority structure identified 
as leverage, credit conditions and firm fundamentals 
reveals financially unconstrained firms with lesser growth 
opportunities prefer senior debt than constrained firms 
with or without growth opportunities who prefer junior 

debt (Hackbarth & Mauer, 2012). The firm with the 
external finance constraint has the incentive to avail  
cash flow demands of debt service to substantiate its 
convincing position with workers (Matsa, 2010).  
A dynamic trade-off model was developed to elaborate  
the manager–shareholder conflicts in capital structure 
choice. It reveals the manager’s behaviour towards owning 
a fraction of the firm’s equity to capture free cash flow as 
the private benefits and maintain control over financing 
decisions. It further attempts to detangle the use of the low 
leverage puzzle and explains leverage ratio dynamics with 
the use of data on leverage choices (Morellec et al., 2012). 
An investigation on the relationship between collateral  
and capital structure was examined through a study of  
a dynamic model of investment, capital structure, and 
leasing and risk management depending on firms’ need to 
collateralise promises through tangible assets. It shows that 
financing and risk management both demand promises  
to be paid with limited collateral while leasing demands 
strong collateral, costly financing and allows greater 
leverage. Thus it represents that more constrained firms 
hedge less and lease more and the firms aiming for 
productivity reduce the benefits of hedging low cash flows 
and restrict firms not to hedge (Rampini & Viswanathan, 
2013). An enquiry into the relatedness of the cost associated 
with discharging workers affecting capital structure 
decisions shows that firm’s debt ratio proportion reduces  
in the presence of labour protection laws. It eventually 
increases the degree of operating leverage, earnings 
variability and employment becomes more rigid. This 
proves to substantiate that higher firing costs eliminate the 
financial leverage through increasing financial distress 
costs (Serfling, 2016).

Citation, Co-citation and  
Co-authorship

The Table 6 shows the citation analysis of authors, documents, 
countries and organisation is an important parameter to 
measure and identify the most popular author and document, 
the country engaged on that particular subject and the organi-
sation associated with it by the count of citations it has. Here 
the author named Oeztekin oezde has received a maximum 
citation for his work on the mentioned subject. The document 
which has the maximum citation is Fan et al. (2012) and the 
country which is highly recognised and cited is the USA and 
the organisation which has got highest number of citations is 
NBER (National Bureau of Economic Research). This data 
pronounces the quality consideration given in research of the 
capital structure study by the respective organisation, coun-
tries and authors expressed through the citations analysis 
which drives the attention of other countries and organisation 
in this research area.
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Reviewed Papers
Table 7. Review of 58 Research Papers.

Study Type of Paper Context Source

Tran, D. V.; Hassan, M. K.; 
Paltrinieri, A.; Nguyen, T. D.

Conceptual Determinants of the bank capital structure are the 
same as that of non-financial firms.

Singapore Economic 
Review

Do, T. K.; Lai, T. N.; Tran, 
T. T. C.

Empirical The foreign ownership proves to be positively 
influencing the optimum capital structure formation of 
a firm.

Finance Research 
Letters

Im, H. J.; Kang, Y.; Shon, J. Empirical The study reports the impact of uncertainty 
considerably higher than any other determinants of 
leverage targets.

Journal of Corporate 
Finance

Lim, S. C.; Macias, A. J.; 
Moeller, T.

Empirical The poor collateralizability of goodwill results in less 
debt financing.

Journal of Banking and 
Finance

Dai, N.; Piccotti, L. R. Empirical The required return on equity is matched with the 
target debt ratio.

Financial Management

Ayotte, K. Empirical Relation between capital structure and disagreement of 
investor in asset valuation is discussed.

Journal of Legal Studies

Fenyves, Veronika; Peto, 
Karoly; Szenderak, Janos; 
Harangi-Rakos, Monika

Conceptual The study conducted in V4 countries: the Czech 
Republic, Hungary, Poland and Slovakia in order to 
analyse the capital structure of agricultural companies. 
The strong influence has been reported by such sector 
and its company size in context to capital structure.

Agricultural Economics 
(zemedelska ekonomika)

Ghasemzadeh, Morteza; 
Heydari, Mehdi; Mansourfar, 
Gholamreza

Empirical The relation between earnings volatility and capital 
structure is brought into light along with the impact of 
financial distress as a moderating variable.

Emerging Markets 
Finance and Trade

Frank, Murray Z.; Shen, Tao Conceptual This article shows the financial actions of firms to 
adjust leverage. 

Journal of Banking and 
Finance

Lambrinoudakis, Costas; 
Skiadopoulos, George; 
Gkionis, Konstantinos

Empirical An aspect related to the financial flexibility is brought 
into picture which suggests that the expectation of firm 
specific investment shocks also affects firms leverage.

Journal of Banking and 
Finance

Harris, Christopher; Roark, 
Scott

Empirical The level of debt in the capital structure is found to 
be related with the operating cash flow. Firms having 
higher cash flow volatility have interest and hence 
increases firm value by utilizing the debt consumption 
in the capital structure adequately..

Finance Research 
Letters

Doku, James Ntiamoah; 
Kpekpena, Fred Agbenya; 
Boateng, Prince Yeboah

Empirical The capital structure measured as capital to asset 
ratio is found evident as a positive driver of bank 
performance

African Development 
Review (revue africaine 
de developpement)

Lemmon, Michael L.; 
Zender, Jaime F.

Conceptual The capital structure choice studied in the presence of 
asymmetric information with respect to the standard 
pecking order and trade off theories.

Journal of Financial and 
Quantitative Analysis

Matemilola, B. T.; Bany-
Ariffin, A. N.; Azman-Saini, 
W. N. W.; Nassir, Annuar 
Md.

Theoretical The top level managers (CEO) experience proves 
beneficial in the capital structure decision as it 
optimizes the benefit of tax shield available on debt 
interest and hence increases firm value by utilizing the 
debt consumption in the capital structure adequately.

Research in 
International Business 
and Finance

Alan, Yasin; Gaur, Vishal Empirical The application of asset based lending in the context 
of capital structure decision in the banks is being 
demonstrated.

M&som-Manufacturing 
& Service Operations 
Management

Dragota, Ingrid-Mihaela; 
Dragota, Victor; Curmei-
Semenescu, Andreea; Pele, 
Daniel Traian

Conceptual The relation between the capital structure and religion 
has been investigated to understand the influence of 
different cultural values on the financial variables. 

Acta Oeconomica

Wang, Xiaoqiao; Johnson, 
Lewis; Wang, Jin

Conceptual The firms located centrally have proper information 
access and has lower leverage ratios than remotely 
located ones.

Canadian Journal of 
Administrative Sciences 
(revue canadienne 
des sciences de l 
administration)

Kieschnick, Robert; 
Moussawi, Rabih

Conceptual It is found that the amount of debt usage depends on 
the governance function. The more the concentration 
of power in the hands of insider, lesser is the debt 
usage as it ages.

Journal of Corporate 
Finance

(Table 7 continued)



12� Vision

Study Type of Paper Context Source

Wang, Huamao; Xu, Qing; 
Yang, Jinqiang

Empirical The impact of neglecting the liquidity risk has been 
reported which results in over leveraging, early 
bankruptcy, and many more.

European Journal of 
Finance

Yang, Shenggang; He, 
Feiying; Zhu, Qi; Li, Shihao

Conceptual The company incorporating the corporate social 
responsibility strategies has higher leverage levels 
than the ones that do not. CSR bridged the gap of 
information asymmetry between firms and creditors.

Asia-pacific Journal 
of Accounting and 
Economics

Miglo, Anton Conceptual The influence of asymmetric information in terms of 
timings of earnings on capital structure is discussed.

North American Journal 
of Economics and 
Finance

Oliveira, Mauro; 
Kadapakkam, Palani-Rajan; 
Beyhaghi, Mehdi

Empirical It accommodates the impact on the capital structure of 
the supplier by increasing the level of leverage in order 
to curb the negotiation from distressed customer’s 
end.

Journal of Corporate 
Finance

Abdulla, Yomna Empirical It supports that a single theory is not sufficient and 
cannot be dependent upon to explain the capital 
structure behavior.

International Journal 
of Islamic and Middle 
Eastern Finance and 
Management

Ardalan, Kavous Conceptual It focuses on the assumptions which make the capital 
structure foundation relevant as it believes that 
results of the numerical models are dependent on the 
assumption laid and thus changes accordingly.

Research in 
International Business 
and Finance

Tung Lam Dang; Thi Hong 
Hanh Huynh; Manh Toan 
Nguyen; Thi Minh Hue 
Nguyen

Empirical The studies points out the major role of analyst 
characteristics and information transparency on capital 
structure choices.

Applied Economics

Rastad, Mandi Empirical It has been observed that when the equity shares 
crosses the conversion criterion for a convertible bond 
then firm expects the decline in leverage in the future.

Journal of Corporate 
Finance

Reinartz, Sebastian J.; 
Schmid, Thomas

Empirical An analysis has been conducted of energy utilities on a 
global sample. Production flexibility increases financial 
leverage in the light of reduced expected cost of 
financial distress and higher present value of tax shields.

Review of Financial 
Studies

Eun, Cheol S.; Wang, 
Lingling

Conceptual International sourcing has negative influence on financial 
leverage. 

Review of Finance

Tan, Yingxian; Yang, 
Zhaojun

Conceptual Impact of contingent convertible bonds on capital 
structure is investigated.

North American Journal 
of Economics and 
Finance

Li, Xuefeng Empirical The significant impact of determinant of capital 
structure of Chinese firms reveals that leverage 
increases with growth opportunity. 

Journal of 
Computational 
and Theoretical 
Nanoscience

Faccio, Mara; Xu, Jin Empirical The corporate and personal income taxes are found to 
be the significant determinants of the capital structure.

Journal of Financial and 
Quantitative Analysis

Tchuigoua, Hubert 
Tchakoute

Empirical It states that apart from profitability the other variables 
have the same impact in both profit microfinance 
institutions and non-profit finance institutions.

Journal of Financial 
Services Research

Koksal, Bulent; Orman, 
Cuneyt

Empirical The study conducted in a developing economy, Turkey 
to understand the applicability of capital structure 
theories in almost every sort of companies from 
manufacturing to non-manufacturing from small to large 
and from public traded to private firms.

Small Business 
Economics

Wong, Kit Pong Empirical The capital structure behaviour is examined from the 
managers risk aversion or regret perspective.

Finance Research 
Letters

Danis, Andras; Rettl, Daniel 
A.; Whited, Toni M.

Empirical It reports positive correlation between profitability 
and leverage at the time of optimum level of leverage 
in firm.

Journal of Financial 
Economics

Cvijanovic, Dragana Empirical The impact of real estate prices on firm capital 
structure is examined. It reveals that change in debt 
structure with respect to collateral value appreciation.

Review of Financial 
Studies

(Table 7 continued)
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Study Type of Paper Context Source
Dang, Viet Anh; Kim, 
Minjoo; Shin, Yongcheol

Empirical A negative impact has been reported of the global 
finance crisis on the speed of leverage adjustment.

International Review of 
Financial Analysis

Chod, Jiri; Zhou, Jianer Empirical It determines the influence of resource flexibility 
on capital structure shows that resource flexibility 
is negatively related to the cost of borrowing and 
positively related to debt.

Management Science

Robb, Alicia M.; Robinson, 
David T.

Empirical The analysis of capital structure choices made in the 
firm from the data set of Kaufman firm survey shows 
the strong reliance on the external debt sources such 
as bank finance and less on family funding sources.

Review of Financial 
Studies

Chemmanur, Thomas J.; 
Cheng, Yingmei; Zhang, 
Tianming

Empirical It was found that leverage and a positive significant 
impact on average employee pay and CEO 
compensation.

Journal of Financial 
Economics

Chung, Y. Peter; Na, Hyun 
Seung; Smith, Richard

Empirical Firms tend to increase leverage in the presence of 
growth opportunities or when there is decline in equity 
value. Acquisition of firms cannot be dependent on any 
capital structure policy rather it is a result of financial 
slack due to rapid growth created.

Journal of Corporate 
Finance

Rampini, Adriano A.; 
Viswanathan, S.

Empirical The collateral plays a vital role in capital structure 
financing. Leasing collateralizes financing with greater 
leverage and firms facing adverse cash flow shocks 
prefers to sell and lease back assets.

Journal of Financial 
Economics

Harding, John P.; Liang, 
Xiaozhong; Ross, Stephen L.

Empirical Banks capital structure is analysed in the light of capital 
requirements, deposit insurance and franchise value. 

Journal of Financial 
Services Research

Bartoloni, Eleonora Empirical The method applied is Granger Causality framework. 
The framework explains that firms leverage does not 
result innovation output rather leverage is caused by 
successful innovation and a firm operating profitability.

Empirica

Matemilola, B.; Bany-Ariffin, 
A.; McGowan, Carl

Empirical The study conducted on the capital structure research 
in South Africa accommodates significant managerial 
skills and ability as the unobserved firm specific capital 
structure determinants.

Managerial Finance

Dudley, Evan. Empirical It shows that firms move towards their target capital 
structure in the course of investment as per the trade-
off theory.

Journal of Corporate 
Finance

Jiraporn, Pornsit; 
Chintrakarn, Pandej; Liu, 
Yixin

Theoretical It is found that companies having higher CEO 
dominance has a negative impact of changes in capital 
structure on firm performance.

Journal of Financial 
Services Research

Paligorova, Teodora; Xu, 
Zhaoxia

Conceptual The study explores pyramidal firms and their 
motivation behind debt usage and the firm financing is 
found to be influenced by the expropriation activities of 
owners having control rights.

Journal of Corporate 
Finance

Rauh, Joshua D.; Sufi, Amir Empirical The firm’s production and assets used in it are the 
important determinants of capital structure in the cross 
section.

Review of Finance

Bortolotti, Bernardo; 
Cambini, Carlo; Rondi, 
Laura; Spiegel, Yossi

Empirical There is a significant role of control and regulation in 
the firm’s financing decision. The privately controlled 
firm’s debt usage is designed in a way which enables 
efficient regulatory outcomes.

Journal of Economics 
and Management 
Strategy

Pindado, Julio; de la Torre, 
Chabela

Empirical Capital structure is largely influenced by the managerial 
ownership and ownership concentration.

International Review of 
Finance

Bertomeu, Jeremy; Beyer, 
Anne; Dye, Ronald A.

Conceptual A perspective that jointly determines capital structures 
its voluntary disclosure policy and its cost of capital.

Accounting Review

Gao, Wenlian; Ng, Lilian; 
Wang, Qinghai

Conceptual The study conducted in United States explains the 
variation of capital structure due to location of 
corporate headquarters. The results support the 
significant role of local culture and executives social 
interactions on corporate financial policies.

Financial Management

(Table 7 continued)
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Study Type of Paper Context Source
Stretcher, Robert; Johnson, 
Steve

Theoretical Application of theory in practice in terms of capital 
structure choice to make informed decisions by 
managers.

Managerial Finance

Rauh, Joshua D.; Sufi, Amir Empirical The ignorance of debt issues in capital structure 
variation is brought into light.

Review of Financial 
Studies

Berk, Jonathan B.; Stanton, 
Richard; Zechner, Josef

Empirical The firm optimal capital structure determined on the 
grounds of trade off between human costs and tax 
benefits derived from debt usage.

Journal of Finance

Margaritis, Dimitris; Psillaki, 
Maria

Empirical The study undertaken on French manufacturing firms 
enquires the relationship between capital structure, 
ownership structure and firm performance.

Journal of Banking and 
Finance

Shibata, Takashi; Nishihara, 
Michi

Empirical It examines the investment and capital structure 
financing decisions of a firm under management 
shareholder conflicts caused due to asymmetric 
information. It reveals such conflict increases 
investment and decreases social welfare by debt 
financing.

Journal of Economic 
Dynamics and Control

Saito, Richard; Hiramoto, 
Eduardo

Empirical It tests the Brazilian companies experiencing foreign 
activities have different capital structure in contrast 
to companies experiencing local activities. It examines 
the relation between international activity and debt 
financing.

Academia Revista 
Latinoamericana de 
Administracion

Source: The authors.

Discussion and Gap Direction

The capital structure study undertaken provides tremendous 
valuable information. It reveals the publication in terms of 
numbers from the year 2010 to 2021. There have been 
maximum studies in the year 2019 in comparison to the 
earlier years. The position of increase and decrease in the 
studies which can find a place in the reputed database is 
being recorded. Then further the leading journals were 
identified based on their ABDC ranking and ABS categories 
to represent the importance of the subject. Later it was 
decided to understand the expansion of the subject in various 
disciplines. It was clear that business economics holds  
the maximum study in its domain but at the same time  
this could not be neglected that the capital structure  
subject holds its place in other disciplines too which are 
majorly environmental sciences, operations research and 
engineering. The authors having the maximum publications 
and citations, the top institutions and the countries having 
maximum publications and citations, are recorded. After 
that, the types of the study were ascertained which  
revealed the information related to the maximum area of 
empirical studies. It was then decided to understand the 
various associated areas concerning capital structure, for 
that keyword analysis was conducted which gave us an 
appropriate picture of the diversification of capital structure 
study in terms of leverage, a trade-off, pecking order theory, 
corporate governance and many other important fields. 
Finally, a regressive analysis of 58 research papers was done 
after reading their abstracts to understand their uniqueness.

The citation analysis marks the contribution of eminent 
authors and the documents. It identifies the most cited 

study is from the USA and the organisation which is most 
popular on this subject is NBER. Thus encouraging the 
study in this direction in developing countries where  
it is still uncovered. The cluster analysis conducted  
brings various studies on the topic which were further 
divided into three clusters. Cluster 1 highlights the various 
relationships between maintaining low debt ratios and 
employee benefits, macro-economic uncertainty in the 
context of capital structure financing. The cluster  
2 represents that ownership structure, rating agencies, 
corporate governance and the impact of pension assets  
and liabilities on the capital structure is considered 
significant and cluster 3 discusses the various factors 
affecting the capital structure decisions of a firm. It reveals 
the role of debt, manager–shareholder conflicts in capital 
structure choice. It highlights that the financing decision is 
determined by the growth opportunities, collaterals, risk 
management and laws prevailing.

All such information collectively speaks a lot about the 
subject of capital structure. There is a dearth of studies 
including the amalgamation of theory with some models. 
There have been a great financial crisis impacting the 
economy globally, the loss by them was neither negligible 
nor can be buried. If we try to understand the pattern of 
study over the years then we will notice a tremendous 
increase in its importance from the year 2011 which shows 
a decline in between and then again it shows a rapid 
increase in 2019. This reveals the importance of the study 
in recent years. The researchers are rigorously attempting 
to showcase its necessity and thus striving for prolific 
journals. The gap identified from this review highlights  
the vast fragmentation on this topic. The focus is more on 

(Table 7 continued)
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substantiating findings with decades-old theories. The 
theories are very explanatory, complete and specific but  
the problem of capital structure financing in every 
organisation and economy is existing and is still untouched 
in developing economies. The developed countries have 
taken maximum initiative towards the analysis of this 
subject which is marked by the bibliometric study. This 
study attempts to highlight the gap and future research 
required in this direction.

Limitation

There are certain limitations that are to be addressed despite 
following all the necessary bibliometric and systematic 
literature review protocols. Firstly the study includes the 
article which is only articles and excludes studies in a 
language other than English thus acknowledging the 
exclusion of some important literature from conference 
proceedings, book chapters and in other languages. 
Secondly, it has considered WOS database and no other 
databases which limited its literature and data. Thus the 
author urges future researchers to consider and develop 
more elaborative studies and includes databases like 
Scopus, IEEE and ACM in their data to enhance this 
research by overcoming such limitations.

Conclusion

The crisis in the ignorance or mismanagement of capital 
structure has given rise to vulnerable situations in the 
industry. This study on capital structure is undertaken with 
the aim to connect the existing literature to derive a 
valuable output. The capital structure should be relooked 
and methods should be framed in new frames. The capital 
structure study should be designed in every area considering 
its relevance and it is suggested that this should not be 

completely empirical with the existing data set and neither 
the conclusion should be derived by associating the 
outcomes with the pre-defined capital structure theories. 
There is a scarcity of methods which involve an 
amalgamation of theory with model formation, and more 
conceptual study is highly demanded to overcome the lack 
of knowledge in terms of capital structure formation.  
An understanding of appropriate capital structure financing 
is needed globally. Hence, there should be some capital 
structure studies that are to be undergone with some 
predictions and concrete concepts to absorb the disaster 
caused in the absence of capital structure study.
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Abstract—Image classification from a multi-class imbalanced
dataset is challenging because it is difficult to detect all the
minority classes present in the datasets. In this paper, the authors
have extended their recently introduced work on a novel deep
learning neural network for binary-class imbalanced datasets,
called VGGIN-Net, by applying it to classify different grades of
cervical cancer from a multi-class imbalanced dataset having a
small number of samples. The experimental results prove that the
proposed approach along with the data augmentation and rejec-
tion resampling is effective for multi-class imbalanced datasets.
As analyzed through extensive experiments on a benchmark
cervical screening dataset, the proposed approach in comparison
to the other state-of-the-art approaches is vividly proven to be a
more efficient method.

I. INTRODUCTION

Cervical cancer is one of the most common and deadly
types of cancer that occurs in females. The death count due to
this cancerous disease has increased tremendously worldwide,
especially in developing countries, in the past few decades
[1]. Screening for cancer is a very crucial aspect to cure it
at its early stages. For cervical cancer screening, the first
primary task is the detection of the cancer type which can
be any of three known types. Type 1 cervix does not require
screening but women having Type 2 and Type 3 cervix
require screening for further cancer detection. However,
manual screening and detection of the type of cervical cancer
is problematic, time-consuming and tedious due to the high
probability of occurrence of manual errors. So, an automated
screening approach can increase the efficiency of cancer
detection tasks.

Most biomedical datasets are imbalanced. There are several
approaches available to tackle the brutal consequences of not
considering the minority class while screening for cancer at
its early stages. Undersampling, oversampling, and a hybrid
of these two are the most common approaches available
in literature to address the issues that occur due to biased
datasets [2] [3] [4]. In the case of multi-class imbalanced
classification, it is equally important to detect all the minority
classes present in imbalanced datasets to increase the overall

efficiency of the model.

Saini and Susan (2020) applied Deep convolutional
generative adversarial network (DCGAN) to tackle the class
imbalance effect in the BreakHis dataset, and also proposed
a modified VGG16 architecture [5]. In a subsequent work,
the authors proposed another approach for tackling imbalance
in multi-class settings using deep features extracted from
ResNet in combination with the non-linear Chi² SVM
classifier and Bag-of-Visual-Words (BOVW) approach [6].
They explored the effect of data augmentation on minority
classes and emphasized that the Inception-v3 model along
with weighted SVM showed improved performance in
comparison to other networks [7]. Matsuo et al. (2019)
established the superior performance of deep learning models
over the Cox proportional hazard regression model for
the survival prediction of women with cervical cancer.
They also discussed the improvement in the performance
of the deep learning models after adding more features as
compared to the Cox proportional hazard regression model [8].

In this paper, the authors have extended their recently
introduced work on a novel deep learning neural network for
binary-class imbalanced datasets, called VGGIN-Net [9], by
applying it to classify different grades of cervical cancer in a
multi-class imbalanced data scenario. The major contributions
of the paper are (1) Transfer learning of VGGIN-Net deep
neural architecture facilitates transfer of knowledge from a
large dataset to the smaller, multi-class imbalanced cervical
cancer dataset (2) data augmentation was applied successfully
which had an overall impact on the performance of the
deep learning network, along with a random undersampling
strategy, that also helps to avoid overfitting or underfitting
problems to a great extent. (3) Extensive set of experiments
were performed to demonstrate that the proposed approach
achieves better performance in terms of various evaluation
measures [10], such as accuracy (weighted average and micro-
average), precision, recall, F1 score, geometric mean, index
balanced accuracy, in comparison to the state-of-the-art deep
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TABLE I
DISTRIBUTION OF SAMPLES OF INTEL AND MOBILEODT CERVIGRAM

DATASET.

Type 1 Type 2 Type 3 Total
Train 249 781 450 1480

Additional Train 1189 3564 1976 6729
Test 87 265 160 512
Total 1525 4610 2586 8721

TABLE II
HYPERPARAMETER DESCRIPTION AND VALUES FOR TRAINING

VGGIN-NET NETWORK.

Hyperparameter Description Hyperparameter Values
Learning rate 0.0001
Optimizer SGD with 0.9 momentum
Number of Epochs 300
Steps per Epoch 50
Batch Size 512

Image Size 299 x 224 using bilinear resizing
224 x 224 after random cropping

Data Augmentation RandAugment with m=8, n=2
Network Input Size 224 x 224 x 3
Block4Pool Layer Output Size 14 x 14 x 512

Naı̈ve Inception Block Layers

1x1 Conv2D - 64 filters
3x3 Conv2D - 128 filters
5x5 Conv2D - 32 filters
3x3 MaxPooling2D

Dropout 0.4
Naı̈ve Inception Block Output Size 14 x 14 x 736

Activation ReLU (all Conv layers)
Softmax (final dense layer)

learning architectures. Further, the entire paper is organized
as follows: in section II, we have given the literature review
of existing works done by various researchers using different
deep learning techniques, primarily, for classifying different
cervix types. In section IV, we have explained in detail the
proposed methodology. In section III, we have described the
dataset and necessary hyperparameters used in our experi-
ments. A comparative analysis of the proposed approach with
the various state-of-the-art approaches is presented in section
V, and section VI includes the future works and conclusion.

II. LITERATURE REVIEW

Various researchers are using machine learning and deep
learning in the biomedical domain [11] [12] [13] [14] [15].
Akter et al. (2021) used decision tree, random forest and
XGBoost machine learning models to predict cervical cancer
[16]. Kudva et al. (2020) used a shallow layer convolutional
neural network (CNN) formulated with convolutional, fully
connected layers, RELU, and pooling layers for the classi-
fication of cervical images into cancerous and non-cancerous
categories [17]. Park et al. in 2021 proved that the ResNet deep
learning model has shown an improvement in performance in
comparison to other machine learning models such as XGB,
SVM, and RF for the identification of cervical cancer [18].
Ghoneim et al. proposed a model based on CNN to extract the
deep features, and then deep features were passed to the Ex-
treme learning machine (ELM) for the classification of cervical
cancer [19]. Li et al. (2019) used the Inception-V3 network to
perform classification, and further applied fine-tuning, which

had an overall impact on the performance [20]. Yu et al.
(2020) analyzed and compared hand-crafted features and deep
learning methods on the multistate colposcopy image (MSCI)
dataset. They proposed a gated recurrent convolutional neural
network (C-GCNN) approach that includes time series along
with the combined multistate cervical images [21]. Tripathi
et al. in [22] proved that the ResNet-152 architecture gives
higher accuracy as compared to other deep learning methods
on the SIPAKMED Papsmear dataset. Guo et al. performed
a comparative analysis of various models:- RetinaNet, VGG,
and Inception; according to the analysis it was found that
RetinaNet outperformed the other models [23]. Adem used
softmax classification in [24] with a stacked autoencoder as
one of the deep learning methods to classify the datasets.
Various methods have been applied before to screen cervical
cancer and detect different cervix types from the cervigram
images as discussed, which briefly range from traditional
machine learning and convolutional deep neural networks
to various pre-trained deep neural networks along with the
hybrid integration of features of deep learning and machine
learning. The advantage of using pre-trained networks trained
on the large-scale ImageNet dataset is the overall reduction of
training time and adaptability to work well on small to medium
datasets because of the knowledge transfer from robust large-
scale ImageNet dataset.

III. EXPERIMENTAL SETTINGS

Intel and MobileODT had proposed the cervical cancer
screening dataset which was made publicly available on
Kaggle [31]. The dataset consists of image samples of
different cervix types as shown in Fig. 2 which are grouped
according to different cervix types. As observed in the figure,
there are visual similarities between different types, rendering
the problem to be a challenging task. This cervigram dataset
consists of 3 classes (Type 1, Type 2 and Type 3). Type
1 refers to cervixes that are completely ectocervical, are
fully visible, and may have small or large components.
Type 2 cervixes have an endocervical component but are
still fully visible and may or may not have an ectocervical
component which may be small or large. In Type 3, there is an
endocervical component present that is not fully visible and
it may have an ectocervical component which can be small
or large. Table I illustrates the imbalanced class distribution
of image samples from the following classes: Type 1, Type 2
and Type 3; which is also depicted in Fig. 3 as a histogram
of class populations. Images present were sourced from
the train, additional train, and test splits. We combined the
additional train directory with train and used it for training.
This dataset has a very limited set of sample images. Images
are artificially added on the fly at the mini-batch level in
our training pipeline through data augmentation. Also, since
the number of samples is less, training a CNN model from
scratch would not make the model learn enough to classify
into different types due to the limited set of sample images
present in the dataset. Hence, data augmentation on transfer
learned pre-trained models helps to make the model learn
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Fig. 1. The VGGIN-Net architecture consisting of different layers in the network.

Type 1 Type 2

Type 3

Fig. 2. Samples from Cervigram Dataset are grouped based on different
Cervix types.

features in a better way and generalize more suitably for the
classification task [32].

Fig. 3. Distribution of different classes (cervix types) from the cervigram
dataset.

IV. METHODOLOGY

We have designed a novel approach to correctly classify
the cervix type from cervigram images for a multi-class
imbalanced dataset. We have extended our work [20],
VGGIN-Net for multi-class imbalanced datasets. Earlier we
applied the proposed VGGIN-Net model to the binary class
problem on a Breast cancer dataset [25]. The VGGIN-Net
network architecture as shown in Fig. 1 is based on the
transfer learning approach, which is formed by freezing
and concatenating all the layers till the block4 pool layer
of the VGG16 pre-trained model [26] along with the naı̈ve
Inception block module [27]. Further, we have added the
batch normalization [28], flatten, dropout, and dense layers
[29] in the proposed architecture and constructed the 24-layer
architecture by stacking the appropriate layers of VGG16
layers with the naı̈ve Inception block and a few dense
layers. In the proposed model, we use regularization in
the form of dropout and data augmentation. We have used

Authorized licensed use limited to: DELHI TECHNICAL UNIV. Downloaded on December 26,2022 at 04:38:16 UTC from IEEE Xplore.  Restrictions apply. 



TABLE III
COMPARISON OF THE PROPOSED VGGIN-NET BASED APPROACH WITH OTHER STATE-OF-THE-ART PRE-TRAINED MODELS USING IMBALANCE

EVALUATION MEASURES.

Precision Recall F1 Score Index Balanced Accuracy Geometric MeanModel
Accuracy Type 1 Type 2 Type 3 Avg Type 1 Type 2 Type 3 Avg Type 1 Type 2 Type 3 Avg Type 1 Type 2 Type 3 Avg Type 1 Type 2 Type 3 Avg

VGG16 0.71 0.59 0.73 0.76 0.72 0.63 0.77 0.66 0.71 0.61 0.75 0.71 0.71 0.56 0.54 0.59 0.56 0.76 0.73 0.77 0.75
InceptionV3 0.71 0.64 0.75 0.68 0.71 0.67 0.72 0.71 0.71 0.65 0.74 0.7 0.71 0.6 0.54 0.59 0.56 0.78 0.73 0.78 0.75
ResNet50V2 0.73 0.65 0.75 0.74 0.73 0.59 0.8 0.69 0.73 0.62 0.77 0.72 0.73 0.53 0.57 0.6 0.58 0.74 0.75 0.79 0.76

Xception 0.59 0.39 0.74 0.61 0.64 0.62 0.48 0.77 0.59 0.48 0.58 0.68 0.6 0.49 0.38 0.6 0.47 0.7 0.63 0.77 0.69
InceptionResnetV2 0.63 0.48 0.72 0.63 0.65 0.66 0.58 0.71 0.63 0.55 0.65 0.67 0.64 0.55 0.44 0.57 0.5 0.75 0.67 0.76 0.71

DenseNet121 0.72 0.61 0.74 0.75 0.72 0.62 0.78 0.67 0.72 0.62 0.76 0.71 0.72 0.55 0.55 0.59 0.56 0.76 0.74 0.78 0.75
EfficientNet-B0 0.56 0.37 0.66 0.62 0.6 0.63 0.49 0.64 0.56 0.47 0.56 0.63 0.57 0.49 0.35 0.51 0.42 0.7 0.6 0.72 0.65

VGGIN-Net 0.75 0.74 0.76 0.73 0.75 0.66 0.8 0.7 0.75 0.7 0.78 0.72 0.74 0.61 0.58 0.61 0.59 0.79 0.76 0.79 0.77

TABLE IV
COMPARISON OF THE PROPOSED VGGIN-NET BASED APPROACH WITH OTHER STATE-OF-THE-ART PRE-TRAINED MODELS WITHOUT APPLYING

REJECTION RESAMPLING USING IMBALANCED EVALUATION MEASURES.

Precision Recall F1 Score Index Balanced Accuracy Geometric MeanModel
Accuracy Type 1 Type 2 Type 3 Avg Type 1 Type 2 Type 3 Avg Type 1 Type 2 Type 3 Avg Type 1 Type 2 Type 3 Avg Type 1 Type 2 Type 3 Avg

VGG16 0.71 0.65 0.74 0.72 0.71 0.68 0.77 0.64 0.71 0.66 0.75 0.68 0.71 0.61 0.55 0.56 0.56 0.79 0.74 0.75 0.75
InceptionV3 0.72 0.7 0.71 0.76 0.73 0.6 0.83 0.61 0.72 0.65 0.77 0.68 0.72 0.55 0.54 0.54 0.54 0.75 0.73 0.75 0.74
ResNet50V2 0.72 0.69 0.73 0.74 0.72 0.55 0.83 0.65 0.72 0.61 0.77 0.69 0.72 0.5 0.56 0.57 0.55 0.72 0.74 0.76 0.75

Xception 0.6 0.53 0.6 0.61 0.59 0.28 0.77 0.47 0.6 0.36 0.68 0.53 0.58 0.24 0.36 0.39 0.35 0.51 0.59 0.64 0.59
InceptionResnetV2 0.67 0.69 0.66 0.7 0.68 0.4 0.84 0.54 0.67 0.51 0.74 0.61 0.66 0.37 0.46 0.47 0.45 0.62 0.67 0.7 0.67

DenseNet121 0.74 0.76 0.72 0.8 0.75 0.59 0.87 0.62 0.74 0.66 0.79 0.7 0.74 0.54 0.57 0.56 0.56 0.75 0.74 0.76 0.75
EfficientNet-B0 0.66 0.57 0.65 0.69 0.65 0.33 0.82 0.57 0.66 0.42 0.73 0.63 0.64 0.3 0.45 0.49 0.44 0.56 0.66 0.71 0.66

VGGIN-Net 0.71 0.83 0.68 0.73 0.72 0.6 0.84 0.56 0.71 0.69 0.75 0.63 0.7 0.56 0.49 0.49 0.5 0.76 0.69 0.71 0.71

TABLE V
ABLATION EXPERIMENTS TO DETERMINE VERACITY OF THE PROPOSED VGGIN-NET BASED APPROACH.

Precision Recall F1 Score Index Balanced Accuracy Geometric MeanModel
Accuracy Type 1 Type 2 Type 3 Avg Type 1 Type 2 Type 3 Avg Type 1 Type 2 Type 3 Avg Type 1 Type 2 Type 3 Avg Type 1 Type 2 Type 3 Avg

Proposed Approach 0.75 0.74 0.76 0.73 0.75 0.66 0.8 0.7 0.75 0.7 0.78 0.72 0.74 0.61 0.58 0.61 0.59 0.79 0.76 0.79 0.77
Proposed Approach with multiple Inception blocks 0.75 0.76 0.76 0.72 0.75 0.67 0.8 0.72 0.75 0.71 0.78 0.72 0.75 0.62 0.59 0.62 0.6 0.8 0.76 0.79 0.78

Proposed Approach with Adam 0.72 0.67 0.73 0.73 0.72 0.71 0.78 0.62 0.72 0.69 0.76 0.67 0.72 0.65 0.65 0.54 0.56 0.81 0.74 0.75 0.75
Proposed Approach with SGDR 0.74 0.7 0.74 0.78 0.74 0.63 0.83 0.65 0.74 0.66 0.78 0.71 0.74 0.58 0.58 0.58 0.58 0.77 0.76 0.77 0.76

TABLE VI
EXPERIMENTS TO COMPARE THE PERFORMANCE OF DIFFERENT PRE-TRAINED NETWORKS WITH AND WITHOUT TRANSFER LEARNING.

Precision Recall F1 Score Index Balanced Accuracy Geometric MeanModel
Accuracy Type 1 Type 2 Type 3 Avg Type 1 Type 2 Type 3 Avg Type 1 Type 2 Type 3 Avg Type 1 Type 2 Type 3 Avg Type 1 Type 2 Type 3 Avg

VGG16
(w/o Transfer Learning) 0.40 0.30 0.0 0.47 0.2 0.71 0.0 0.89 0.4 0.42 0.0 0.61 0.26 0.47 0.0 0.5 0.24 0.68 0.0 0.7 0.33

InceptionV3
(w/o Transfer Learning) 0.39 0.28 0.0 0.5 0.2 0.8 0.0 0.82 0.39 0.42 0.0 0.62 0.26 0.48 0.0 0.52 0.24 0.68 0.0 0.72 0.33

ResNet50V2
(w/o Transfer Learning) 0.38 0.29 0.0 0.46 0.19 0.74 0.0 0.83 0.38 0.41 0.0 0.59 0.26 0.47 0.0 0.48 0.23 0.68 0.0 0.68 0.33

EfficientNet-B0
(w/o Transfer Learning) 0.36 0.26 0.0 0.46 0.19 0.77 0.0 0.72 0.36 0.38 0.0 0.57 0.24 0.43 0.0 0.45 0.21 0.65 0.0 0.67 0.32

VGGIN-Net
(w/o Transfer Learning) 0.39 0.35 0.0 0.41 0.19 0.69 0.0 0.88 0.39 0.46 0.0 0.56 0.25 0.51 0.0 0.4 0.21 0.71 0.0 0.56 0.25

VGG16
(w/ Transfer Learning) 0.71 0.59 0.73 0.76 0.72 0.63 0.77 0.66 0.71 0.61 0.75 0.71 0.71 0.56 0.54 0.59 0.56 0.76 0.73 0.77 0.75

InceptionV3
(w/ Transfer Learning) 0.71 0.64 0.75 0.68 0.71 0.67 0.72 0.71 0.71 0.65 0.74 0.7 0.71 0.6 0.54 0.59 0.56 0.78 0.73 0.78 0.75

ResNet50V2
(w/ Transfer Learning) 0.73 0.65 0.75 0.74 0.73 0.59 0.8 0.69 0.73 0.62 0.77 0.72 0.73 0.53 0.57 0.6 0.58 0.74 0.75 0.79 0.76

EfficientNet-B0
(w/ Transfer Learning) 0.56 0.37 0.66 0.62 0.6 0.63 0.49 0.64 0.56 0.47 0.56 0.63 0.57 0.49 0.35 0.51 0.42 0.7 0.6 0.72 0.65

VGGIN-Net
(w/ Transfer Learning) 0.75 0.74 0.76 0.73 0.75 0.66 0.8 0.7 0.75 0.7 0.78 0.72 0.74 0.61 0.58 0.61 0.59 0.79 0.76 0.79 0.77

the RandAugment [30] approach for data augmentation for
our multi-class imbalanced task, which was found better
as opposed to random combinations of flip, rotate, shift,
and zoom which was used with this model on the binary
classification task of BreakHis [25].

The VGGIN-Net architecture for the current work is ob-
tained by freezing layers till the block 4 pool layer of the
VGG16 model (pre-trained on ImageNet dataset) at the lower
level and concatenating the layers of the naı̈ve Inception
module at the higher level which was initialized using Xavier
uniform distribution. Other layers such as the dense layer along
with batch normalization, flatten, and dropout layers were
also added to make the network suitable for the classification

task. Xavier distribution was used to draw randomly initialized
weights from a truncated normal distribution centred on zero
mean and with a standard deviation equal to the square root of
two divided by the sum of the number of input and output units
in the layer. The naı̈ve Inception block is composed of multiple
convolutional layers with 1x1, 5x5, and 3x3 filters (64, 128,
and 32 used as filters respectively) along with max pooling
layer outputs which are concatenated. Batch Normalization
normalizes data input values by standardizing them into a
zero mean, unit variance distribution at a batch level which
is also known to be very effective for tackling the vanishing
gradient problem. Apart from batch normalization, the flatten
layer added in the VGGIN-Net architecture concatenates all
the features into a dimension of size 144256 which is followed
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by Dropout regularization with a rate of 0.4. Dropout as a
regularization technique helps to avoid overfitting by randomly
dropping output values from a fraction of neurons during
training.

All our experiments were conducted on Google Cloud
TPU hardware [30], access to which was granted through
the TensorFlow Research Cloud program. Each of our deep
learning models was trained on the TPU v3-8 accelerator
with the help of 128 GB high bandwidth memory and the
TensorFlow Keras framework [33]. While training the models,
we have considered 50 steps per epoch, the number of epochs
as 300, and 512 as the batch size. Similar to the training
setting described in [34] we set the learning rate to 0.0001
and allowed the models to train using the SGD algorithm
with 0.9 as momentum. As a part of the data pipeline for
model training, the training images were resized to 299 * 224,
RandAugument [30] was applied with m=8 and n=2, and the
images were further randomly cropped into images of size
224 * 224. During testing and evaluation, images are centrally
cropped to 224 * 224 size. The exact set of hyperparameters is
tabulated in Table II and the source code for the experiments
is available in our GitHub repository. 1

V. RESULTS AND DISCUSSION

We have performed the comparative analysis between var-
ious pre-trained networks along with our proposed approach
on the multi-class imbalanced dataset containing cervigram
images for the cervical cancer screening task. The models used
for comparison are pre-trained on the large-scale ImageNet
dataset, and further fine-tuned on the cervix dataset using sim-
ilar training settings as that of the VGGIN-Net model. Table
III illustrates an analysis between our proposed VGGIN-Net
model2 and other state-of-the-art CNN architectures such as
VGG16 [26], InceptionV3 [35], ResNet50 [36], ResNet50V2
[37], Xception [38], InceptionResNetV2 [39], DenseNet121
[40] and EfficientNet-B0 [41]. Performance metrics that are
popularly used with imbalanced datasets such as Precision,
Recall, F1 Score, Index Balanced Accuracy and Geometric
Mean are used to determine which approach can tackle im-
balance to a greater extent. Our analysis shows that among
all the models VGGIN-Net gives significant performance
improvement over other pre-trained models. Table IV, have
shown the comparison of our proposed VGGIN-Net based
approach with other state-of-the-art pre-trained models without
applying the rejection resampling technique. It was observed
that there is a significant drop in the results which proves that
the application of rejection resampling is important for the
given classification task. Further, we have conducted a study
to show the efficacy of different hyperparameters chosen in
our proposed approach, as shown in Table V. Additionally, we
have shown the efficacy of transfer learning in our proposed
approach by tabulating the results of different CNN models
trained from scratch as shown in Table VI.

1https://github.com/SainiManisha/cervical-cancer-screening
2https://github.com/SainiManisha/vggin-net

VI. CONCLUSION

Cervical cancer screening from a multi-class imbalanced
dataset is a challenging task especially when the samples of
minority classes are few in number The situation is compli-
cated due to visual similarities that exist between the Type
1, Type 2 and Type 3 stages of cancer. We have proposed a
novel approach for cervical cancer screening using our recently
introduced model VGGIN-Net, along with data augmentation
and random crop and rejection resampling techniques to
combat the challenges faced by multi-class imbalanced classi-
fication tasks. We have done comparative analysis of various
pre-trained networks on the cervical cancer dataset based
on various evaluation metrics such as accuracy, precision,
recall, F1 score, geometric mean and index balanced accuracy.
The experimental results show that the proposed approach is
demonstrating better results as compared to the state-of-the-art
pre-trained models. In future work, we shall create different
deep learning architectures for multi-class imbalanced datasets
for object detection and segmentation by exploring the effect
and usage of focal loss to handle the class imbalance problem.
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from mri images using a convolutional neural network,” Applied Sci-
ences, vol. 10, no. 6, p. 1999, 2020.

[12] J. Ker, L. Wang, J. Rao, and T. Lim, “Deep learning applications in
medical image analysis,” Ieee Access, vol. 6, pp. 9375–9389, 2017.

[13] S. S. Yadav and S. M. Jadhav, “Deep convolutional neural network based
medical image classification for disease diagnosis,” Journal of Big Data,
vol. 6, no. 1, pp. 1–18, 2019.

Authorized licensed use limited to: DELHI TECHNICAL UNIV. Downloaded on December 26,2022 at 04:38:16 UTC from IEEE Xplore.  Restrictions apply. 



[14] S. P. Singh, L. Wang, S. Gupta, H. Goli, P. Padmanabhan, and B. Gulyás,
“3d deep learning on medical images: a review,” Sensors, vol. 20, no. 18,
p. 5097, 2020.

[15] S. P. Singh, L. Wang, S. Gupta, B. Gulyas, and P. Padmanabhan,
“Shallow 3d cnn for detecting acute brain hemorrhage from medical
imaging sensors,” IEEE Sensors Journal, vol. 21, no. 13, pp. 14 290–
14 299, 2020.

[16] L. Akter, M. Islam, M. S. Al-Rakhami, M. Haque et al., “Prediction of
cervical cancer from behavior risk using machine learning techniques,”
SN Computer Science, vol. 2, no. 3, pp. 1–10, 2021.

[17] V. Kudva, K. Prasad, and S. Guruvare, “Automation of detection of
cervical cancer using convolutional neural networks,” Critical Reviews™
in Biomedical Engineering, vol. 46, no. 2, 2018.

[18] Y. R. Park, Y. J. Kim, W. Ju, K. Nam, S. Kim, and K. G. Kim,
“Comparison of machine and deep learning for the classification of
cervical cancer based on cervicography images,” Scientific Reports,
vol. 11, no. 1, pp. 1–11, 2021.

[19] A. Ghoneim, G. Muhammad, and M. S. Hossain, “Cervical cancer
classification using convolutional neural networks and extreme learning
machines,” Future Generation Computer Systems, vol. 102, pp. 643–649,
2020.

[20] C. Li, D. Xue, X. Zhou, J. Zhang, H. Zhang, Y. Yao, F. Kong,
L. Zhang, and H. Sun, “Transfer learning based classification of cervical
cancer immunohistochemistry images,” in Proceedings of the Third
International Symposium on Image Computing and Digital Medicine,
2019, pp. 102–106.

[21] Y. Yu, J. Ma, W. Zhao, Z. Li, and S. Ding, “Msci: A multistate
dataset for colposcopy image classification of cervical cancer screening,”
International Journal of Medical Informatics, vol. 146, p. 104352, 2021.

[22] A. Tripathi, A. Arora, and A. Bhan, “Classification of cervical cancer
using deep learning algorithm,” in 2021 5th International Conference
on Intelligent Computing and Control Systems (ICICCS). IEEE, 2021,
pp. 1210–1218.

[23] P. Guo, S. Singh, Z. Xue, R. Long, and S. Antani, “Deep learning
for assessing image focus for automated cervical cancer screening,” in
2019 IEEE EMBS International Conference on Biomedical & Health
Informatics (BHI). IEEE, 2019, pp. 1–4.

[24] K. Adem, S. Kilicarslan, and O. Comert, “Classification and diagnosis
of cervical cancer with softmax classification with stacked autoencoder,”
2019.

[25] “Breast cancer histopathological database (breakhis) - laboratório visão
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Abstract
This case study presents the experimental outcomes of a zero organic waste campus. 
Three hundred fifty families live on this academic campus, whose solid wastes from their 
homes were not being properly segregated. For easy segregation, 750 dustbins of two types 
(labeled as organic and inorganic waste) were distributed in the canteen, mess, and all resi-
dential apartments, holding capacity up to 13 kg of garbage. A total of 24 sample sets of 
household organic waste were studied in 12  months period with a sample size of 1620 
waste bags. Seventy-three types of organic waste were found to be 518.53, 263.57, and 
249.94 kg, respectively, in the form of raw vegetable waste (RVW), fruit waste (FW), and 
mixed cooked waste (MCW). Regression method is applied, and the result suggests that the 
coefficient of determination (R2) of these variables (RVW, FW), (RVW, MCW), and (FW, 
MCW) was observed to be 0.90, 0.91, and 0.94, respectively, with p < 0.05. Composta-
ble and digestible wastes demonstrate the great potential to generate compost and biogas, 
and each compostable waste contains nutrients such as nitrogen (N), phosphorus (P), and 
potassium (K), which are essential for the overall growth of plants. Our present study dem-
onstrated that one ton of digested waste collected from the academic campus and trans-
ferred in the biogas plant could generate 50 m3 of biogas/day, which can produce 160 kW 
of green electric energy and 200 kg of organic compost.

Keywords  Solid waste · Organic waste · Zero organic waste · Compost · Biogas
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P	� Phosphorus
K	� Potassium
Sample Sets (Sample Size)	� S1(10) S2(15), S3(20), S4(25), S5(30), S6(35), S7(40), 

S8(45), S9(50), S10(55), S11(60), S12(65), S13(70), 
S14(75), S15(80), S16(85), S17(90), S18(95), S19(100), 
S20(105), S21(110), S22(115), S23(120), and S24(125)

1  Introduction

World generates approximately 2.01 billion metric tons of municipal solid waste (MSW) 
every year (Chen et al., 2016). Therefore, management of the proper disposal is of utmost 
importance. Organic wastes may be valorized by the use of cellulose fiber-rich wastes to 
produce board, binder-less board, paper, or to convert these organic wastes to clean fuels 
and/or petrochemical substitutes via pyrolysis (Fahmy et al., 2017), (Fahmy et al., 2020), 
(Fardous Mobarak et al., 1982a, 1982b), (Fahmy & Mobarak, 2013), (Fahmy et al., 1982a, 
b). Organic wastes may be also converted chemically—by hydrolysis—to sugars, which 
may be fermented to give bioethanol (Fardous Mobarak, 1983), (Mobarak et  al., 1982a, 
1982b), (Fahmy, 1982a, b), (Fahmy & El-Shinnawy, 1975), (El-Shinnawy et al., 1983).

Otherwise, the hazardous chemical released by waste can leak and reach our food 
through the soil. In addition, the burning of garbage at landfills also produces toxic gases 
into the air, including dioxin. Due to the lack of proper disposal practice of MSW and the 
emission of harmful gases, MSW is a significant contributor to global warming (Rubio-
Romero et al., 2013). World population is expected to increase by 2 billion people in the 
next 30 years, crossing 9 billion in 2050. Growing population leads to an increase in the 
volume of MSW, which poses serious environmental challenges, including underground 
water and pollution (Vijayan & Parthiban, 2020). MSW problem is alarming for modern 
societies and developing countries because of environmental challenges associated with 
waste production, poor waste assortment, transport, unscientific treatment, and proper dis-
posal (Ikhlayel, 2018).

Due to this, there is uncontrolled growth in MSW, and the lack of proper logistics in 
developing countries like India has become a severe and significant environmental prob-
lem. India is a large country with 1.3 billion people and produces millions of solid wastes 
from households (Pradeep Kumar Meena, Sumit Sharma 2022). Due to this, there is uncon-
trolled growth in MSW, and the lack of proper logistics in developing countries like India 
has become a severe and significant environmental problem (Song et al., 2015). Therefore, 
it is essential to improve MSW management for the people’s health safety and sustainable 
environment (Chaturvedi et al., 2018). An estimated 70% of solid waste contains organic 
waste such as food waste, kitchen waste, green waste, and sewage sludge which can be 
recycled (Zhang et al., 2020). Due to lack of knowledge, technology, and resources, most 
developing countries, including India, cannot use organic wastes to their full potential. 
Organic solid debris is present in large quantities, mainly in-residence apartments, vegeta-
ble markets, and at food outlets (Forster-Carneiro et al., 2008).

Biogas is a renewable fuel energy source that contains methane, carbon dioxide, and 
other trace compounds produced from the anaerobic digestion of organic feed stocks, 
including solid organic debris available from household waste. Generated biogas can be 
used for various applications such as cooking food, domestic heating purposes, lighting 
fuel, running IC engines, and vehicle fuel. Composting is an aerobic process that requires 



Characterization, utility, and interrelationship of household…

1 3

oxygen, optimal moisture content, and porosity to stabilize the organic wastes. There-
fore, the generated composite from organic waste can be utilized for various applications, 
including improving soil structure, water-holding capacity, infiltration rate—moreover, 
composite increases microbial activity in the soil and the diversity of microorganisms. 
Therefore, the production of biogas and compost from organic waste could be an alternate 
energy source due to its lower production cost and renewable nature. Furthermore, food 
residual is suitable for composting and biogas combined with the green waste of the cam-
pus (Mason et al., 2004). Thousands of students and staff live on academic campuses with 
their families, whose homes, messes, and canteens produce large amounts of organic and 
inorganic waste every day, which can be recycled. University is a place where people work 
in research with new ideas to develop new technology necessary for their progress (Kelly 
et al., 2006).

It is the necessity of the time that university campuses must initiate a program and peri-
odically educate people on proper segregation and disposal of organic and inorganic waste 
generated from the campuses. Problem can be solved by studying how much waste is pro-
duced daily, directly or indirectly, on campus with teachers and administrative staff’s help 
involving students (Smyth et al., 2010). Design of university waste management systems 
was initiated in industrialized countries about 20 years ago (Armijo de Vega et al., 2003). 
For example, Massey University (New Zealand) conducted a study on adequately imple-
menting the university campus’s zero waste program (Mason et  al., 2003). Solid waste 
management systems can be successful by using reliable data, accurate planning tools, and 
design (Ogwueleka, 2013). Recycling program is one of the most popular methods in the 
USA, with approximately 80% of schools and universities participating in an institutional 
program (Gallardo et al., 2016). Universities in India are also like a society where thou-
sands of students attend daily, dealing with various activities that directly and indirectly 
generate a significant amount of waste (Lukman et al., 2009). However, little information is 
available on how zero organic waste systems can be implemented on university campuses 
or large city societies in India and other countries. In 2019, Delhi Technological University 
(DTU) installed a biogas plant on campus for biogas production. In the present study, a 
waste management plan is designed for proper management and utilization of waste gener-
ated from the canteen and mess of the University. However, due to improper segregation, 
the amount of organic waste utilized was 30% -40% less because about 300–400 kg was 
not adequately segregated. Therefore, to make DTU a zero organic waste campus, two bags 
labeled with organic and inorganic waste are distributed to all households on the University 
campus with the help of volunteers. As a result, the segregated organic waste was utilized 
for optimal biogas production and the slurry (compost) residual part (used as fertilizer). 
India is the most populous country and has more than 1000 universities, where the pro-
posed waste management system in the manuscript can be implemented for proper disposal 
and management (Fig. 1).

2 � Materials and methods

Delhi Technological University, at latitude 28.7496°N, and longitude 77.1174°E, was 
established in 1941 as Delhi Polytechnic by the Government of India. This University has 
eight boys hostels, six girls hostels, and about 350 residential apartments for its employ-
ees (DTU, 2009). University has 9045 students till 2018–19; undergraduate students 7170, 
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postgraduates 898, doctoral students 395 and around 1000–1200 teaching and non-teaching 
staff (University, 2019).

First, to initiate the zero organic waste processes, approximately 750 dustbins with a 
capacity of 13 kg were distributed to all residential apartments, canteens of the university 
campus, which can be seen in Fig. 2a. There were two types of dustbins, one in blue color 
in which dry waste is collected and the other in green in which wet organic waste is col-
lected. Solid organic waste generated from residential apartments, canteens, and campuses 
through these dustbins is collected daily at one location. After that, the accumulated solid 
organic waste is separated as digestive organic waste and compost organic waste. Digestive 
organic waste is separated from approximately 1 ton of organic waste per day and intro-
duced into a biogas digester, producing biogas.

Some studies have found that the methane (CH4) concentration in potato, wet sugar-
cane bagasse, semi-dry sugarcane bagasse, and sugarcane waste was 35.64%, 96.06%, 
91.39%, and 58.74%, respectively (Romero et al., 2020). Biogas can be produced from 
different waste such as cow dung with vegetable, fruit waste, and their mixture (Vats 
et al., 2019). More than 90% of CH4 gas is obtained in the biogas purification process by 
removing CO2 and H2S from the raw biogas. A Genset of 15kVA is powered by biogas 

Fig. 1   Location of a boys and girls hostel, b residential apartments, c biogas plant in Delhi Technological 
University Campus (DTU, 2014)



Characterization, utility, and interrelationship of household…

1 3

generated from digestive waste. It operates sixteen mercury lights of 300 W, eight fans 
of 50  W, and a biogas plant, as shown in Fig.  2b. Biogas is not only used in power, 
engine running, and cooking, but it also contributes to reducing environmental pollu-
tion arising from MSW as 400 kg (CH4) is equivalent to about 1000 kg (CO2), which 
is used in biogas (Shane & Gheewala, 2017). After the biogas production, the slurry 
from the biogas plant is used to make compost from the composting machine. Remain-
ing composted organic waste, which is not used for biogas production, is dumped in the 
pit and composted in 30–60 days, as shown in Fig. 2c. Later, this fertilizer is dried and 
used in the garden of the university campus. About 200 kg of manure is produced daily 
from this biogas plant used in the campus garden spread over 164 acres, and farmers 
and nurseries nearby also use this fertilizer. It means that 100% of the organic waste 

a

b

c

Distribution of two types of dustbins in 
residential apartments and university campus

Genset

Biogas Balloon + Biogas powered equipment 

Drying wet compost

Dry Compost + Pits for Composting waste

Fig. 2   a Dustbin distribution on the university campus. b Biogas plant in DTU campus, c Compost made 
from biogas slurry and compost made from pits
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generated on campus is used, and the campus has been converted to a zero organic 
waste system.

2.1 � Sample collections and waste profile

Every day, many people, including students, employees, and visitors, enter the campus and 
eat in a mess, canteens, and cafeteria. In addition, thousands of students live in hostels for 
them food is prepared four times a day in the mess and canteen. Moreover, more than three 
hundred flats are available where staff resides based on their grade pay. Most professors 
and higher officials reside in the university campus with an average family of 4–5 mem-
bers. Organic wastes such as tea powder, leftover food, fruit waste, and vegetable waste are 
routinely used for biogas production; hence, it is called digestive organic wastes. Spinach 
sticks, cabbage, green leaves, dry leaves, orange peel, fibrous vegetables, fruits, etc., are 
used to make compost; hence it is called organic compost waste. A total of 24 sample sets 
were collected in a span of 12 months; thus, each 8-sample set was collected with an inter-
val of 4 months. Sample size of each sample set is studied by incrementing five garbage 
bags. As shown in Fig. 3, more than 1000 kg of organic waste is generated from canteens, 
messes, and residential apartments every day. While weighing, ± 10% accuracy has been 
taken for each household organic waste, shown in Table 1.

Sample sets S1 to S8 were collected between January 2020 and April 2020. In this 
period, the total sample size was 220 waste bags, in which a total of 90.94 kg of RVW, 
32.67 kg of FW, and 25.74 kg MCW were found, as shown in Table 2. During this period, 
36 types of organic waste were found as RVW, FW, and MCW in S1 to S8 sample sets. S1, 
S2, and S3 were collected in January with sample sizes of 10, 15, and 20 garbage bags, 
respectively. In total, 45 sample sizes, 16.95 kg of RVW, 6.51 kg of FW, and 5.53 kg of 
MCW were obtained, and the highest waste content among these samples: cabbage, green 
fenugreek, and tea leaves, as shown in Fig. 4a and Table 1(a). Total sample sizes of S4, 
S5 in February were 55 garbage bags in which RVW, FW, and MCW were obtained to be 
22.71 kg, 3.42 kg, and 2.86 kg, respectively, and the maximum amount of spinach and pea 
peel waste was observed in these samples.

Similarly, the S6, S7, and S8 were interpreted in the order of March and April with 
35, 40, and 45 sample sizes. Total sample size was 120 garbage bags, and RVW, FW, and 
MCW were obtained to be 51.28 kg, 22.74 kg, and 17.35 kg, respectively. A large quan-
tity of cabbage, mango, and cooked mixed waste content was received in S6, S7, and S8 
sample sets, respectively. Collection of sample sets S9 to S16 was performed between May 
and August 2020. The smallest sample size was 50 garbage bags, which was S9, and the 
largest sample size was 85 garbage bag collections, which belong to S16. Thus, the total 
sample size in this period was 540 garbage bags containing 186.96 kg of RVW, 94.65 kg 
of FW, and 90.85 kg of MCW was found. During this time, 39 types of organic waste were 
found as RVW, FW, and MCW in S9 to S16. Collections of S9 and S10 taken in May, with 
sample sizes of 50 and 55, respectively, with a total sample size of 105, yielded 40.5 kg 
of RVW, 19.75 kg of FW, and 18.5 kg of MCW, with the highest number of mixed debris, 
potato, and tomato waste were found. S11, S12 are taken in June with sample sizes of 60 
and 65. Out of 125 sample sizes, 46.8 kg of RVW, 22.8 kg of FW, 21.4 kg of MCW were 
found. Table 1(b) and Fig. 4b show that the highest number of mixed debris, tea leaves, 
watermelon, mango, and cucumber waste were found in these samples. S13 and S14 were 
reviewed in July, with 145 sample sizes containing 48 kg of RVW, 27.5 kg of FW, 26.05 kg 
of MCW, respectively, and the highest amount of waste, mixed waste in these samples, tea 
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leaves, watermelon, and garlic was found. Similarly, S15 and S16 were reviewed in August, 
with a total sample size of 165 waste bags containing 51.66 kg of RVW, 24.6 kg of FW, 
24.9 kg of MCW, and the most mixed waste, tea leaves, waste of onion, mango and potato 
were found. Sample sets S17 to S24 were studied from September 2020 to December 
2020, with the smallest sample size being 90 and the largest sample size being 125 garbage 
bags. Total sample size in this period was 860 waste bags, of which 240.63 kg of RVW, 
136.25 kg of FW, and 133.35 kg of MCW were found. During this, 55 types of organic 
wastes were found in RVW, FW, and MCW. S17 and S18 have 90 and 95 waste bags col-
lected in September, with a total sample size of 185 consisting of 53.2 kg of RVW, 32.4 kg 
of FW, and 29 kg of MCW. Other mixed scraps, potato, banana, tea leaf, and lemon waste 
were highest in these samples, shown in Table 1(c) and Fig. 4c.

Similarly, S19 and S20 were studied in October, with a total sample size of 205 
waste bags containing 55.32  kg of RVW, 30.9  kg of FW, and 30.1  kg of MCW. In 
which mixed waste, orange, rice, beet, and lime were found to have the highest waste 
material. Collections S21 and S22 were taken in November with sample sizes of 110 

Fig. 3   Various types of vegetable wastes, fruit wastes, and mixed wastes are generated daily on the univer-
sity campus
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and 115 with a total sample size of 225, yielding 64.3  kg of RVW, 34.3  kg of FW, 
and 35.77  kg of MCW. Other wastes, including tea leaves, rice, bread, pineapple, 
and orange, were the highest waste in these samples. S23 and S24 were collected in 
December with a total sample size of 245 bags containing 67. 81 kg of RVW, 38.65 kg 
of FW, and 38.48 kg of MCW yielded the highest waste amounts of mixed waste, tea 
leaves, rice, bread, limes, and oranges. There were mainly three types of waste in each 
sample, RVW, FW, and MCW. In every model, total vegetable waste from RVW, com-
plete fruit waste from FW, entire mixed waste from MCW to Shown in Table 2. Mixed 
waste means organic waste, which is very difficult to segregate, and all types of cooked 
waste are placed in the MCW category. Due to the reduced sample size, S1, S2, and 
S3 were studied in a month, and in April, due to the COVID19 pandemic, only one 
sample set could be collected. In the rest of every month, about two models have been 
gathered and analyzed.

2.2 � Co‑Composting and biogas production materials

N, P, and K are essential constituents of fertilizers. N forms the building blocks photo-
synthesis. P is necessary for flowering, fruiting, crop maturity, seed production, and root 

Table 2   Total amount of raw 
vegetables waste (RVW), fruits 
waste (FW), and mixed cooked 
waste (MCW) wastes were 
released from the sample size

Months Sample set 
(Sample size)

Vegetable 
waste (X), kg

Fruit waste 
(Y), kg

Mixed 
waste (Z), 
kg

January S1 (10) 4.55 1.85 1.51
January S2 (15) 5.85 1.55 1.22
January S3 (20) 6.55 3.11 2.8
February S4 (25) 10.51 1.87 1.71
February S5 (30) 12.2 1.55 1.15
March S6 (35) 17.4 4.29 3.31
March S7 (40) 16.34 8.75 6.41
April S8 (45) 17.54 9.7 7.63
May S9 (50) 19.3 9.25 9.15
May S10 (55) 21.2 10.5 9.35
June S11 (60) 22.5 11.3 10.15
June S12 (65) 24.3 11.5 11.25
July S13 (70) 22.65 14.65 12.5
July S14 (75) 25.35 12.85 13.55
August S15 (80) 24.75 13.15 12.45
August S16 (85) 26.91 11.45 12.45
September S17 (90) 27.65 17.55 13.55
September S18 (95) 25.55 14.85 15.45
October S19 (100) 24.85 15.35 14.25
October S20 (105) 30.47 15.55 15.85
November S21 (110) 32.85 17.75 16.27
November S22 (115) 31.45 16.55 19.5
December S23 (120) 32.55 18.15 18.95
December S24 (125) 35.26 20.5 19.53
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development. K helps plants withstand extreme cold and hot temperatures, resist pests, 
keep roots healthy, and plants to tolerate stresses such as drought (NOBLE RESEARCH 
INSTITUTE n.d.).

Fig. 4   Quantity (kg) of different types of household organic waste collected in garbage bags a Sample set 
S1 to S8 taken from January 2020 to April 2020, b S9 to S16 taken from May 2020 to August 2020, c S17 
to S24 taken from September 2020 to December 2020
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These three nutrients are found in compost made from household vegetable and fruit 
waste, as shown in Table 3. These wastes and the wastes found in the sample can be 
used to compost and make biogas. Value of N-P-K in the fertilizer used in gardens is 
1–1-1 for tree plant growth. 1–1-2, 1–2-2 for flower-fruit development, 2–1-1 for leaf 
growth, and 1–2-1 for root development (Espace pour la vie montreal n.d.). Two hun-
dred grams of pineapple waste, orange waste, pumpkin, and spinach waste can produce 
965 cm3, 612 cm3, 373 cm3, 269 cm3 biogas weekly, respectively (Sagagi et al., 2010). 
For the growth of plants, the digested manure of pumpkin, spinach, and pineapple is 
more effective than the undigested manure. Digested waste of spinach and pineapple 
takes an average of three days for the seeds to germinate, while their undigested waste 
takes four days. 62.52 kg of vegetable and fruit waste (VFW) was taken in the ratio 
of 2.2:2.8, resulting in an average composition of 57.58% methane (Masebinu et  al., 
2018).

A mixture of 78% vegetable waste, 4% tuber waste, and 18% fruit waste with a 
total weight of 160 kg is treated in a 200-L biogas digester for 14 weeks, with the best 
amount of 65% methane content found in biogas, which means the mixture of VFW 
waste gives a good amount of methane gas (Sitorus et al., 2013). 3 kg of kitchen waste, 
vegetable waste, and fruit waste mixed with 9 L of water produced 0.0000080m3/day, 
0.0000066m3/day, and 0.0000022m3/day biogas, respectively, at 30-degree Celsius tem-
perature (Ojolo et al., 2007). Each fruit and vegetable waste from household waste can 
produce a biogas yield. Lemon, mixed food waste, and cooked meat have the highest 
biogas yield, seen in Fig. 5a. Fibrous vegetables and fruits can be used to make biogas. 
But due to their fibrous properties, it starts to choke the biogas digester after some time, 
which can be seen in Fig. 5b, which reduces the efficiency of the biogas plant. There-
fore, fibrous organic waste is used more for compost than biogas. After the raw biogas 

Fig. 4   (continued)
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is generated, it is converted into enriched biogas with the help of H2S, CO2 scrubber, 
as can be seen in Table 4, where the biogas analyzer shows the composition (%) of raw 
biogas and composition (%) of biogas after the purification process.

Table 3   Value of N-P-K (%) 
in compost made from dry 
household waste

Source: (The nutrient company, n.d.)

Materials N (%) P (%) K (%)

Spinach 4.73 0.22 4.06
Cabbage 2.88 0.17 2.73
Mustard 6.12 0.27 3.92
Carrot 1.91 0.13 2.59
Cucumber 2.0 0.07 2.31
Orange 0.67 0.03 0.98
Pineapple 0.78 0.06 2.35
Apple 0.39 0.07 1.8
Banana 0.56 0.05 2.1
Watermelon 2.67 0.2 3.83
Sweet melon 1.97 0.15 3.15
Barley (Grain) 1.75 0.75 0.5
Beet (Root) 0.25 0.1 0.5
Brewery grain (Wet) 0.9 0.5 0.05
Brigham tea (Ash) 0 0 5.94
Castor bean (Pomace) 6.0 2.5 1.25
Coffee grounds 2.08 0.32 0.28
Corn (grain) 1.65 0.65 0.4
Cottonseed 3.15 1.25 1.15
Cowpeas (green forage) 0.45 0.12 0.45
Cowpeas (seed) 3.1 1.0 1.2
Crabgrass (green) 0.66 0.19 0.71
Eggs 2.25 0.4 0.15
Beans—garden beans 0.25 0.08 0.3
Grapes 0.15 0.07 0.3
Lemon culls 0.15 0.06 0.26
Mussels 0.9 0.12 0.13
Oak leaves 0.8 0.35 0.15
Oats (Grain) 2.0 0.8 0.6
Pea pods (Ash) 0 1.79 9
Peanuts 3.6 0.7 0.45
Pine needles 0.46 0.12 0.03
Potato 0.35 0.15 0.5
Pumpkin (flesh) 0.16 0.07 0.26
Raw sugar residue 1.14 8.33 0
Sweet potato 0.25 0.1 0.5
Tea leaves (grounds) 4.15 0.62 0.4
Tomato 0.2 0.07 0.35
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a

b

Waste of fibrous foods and vegetables 
chokes the digester. Waste of fibrous vegetables and fruits

Fig. 5   a Methane (CH4) yield of different organic waste/feedstock (Dhar et al., 2017). b Fibrous vegetable 
and fruit waste

Table 4   Composition of raw 
and purified biogas checked by 
biogas analyzer

Component Raw biogas 
(Composition)

Biogas after puri-
fication (Composi-
tion)

Methane (CH4) 48.5% 94.5%
Carbon dioxide (CO2) 47.5% 2.5%
Hydrogen sulfide (H2S) 78 ppm 0 ppm
Oxygen (O2) 4.0% 3.0%
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2.3 � Regression analysis

Sample sizes in most of the houses were mostly raw vegetable waste (RVW), fruit waste 
(FW), and mixed cooked waste (MCW). It means that these three wastes depend on 
each other. So, the interrelationship of three wastes was evaluated by the regression 
method. First, let’s determine the relationship between RVW and FW by the single vari-
able regression method at a 95% confidence level.

Regression line FW on RVW,

where 

Standard deviation of RVW ( σRVW)

Mean of vegetable waste, RVW =
∑

RVW

n
 ; Mean of fruit waste, FW = 

∑

FW

n
wheren = no.ofobservations.

Using Eqs. (1), (2) and (3), regression line FW on RVW is

Standard error for FW (FW*).

Coefficient of determination (R2) for FW is

where FW is real value, F̂W is an estimated value, and FW is the mean value.
Regression line RVW on FW.

Standard deviation of FW ( σFW)

(1)FW − FW =

Cov(RVW, FW)

(

RVW − RVW

)

�2

RVW

(2)
Cov = Coefficient of variation;

Cov(RVW, FW) =
1

n

∑

RVW × FW − RVW×FW

(3)�RVW =

√

1

n

∑

RVW
2

− (RVW)
2

(4)FW = 0.6375RVW− 2.792

(5)
FW ∗=

�

�

�

�

�

∑

�

FW − F̂W

�2

n − 2
,

(6)R
2 =

∑

�

F̂W − FW

�2

∑

�

FW − FW

�2
,

(7)RVW − RVW =

Cov(RVW, FW)

(

FW − FW

)

�2

FW
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Using Eqs. (2), (7), and (8), regression line RVW on FW is

Standard error for RVW (RVW*).

Coefficient of determination (R2) for RVW-

where R̂VW is an estimated value, RVW is real value, and RVW is the mean value.
Similarly, the wastes (RVW, MCW) and (FW, MCW) have been calculated by applying 

the regression method, seen in Table 5.

3 � Result and discussion

Almost every household uses vegetables, cooked food, and fruits in their daily meals, so 
this waste is found in nearly every sample collected from households. It means that when 
the use of vegetables and cooked food is less in a family, the consumption of fruits and 
other food items will increase; hence the quantity of fruit and mixed waste increases. Simi-
larly, the number of vegetables and mixed waste increases when the fruit is less used in the 
family, and the vegetables and other things are consumed more in the diet. Mixed waste 
means waste that cannot be separated appropriately. Like other organic waste, mixed waste 
also originates from houses every day, such as cooked rice, bread, used tea, cooked vegeta-
bles, and lentils which belong to other diverse waste categories. It means that RVW, FW, 
and MCW waste are generated more or less from households every day depending on the 
consumption rate. With the help of the regression analysis (RVW, FW), (RVW, MCW), 
and (FW, MCW), the relationship between RVW, FW, and MCW waste was estimated, and 
the result summary output can be seen in Table 5.

3.1 � Raw vegetable waste (RVW) and Fruit waste (FW) depend on each other

Total observations for all calculations considered for 24 sample sets, and the confidence 
level is 95%. In Fig. 6a, the regression line is FW = 0.6375RVW-2.792 when FW on RVW, 
the linear predicted fruit waste line is shown at a different value of raw vegetable waste, 
and the value shown around the straight line is the actual value of fruit waste.

The coefficient of determination (R2), the standard error, and the p-value are approx-
imately 0.9026, 1.8811, and 1.31E-12, as shown in Table  5(a). Value of p is much 
lower than � = 0.05 . These data indicate that the model obtained is approximately 
90% accurate with significance. When RVW depends on FW, the regression line is 
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RVW = 1.4159FW + 6.0559. Similarly, the vegetable waste line’s predicted value in Fig. 6b 
is a different value of fruit waste and the real deal of the vegetable waste around the straight 
line. Table 5(a) shows that the coefficient of determination (R2), p-value, and standard error 
are 0.90, 1.31E-12, and 2.8035, respectively. It means that the model found is highly sig-
nificant, up to 90%.

3.2 � Raw vegetable waste (RVW) and mixed cooked waste (MCW) depend on each 
other

When RVW depends on MCW, the regression line is RVW = 1.3955MCW + 7.0722, and 
R2, Standard Error, and p-Value are 0.9161, 2.6018, and 2.51E-13, respectively. Similarly, 
when MCW depends on RVW, the regression line is MCW = 0.6565RVW—3.77, where 
R2, Standard Error, and p-value are 0.9161, 1.7845, and 2.51E-13, respectively, as shown in 
Table 5(b). Value of p is much less than α = 0.05. It means that the model is approximately 
91% correct with highly significant in both conditions. Figure 6c, d shows the linear raw 
vegetable waste (RVW) line and the linear mixed cooked waste line (MCW). Linear RVW 
line is found at different MCW values, and the actual value of RVW around the linear 
RVW line is shown in Fig. 6c; similarly, the deal of linear MCW is found at different RVW 
values, and the actual value of MCW is shown around the linear MCW line in Fig. 6d.

3.3 � Fruit waste (FW) and mixed cooked waste (MCW) depend on each other

When FW destruction depends on RVW, the equation of FW = 0.9529MCW + 1.0587 
regression line is found. As shown in Table 5(c), value of R2, standard error, and p-value 
are 0.9486, 1.3665, and 1.13E-15, respectively. Similarly, when MCW depends on FW, 
the regression line is MCW = 0.9956FW-0.5139, where R2, standard error, and p-value are 
0.9486, 1.3968, and 1.13E-15, respectively. Value of p is much less than � = 0.05 . It means 
that model is accurate up to 94% and highly significant in both conditions. In Fig. 6e–f, 
the linear fruit waste (FW) line and linear mixed cooked waste lines (MCW) are shown as 
linear FW waste line, which is found at different MCW values. Actual value of FW around 
the linear FW line, Similarly, the linear MCW line is located at different FW values. Real 
deal of MCW is around the linear MCW line. So, it can be seen that the model derived 
from (FW, MCW) waste is the most highly significant because it has the highest value of 
R2.

4 � Discussion

Outcome of this case study is that the household waste collected in one year was found 
in all the sample sizes, mainly fruits, raw vegetables, and mixed cooked waste. Organic 
waste in the form of RVW, FW, and MCW was 518.53 kg, 263.57 kg, and 249.94 kg, 
respectively, collected during the study, which was used daily to make 50 m3 of biogas, 
160  kW of green electric energy, and 200  kg of organic compost. “A case study was 
done at the University of Benin Ugbowo campus; in this study, it was found that approx-
imately 10,144.4 kg of MSW is generated per month. Due to this, about 968.30 m3 of 
biogas is produced. In this study, it was found that 41% of the waste is used for mak-
ing direct compost and biogas. Reaming Energy is generated by recyclable 59% MSW 
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and segregation” (Kubeyinje, Centre, Energy, and Akingba 2022). In energy conver-
sion, organic and biodegradable waste can be done either directly or by recycling. “In 
a study conducted on the East Coast of Malaysia, a total of 338 households were inter-
viewed, and data collection was done using the Statistical Package for The Social Sci-
ences (SPSS) technique. The Chi-square goodness of fit test was also used to determine 
the categorical variables. The study’s findings showed that 18.3% of homes disposed of 
plastic products as waste, and 74.3% of households disposed of food debris as waste. 
Study also revealed that while 49.7% of families did not separate their waste, 50.3% of 
them did. 95.9% of those surveyed were aware that diseases like malaria and diarrhea 
are brought on by poor waste management. According to the Chi-square test, p < 0.05, 
there were relationships between respondents’ waste segregation practices and their 
location, age, and dwelling type. Additionally, associations between location and the 

Fig. 6   Graphical representation of the linear regression line a when FW on RVW waste b RVW on FW c 
RVW on MCW d MCW on RVW e FW on MCW f MCW on FW waste
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perception of poor waste management leading to disease were discovered (Chi-square 
test, p < 0.05)”. This study is from Algiers City, also Algeria’s capital. The survey of 
MSW coming out in the city has been done with the help of multiple regression and 
correlation analyses. The results of the multiple regression analysis show that the size 
of the settlement, specifically its area (p = 0.0006) and population (p = 0.0028), as well 
as the characteristics of the waste management companies, precisely the number of col-
lection routes (p = 0.0001) and employees (p = 0.0026), has an impact on waste manage-
ment (Kebaili et  al., 2022). Correlation between dependent and independent variables 
can be established using regression and other statics tools. Similarly, this case study 
also used regression analyses between collecting FW, RVW, and CW. While applying 
the regression method, all the models have p < 0.05 and got the R2 value between 0.9 
and 0.94, which means whatever we get is accurate up to 90–94%.

5 � Conclusion

In the present study, we evaluated each collected sample set and the amount of RVW, 
FW, and MCW generated from 73 types of household waste in the DTU campus. Sam-
ple S1 to S24 sample sets with a total of 1620 sample sizes were collected throughout 
the study. A total of 518.53  kg RVW, 263.57  kg FW, and 249.94  kg of MCW were 
accumulated and segregated into digestive and compost wastes. The coefficient of deter-
mination (R2) of these (RVW, FW), (RVW, MCW), and (FW, MCW) were observed to 
be 0.90, 0.91, and 0.94 with p < 0.05, and the standard error value lies between 1.3665 
and 2.8035. Our data suggest that all waste is interdependent and significant in biogas 
production. Fifty cubic meters of biogas was produced from one ton of digestive waste 
every day, which was adequate to produce 160 kW of green electric energy and 200 kg 
of compost. Composting waste is composted by placing it in the pit. In this way, the 
organic waste generated on the university campus was adequately utilized and managed. 
Every organic waste contains N-P-K nutrients, which could be transformed into biogas 
production and compost formation. Citizens of every country of the world should prop-
erly mark and throw organic and inorganic waste separately; therefore, waste can be 
segregated appropriately and recycled as green energy. Our study supports the recom-
mendation that a fair number of biogas plants should be installed in societies and uni-
versity campuses of metros worldwide; therefore, organic waste released from house-
holds could be used for green energy production. In this way, a vast problem that existed 
because of solid waste generated in metros can be resolved to a great extent.
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Abstract: Motivated by recent studies of circuit complexity in weakly interacting scalar field theory,
we explore the computation of circuit complexity in Z2 Even Effective Field Theories (Z2 EEFTs). We
consider a massive free field theory with higher-order Wilsonian operators such as φ4, φ6, and φ8. To
facilitate our computation, we regularize the theory by putting it on a lattice. First, we consider a
simple case of two oscillators and later generalize the results to N oscillators. This study was carried
out for nearly Gaussian states. In our computation, the reference state is an approximately Gaussian
unentangled state, and the corresponding target state, calculated from our theory, is an approximately
Gaussian entangled state. We compute the complexity using the geometric approach developed by
Nielsen, parameterizing the path-ordered unitary transformation and minimizing the geodesic in the
space of unitaries. The contribution of higher-order operators to the circuit complexity in our theory
is discussed. We also explore the dependency of complexity on other parameters in our theory for
various cases.

Keywords: circuit complexity; effective field theory; AdS/CFT correspondence

1. Prologue

In recent years, tools and techniques from quantum information have played a vital
role in developing new perspectives in areas such as quantum field theory and holography,
particularly for AdS/CFT duality. A particular line of study in the context of AdS/CFT
correspondence is deciphering the emergence of bulk physics using information from the
boundary CFT [1]. It was shown in [2–4] that the codimension-2 extremal surfaces in the
AdS are associated with the entanglement entropy (EE) of the boundary CFT. However, in
recent years, studies in black hole physics have suggested that EE is not sufficient to capture
the complete information, which led Susskind et al. to introduce a new measure known as
Quantum Computational Complexity (QCC) [5–13]. In the context of AdS/CFT, the QCC
of the dual CFT is proposed to be associated with the properties of the codimension-0 and
codimension-1 extremal surfaces. This aroused the study of QCC in QFTs.

The complexity of quantum states has aroused a significant amount of interest not
only in the context of holography but across different subfields of physics (from quantum
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computing and information to many-body physics), as it appears to be a better measure of
information. In [14,15], the notion of circuit complexity was defined and studied for free
bosonic field theory, and in [16,17], it was defined and studied for free fermionic field theory.
For a weakly interacting field theory, the authors of [18] extended the study to the φ4 theory,
where in addition to the study of QCC, its relationship with renormalization group flows
was also explored. The growth of complexity in the quantum circuit model was studied in
[19]. Circuit complexity was also discussed in the context of chaos, quantum mechanics, and
quantum computing in [20–23]. It has been probed in relation to conformal and topological
field theories and the Chern–Simmons theory [24–27]. Active study in the context of
many-body quantum systems has been also gaining interest in recent years [28]. QCC
has been studied in many other contexts. It has been explored extensively in holography
[29–57]. The thermodynamic properties of QCC were studied in [58–60]. In addition,
various applications and properties of QCC were investigated in [61–84].

In this paper, we extend the work in [18] by including even higher-order Wilsonian
operators, which we denote with Z2 EEFT (Even Effective Field Theory). Our theory
contains the interaction terms φ4, φ6, and φ8. These are weakly coupled to the free scalar
field theory via the coupling constants λ4, λ6, and λ8 respectively. The primary motivation
for studying QCC in this context is to compute and understand QCC by including higher-
order terms. The organization of the paper is as follows. In Section 2, we summarize
Nielsen’s method for computing circuit complexity. In Section 3, we briefly discuss the
pertinent details of EFT related to our work. In Section 4, we illustrate the computation
of QCC for our theory by first giving an example of two coupled oscillators. In Section
5, we generalize the calculation to the N oscillator case. Since we could not observe any
analytical expression for the relevant eigenvalues for N oscillators, in Section 6, we resort
to numerical computation of the QCC. We plot the corresponding graphs of QCC with the
relevant parameters in our theory. We finish up by summarizing and providing possible
future prospects for our work.

2. Circuit Complexity and Its Purposes

Computationally, circuit complexity is defined as a measure of the minimum number
of elementary operations required by a computer to solve a certain computational problem
[85–90]. In quantum computation, a quantum operation is described by a unitary trans-
formation. Therefore, quantum circuit complexity is the length of the optimized circuit
that performs this unitary operation. As the size of the input increases, if the complexity
grows polynomially, then the problem is called “easy”, but if it grows exponentially, then
the problem is called “hard”.

Quantum information-theoretic concepts, such as entanglement, have proven to be
helpful in areas other than quantum computing [91–94]. Quantum circuit complexity (QCC)
is emerging as one such quantum information-theoretic concept that has the potential to
explain phenomena in several areas of quantum physics. However, the lower bounding
quantum circuit complexity is an extremely challenging open problem.

For our purpose, we will consider the geometric approach to computing quantum
circuit complexity developed by Nielsen et al. [85,87]. The prime reason to consider a
geometric approach is that it is much easier to minimize a smooth function in a smooth space
than to minimize an arbitrary function in a discrete space. Since the unitaries are continuous,
this method of optimization suits our needs well. Interestingly, this approach allows
us to formulate the optimal circuit-finding problem in the language of the Hamiltonian
control problem, for which a mathematical method called the calculus of variations can be
employed to find the minima. Another reason is that this method is similar to the general
Lagrangian formalism, where the motion of the test particle is obtained from minimizing a
global functional. For example, in general relativity, test particles move along geodesics of
spacetime described by the following geodesic equation:

d2xj

dt2 + Γj
kl

dxk

dt
dxl

dt
= 0
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where xj represents the coordinates for the position on the manifold and Γj
kl represents the

Christoffel symbols given by the geometry of the spacetime. Thus, the problem of finding
an optimal quantum circuit is related to “freely falling” along the minimal geodesic curve
connecting the identity to the desired operation, and the path is given by the “local shape”
of the manifold. If we have information about the local velocity and the geometry, then
it is possible to predict the rest of the path. In this regard, geometric analysis of quantum
computation is quite powerful, as it allows one to design the rest of the shortest quantum
circuit with information about only part of it.

2.1. Main Mathematical Ideas

Our goal is to understand how difficult it is to implement an arbitrary unitary opera-
tion U generated by a time-dependent Hamiltonian H(t):

U(s) =
←−P exp

[
− i

∫ s

0
ds′ H(s′)

]
(1)

where
←−P is the path-ordering operator and the space of the circuits is parameterized by s.

The path-ordering operator
←−P is the same as the time-ordering operator, which indicates

that the circuit runs from right to left. We can expand the Hamiltonian H(s) as follows:

H(s) = ∑
I

Y I(s)MI (2)

where MI represents the generalized Pauli matrices and the coefficient Y I(s) represents the
control functions that tell us the gate to be applied at particular values of s.

The Schrödinger equation dU/dt = −iHU describes the evolution of the unitary
operation:

dU(s)
ds

= −iY(s)I MIU(s) (3)

where at the final time t f , U(t f ) = U.
We can impose a cost function F(U, U̇) on the Hamiltonian control H(t) which will

tell us how difficult it is to apply a specific unitary operation U. One can then define
a Riemannian geometry in the space of the unitary operations with this cost function.
Then, the problem of finding an optimal control function is translated to the problem of
finding the minimal geodesic in this geometry, and we can define a notion of distance in
SU(2n). For this, we have to define a curve U between the identity operation I and the
desired unitary U, which is a smooth function U : [0, t f ]→ SU(2n) such that U(0) = I and
U(t f ) = U. The length of this curve is defined as

d([U]) =
∫ t f

0
dtF(U, U̇) (4)

This length d([U]) gives the total cost of synthesizing the Hamiltonian that describes the
motion along the curve. In particular, the distance d(I,U) is also a lower bound on the
number of one- and two-qubit quantum gates necessary to exactly simulate U. The proof
is available in the original papers of Nielsen [85]. Therefore, one can also consider the
distance d([U]) as an alternative description of the complexity.

The cost function F has to satisfy certain properties, such as continuity, positivity,
positive homogeneity, and triangle inequality [77]. If we also demand F to be smooth
(i.e., F ∈ C∞), then the manifold is referred to as the Finsler manifold. Since the field of
differential geometry is relatively mature, we hope that borrowing tools from differential
geometry can provide a unique perspective on quantum complexity.
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In the literature, there are several alternative definitions of the cost function F(U, v).
Some of them are

F1(U, Y) = ∑
I
|Y I |

Fp(U, Y) = ∑
I

pI |Y I |

F2(U, Y) =
√

∑
I
|Y I |2

Fq(U, Y) =
√

∑
I

qI |Y I |2

(5)

where F1, the linear cost functional measure, is the concept closest to the classical concept
of counting gates, while F2, the quadratic cost functional, can be understood as the proper
distance in the manifold. Fp is similar to F1 but with penalty parameters pI used to favor
certain directions over others.

In Figure 1 the left figure represents a unitary transformation from a reference state
to a target state using quantum gates, and the right figure represents geometrizing the
problem of calculating the minimum number of gates representing the transformation.

Figure 1. The left figure represents a unitary transformation from a reference state to a target state
using quantum gates (square blocks), and the right figure represents geometrizing the problem of
calculating the minimum number of gates representing the transformation.

2.2. Geometric Algorithm to Compute Circuit Complexity

We will now describe the algorithm for computing the circuit complexity. These
algorithms are not rigorously proven, but from an operational point, these general steps
are implemented to calculate the circuit complexity:

1. Give the Hamiltonian corresponding to a particular physical system;
2. Specify the reference state |ψ〉R, the target state |ψ〉T , and the unitary operation U that

takes the former to the latter, where |ψ〉T = U |ψ〉R;
3. Now, we need to choose some set of elementary gates Qab = exp[εMab], where MI

represents the generators of the group corresponding to the choice of gates and ε
is a controllable parameter. For simplicity, we often choose generators satisfying
Tr[MI MT

J ] = δI J .
4. With the basis of generators MI , we parametrize the unitary operation U as U(s);
5. The velocity component Y I(s) can be explicitly computed using

Y I(s)MI = i(∂sU(s))U−1(s))→ Y I(s) =
1

Tr
[

MI(MI)
T
]Tr
[

∂sU(s)U−1
(

MI
)T
]

(6)

For generators obeying Tr[MI MT
J ] = δI J , Y I(s) reduces to

Y I(s) = Tr[i(∂sU(s))U−1(s)MT
I ] (7)
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The right invariant metric in the space is given by

ds2 = GI JY IY J (8)

where GI J gives the penalty parameters. If GI J = δI J (i.e., assigning an equal cost to
every choice of gate), and having an extra condition Tr[MI MT

J ] = δI J , we obtain a
metric of the reduced simple form

ds2 = δI JTr[i(∂sU(s))U−1(s)MT
I ]Tr[i(∂sU(s))U−1(s)MT

J ] (9)

6. The general form of the circuit complexity would be

C[U] =
∫ 1

0
ds
√

GI JY I(s)Y J(s) (10)

The circuit complexity for the F2 metric (i.e., GI J = δI J) is then

C[U] =
∫ 1

0
ds
√

gij ẋi ẋj (11)

7. From the boundary conditions of the evolution of unitary operations, we can compute
the geodesic path and geodesic length. This length then gives a measure of circuit
complexity.

In the literature, circuit complexity, using this geometric approach, is computed mostly
for Gaussian wave functions because of its simpler structure compared with non-Gaussian
wave functions. A Gaussian wave function can be represented as follows:

ψ ≈ exp
[
−1

2
va A(s)ab vb

]
, where v = {xa, xb} (12)

where xa and xb are the bases of vector v. If we can simultaneously diagonalize the reference
and target states, then a common pattern observed in the complexity is that it will be given
by some function of the ratio of the eigenvalues of A(s = 0) and A(s = 1). Here, A(s = 0)
represents the reference state, and A(s = 1) represents the target state.

We would like to mention that our approach to computing complexity is based on
Nielsen’s geometric approach, which suffers from ambiguity in choosing the elementary
quantum gates and states. However, these choices of our gates significantly simplify
the calculation. Furthermore, the previous works on complexity in QFT and interacting
QFT [14,18], using similar quantum gates to ours, have been connected to a holographic
proposal, which is the original motivation to study quantum circuit complexity in QFT.
Recently, Krylov complexity has been proposed as a tool for studying operator growth
and associated quantum chaos [95–103]. Contrary to Nielsen’s geometric approach, the
Krylov complexity is independent of such arbitrary choices, making it a good candidate for
complexity in QFT and holography. However, Krylov complexity does not have a good
operational meaning, such as in Nielsen’s geometric measure. Nielsen’s measure not only
gives the state complexity but also gives us a method of constructing an optimal quantum
circuit. This feature makes it more appealing than the Krylov complexity. In the future, we
would like to study the Krylov complexity for our case too.

3. Effective Field Theory in a Nutshell

An effective field theory (EFT) is a theory corresponding to the dynamics of a physical
system at energies that are smaller than the cutoff energy. EFTs have made a significant
impact on several areas of theoretical physics, including condensed matter physics [104],
cosmology [105–111], particle physics [112,113], gravity [114,115], and hydrodynamics
[116,117]. The idea behind an EFT is that we can compute results without knowing the
full theory. In the context of quantum field theory, this implies that using the method of
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EFTs, one can study the low energy aspect of the theory without having a full theory in the
high energy limit. If the high-energy theory is known, then one can obtain an EFT using
the “top-down” approach [118], where one has to eliminate high-energy effects. Using the
“bottom-up” approach, one can obtain an EFT if the theory for high energy is not available.
Here, one has to impose constraints given by symmetry and “naturalness” on suitable
Lagrangians.

The Hamiltonian of our theory is

H =
1
2

∫
dd−1x

[
π(x)2 + (∇φ(x))2 + m2φ2(x) + 2

4

∑
n=2

C2nφ2n(x)

]
(13)

where the coefficients C2n = 2λ̂2n/(2n)! are called the “Wilson coefficients” for the Z2
EEFTs in arbitrary dimensions. These coefficients depend on the scaling of the theory.
These coefficients are expected to be functions of the λs, the cutoffs of our theory, and this
functional dependence can be found by solving the renormalization group equations or
Callan–Symanzik equations. φ2ns are called the “Wilson operators” in Z2 EEFTs. φ2(x)
and φ4(x) are called “relevant operators of EEFTs”, and this theory is renormalizable up to
φ4(x). Beyond that, all the higher-order even terms, which are φ6(x) and φ8(x) in our case,
are called “non-renormalizable irrelevant operators of Z2 EEFTs”. However, it should be
noted that even though this theory goes up in the “Wilson operator” order, the contributions
from those terms decrease gradually. Therefore, it is an infinite convergent series. Building
upon this, we go on to compute the circuit complexity in the Z2 EEFT.

4. Circuit Complexity with (λ̂4φ4 + λ̂6φ6 + λ̂8φ8) Interaction for the Case of Two
Harmonic Oscillators

We work with massive scalar field theory and with the even interaction terms φ4, φ6,
and φ8, which are weakly coupled to the free field theory via the coupling constants λ̂4, λ̂6,

and λ̂8, respectively. The inequality between the coupling constants is λ̂4
4! > λ̂6

6! > λ̂8
8! . The

Hamiltonian for this scalar field in d spacetime dimensions is

H =
1
2

∫
dd−1x

[
π(x)2 + (∇φ(x))2 + m2φ(x)2 + 2

4

∑
n=2

C2nφ2n(x)

]
(14)

where the mass of the scalar field φ is m. We work in the weak coupling regime
(
λ̂� 1

)
so that perturbative methods can be used to investigate the theory. The system can be
reduced to a chain of harmonic oscillators if we regulate the theory by placing it on a(
d− 1

)
dimensional square lattice with lattice spacing δ. We are taking the infinite system

in Equation (14) and discretizing it to a finite N oscillator system because if we have an
infinite convergent theory and an infinite number of terms in the Hamiltonian, then we
do not have the finite symmetries that we are interested in. Therefore, the discretized
Hamiltonian becomes

H =
1
2 ∑

~n

{
π(~n)2

δd−1 + δd−1

[
1
δ2 ∑

i
(φ(~n)− φ(~n− x̂i))

2 + m2φ(~n)2 +
2λ̂4

4!
φ(~n)4 +

2λ̂6

6!
φ(~n)6 +

2λ̂8

8!
φ(~n)8

]}
(15)

where ~n denotes the spatial position vectors of the points on the lattice in d dimensions
and x̂i represents the unit vectors along the lattice. We make the following substitutions to
simplify the form of the Hamiltonian:

X(~n) = δd/2φ(~n) P(~n) = π(~n)/δd/2 M =
1
δ

, ω = m, Ω =
1
δ

λ4 =
λ̂4

4!
δ−d λ6 =

λ̂6

6!
δ−2d λ8 =

λ̂8

8!
δ−3d
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After the substitutions, we obtain

H = ∑
~n

{P(~n)2

2M
+

1
2

M
[
ω2X(~n)2 + Ω2 ∑

i
(X(~n)− X(~n− x̂i))

2 + 2
{

λ4X(~n)4 + λ6X(~n)6 + λ8X(~n)8}]} (16)

We observe that the Hamiltonian obtained is identical to that of an infinite family of
coupled anharmonic oscillators. The nearest term interaction comes from the kinetic part,
and the self-interactions come from the remaining portion of the Hamiltonian. We start
with the simple case of two coupled oscillators and generalize it to the case of N oscillators
later in this paper. By setting M = 1, the Hamiltonian takes the form

H = 1
2

[
p2

1 + p2
2 + ω2(x2

1 + x2
2
)
+ Ω2(x1 − x2)

2 + 2
{

λ4
(
x4

1 + x4
2
)
+ λ6

(
x6

1 + x6
2
)
+ λ8

(
x8

1 + x8
2
)}]

(17)

Now, let us consider the normal mode basis:

x̄0 =
1√
2
(x1 + x2), x̄1 =

1√
2
(x1 − x2), (18)

p̄0 =
1√
2
(p1 + p2), p̄1 =

1√
2
(p1 − p2)

ω̃2
0 = ω2, ω̃2

1 = ω2 + 2Ω2

In the normal mode basis, the unperturbed Hamiltonian becomes decoupled. Then,
the eigenfunctions and eigenvalues for the unperturbed Hamiltonian can be easily solved,
which is just a product of the ground-state eigenfunctions of the oscillators in the normal ba-
sis:

ψ0
n1,n2

(x̄0, x̄1) =
1√

2n1+n2 n1!n2!
(ω̃0ω̃1)

1/4
√

π
e−

1
2 ω̃0 x̄2

0−
1
2 ω̃1 x̄2

1 Hn1

(√
ω̃0 x̄0

)
Hn2

(√
ω̃1 x̄1

)
(19)

Here, Hn(x)s denote Hermite polynomials of an order n. The ground state wavefunc-
tion with first-order perturbative correction in λ4, λ6, and λ8 has the following expression:

ψ0,0(x̄0, x̄1) = ψ0
0,0(x̄0, x̄1) + λ4ψ1

0,0(x̄0, x̄1)4 + λ6ψ1
0,0(x̄0, x̄1)6 + λ8ψ1

0,0(x̄0, x̄1)8 (20)

Here, ψ1
0,0(x̄0, x̄1)4, ψ1

0,0(x̄0, x̄1)6, and ψ1
0,0(x̄0, x̄1)8 are the terms representing the first-

order perturbative corrections to the ground state wavefunction due to the φ4, φ6, and φ8

interactions, respectively, which are as follows:

ψ1
0,0(x̄0, x̄1)4 =− 3(ω̃0 + ω̃1)

4
√

2ω̃0ω̃3
1

ψ0
0,2 −

√
3

8
√

2ω̃3
1

ψ0
0,4 −

3(ω̃0 + ω̃1)

4
√

2ω̃3
0ω̃1

ψ0
2,0 −

3
4ω̃0(ω̃0 + ω̃1)ω̃1

ψ0
2,2

−
√

3
8
√

2ω̃3
0

ψ0
4,0

ψ1
0,0(x̄0, x̄1)6 =− 45(ω̃0 + ω̃1)

2

32
√

2ω̃2
0ω̃4

1

ψ0
0,2 −

15
√

3(ω̃0 + ω̃1)

32
√

2ω̃0ω̃4
1

ψ2
0,4 −

√
5

16ω̃4
1

ψ0
0,6 −

45(ω̃0 + ω̃1)
2

32
√

2ω̃4
0ω̃2

1

ψ2,0

− 45(ω̃0 + ω̃1)

16ω̃2
0(ω̃0 + ω̃1)ω̃

2
1

ψ0
2,2 −

15
√

3
16ω̃0(ω̃0 + 2ω̃1)ω̃

2
1

ψ0
2,4 −

15
√

3/2(ω̃0 + ω̃1)

32ω̃4
0ω̃1

ψ0
4,0

− 15
√

3
16ω̃2

0(2ω̃0 + ω̃1)ω̃1
ψ0

4,2 −
√

5
16ω̃4

0
ψ0

6,0
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ψ1
0,0(x̄0, x̄1)8 =

(105
√

2
8ω̃5

0
+

315
√

2
8ω̃4

0ω̃1
+

315
√

2
8ω̃3

0ω̃2
1
+

105
√

2
8ω̃2

0ω̃3
1

)
ψ0

2,0 +
(105

√
2

8ω̃5
1

+
105
√

2
8ω̃3

0ω̃2
1
+

315
√

2
8ω̃3

0ω̃2
1

+
315
√

2
8ω̃4

1ω̃0

)
ψ0

0,2 +
( 315

4ω̃3
0ω̃1(ω̃0 + ω̃1)

+
315

2ω̃2
0ω̃2

1(ω̃0 + ω̃1)
+

315
4ω̃3

1ω̃0(ω̃0 + ω̃1)

)
∗ ψ0

2,2 +
(105

√
6

16ω̃5
0

+
105
√

6
8ω̃4

0ω̃1
+

105
√

6
16ω̃3

0ω̃2
1

)
ψ0

4,0 +
(105

√
6

16ω̃5
1

+
105
√

6
8ω̃4

1ω̃0
+

105
√

6
16ω̃2

0ω̃3
1

)
∗ ψ0

0,4 +
( 105

√
3

2ω̃3
0ω̃1(2ω̃0 + ω̃1)

+
105
√

3
2ω̃2

0ω̃2
1(2ω̃0 + ω̃1)

)
ψ0

4,2 +
( 105

√
3

2ω̃3
1ω̃0(2ω̃1 + ω̃0)

+
105
√

3
2ω̃2

0ω̃2
1(ω̃0 + 2ω̃1)

)
ψ0

2,4 +
105

4ω̃2
0ω̃2

1(ω̃0 + ω̃1)
ψ0

4,4 +
(7
√

5
2ω̃5

0
+

7
√

5
2ω̃4

0ω̃1

)
ψ0

6,0+(7
√

5
2ω̃5

1
+

7
√

5
2ω̃4

1ω̃0

)
ψ0

0,6 +
21
√

10
2ω̃3

1ω̃0(3ω̃1 + ω̃0)
ψ0

2,6 +
21
√

10
2ω̃3

1ω̃0(3ω̃1 + ω̃0)
ψ0

2,6

+
3
√

70
ω̃5

0
ψ0

8,0 +
3
√

70
ω̃5

1
ψ0

0,8

We can approximate the total ground state wave function in Equation (20) in exponen-
tial form as the values of λ4, λ6, λ8 � 1:

ψ0,0(x̄0, x̄1) ≈
(ω̃0ω̃1)

1/4
√

π
exp[α0] exp

[
− 1

2

(
α1 x̄2

0 + α2 x̄2
1 + α3 x̄2

0 x̄2
1 + α4 x̄4

0 + α5 x̄4
1 + α6 x̄4

0 x̄2
1 + α7 x̄2

0 x̄4
1

+ α8 x̄6
0 + α9 x̄6

1 + α10 x̄2
0 x̄6

1 + α11 x̄6
0 x̄2

1 + α12 x̄4
0 x̄4

1 + α13 x̄8
0 + α14 x̄8

1

)]
(21)

We shall take ψ0,0(x̄0, x̄1) as the general target state wavefunction for calculating
complexity in the following sections. The coefficients α0, α1, α2 . . . α14 involved in the
approximate wavefunction Equation (21) are given in the Table 1.
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Table 1. Expression for coefficients α0, α1, α2 . . . α14, present in the wavefunction.

αi Coefficient of αi

α0

− 2
[

9λ4
32ω̃3

0
+ 9λ4

32ω̃3
1
+ 3λ4

8ω̃0ω̃1
2 +

3λ4
8ω̃0

2ω̃1
+ 3λ4

4ω̃0(−2ω̃0−2ω̃1)ω̃1
+ 55λ6

128ω̃0
4 +

55λ6
128ω̃1

4 +
135λ6

128ω̃0ω̃1
3 +

45λ6
32ω̃0

2ω̃1
2

− 45λ6
32ω̃0(−2ω̃0−4ω̃1)ω̃1

2 +
45λ6

16ω̃0(−2ω̃0−2ω̃1)ω̃1
2 +

135λ6
128ω̃0

3ω̃1
− 45λ6

32ω̃0
2(−4ω̃0−2ω̃1)ω̃1

+ 45λ6
16ω̃0

2(−2ω̃0−2ω̃1)ω̃1

+ 875λ8
1024ω̃0

5 +
875λ8

1024ω̃1
5 +

385λ8
128ω̃0ω̃1

4 +
105λ8

256ω̃0
2ω̃1

3 +
2625λ8

256ω̃0
3ω̃1

2 +
385λ8

128ω̃0
4ω̃1
− 315λ8

64ω̃0ω̃1
3(ω̃0+ω̃1)

− 2835λ8
256ω̃0

2ω̃1
2(ω̃0+ω̃1)

− 315λ8
64ω̃0

3ω̃1(ω̃0+ω̃1)
+ 315λ8

64ω̃2
0ω̃2

1(2ω̃0+ω̃1)
+ 315λ8

64ω̃3
0ω̃1(2ω̃0+ω̃1)

− 105λ8
64ω̃0

3ω̃1(3ω̃0+ω̃1)

+ 315λ8
64ω̃0ω̃1

3(ω̃0+2ω̃1)
+ 315λ8

64ω̃0
2ω̃1

2(ω̃0+2ω̃1)
− 105λ8

64ω̃0ω̃1
3(ω̃0+3ω̃1)

]

α1

ω0− 2
[
−3λ4
8ω̃0

2 − 3λ4
4ω̃0ω̃1

− 3λ4
2(−2ω̃0−2ω̃1)ω̃1

− 15λ6
32ω̃0

3 − 45λ6
32ω̃0ω̃1

2 +
45λ6

16(−2ω̃0−4ω̃1)ω̃1
2 − 45λ6

8(−2ω̃0−2ω̃1)ω̃1
2

− 45λ6
32ω̃0

2ω̃1
+ 45λ6

8ω̃0(−4ω̃0−2ω̃1)ω̃1
− 45λ6

8ω̃0(−2ω̃0−2ω̃1)ω̃1
− 105λ8

128ω̃0
4 − 105λ8

32ω̃0ω̃1
3 − 315λ8

64ω̃0
2ω̃1

2 − 105λ8
32ω̃0

3ω̃1

+ 315λ8
32ω̃1

3(ω̃0+ω̃1)
+ 1575λ8

64ω̃0ω̃1
2(ω̃0+ω̃1)

+ 315λ8
32ω̃0

2ω̃1(ω̃0+ω̃1)
− 315λ8

16ω̃0ω̃1
2(2ω̃0+ω̃1)

− 315λ8
16ω̃0

2ω̃1(2ω̃0+ω̃1)

+ 315λ8
32ω̃2

0ω̃1(3ω̃0+ω̃1)
− 315λ8

32ω̃1
3(ω̃0+2ω̃1)

− 315λ8
32ω̃0ω̃1

2(ω̃0+2ω̃1)
+ 105λ8

32ω̃1
3(ω̃0+3ω̃1)

]

α2

ω1− 2
[
−3λ4
8ω2

1
− 3λ4

4ω0ω1
− 3λ4

2ω0(−2ω0−2ω1)
− 15λ6

32ω3
1
− 45λ6

32ω2
0ω1

+ 45λ6
16ω2

0(−4ω0−2ω1)
− 45λ6

8ω2
0(−2ω0−2ω1)

− 45λ6
32ω0ω2

1
+ 45λ6

8ω0(−2ω0−4ω1)ω1
− 45λ6

8ω0(−2ω0−2ω1)ω1
− 105λ8

128ω4
1
− 105λ8

8ω3
0ω1

+ 315λ8
64ω2

0ω2
1
− 105λ8

32ω0ω3
1

+ 315λ8
32ω3

0(ω0+ω1)
+ 1575λ8

64ω2
0ω1(ω0+ω1)

+ 315λ8
32ω0ω12(ω0+ω1) −

315λ8
32ω3

0(2ω0+ω1)
− 315λ8

32ω2
0ω1(2ω0+ω1)

+ 105λ8
32ω3

0(3ω0+ω1)

− 315λ8
16ω0ω2

1(ω0+2ω1)
− 315λ8

16ω2
0ω1(ω0+2ω1)

+ 315λ8
32ω0ω2

1(ω0+3ω1)

]

α3

− 2
[

3λ4
−2ω̃0−2ω̃1

− 45λ6
4ω̃0(−4ω̃0−2ω̃1)

+ 45λ6
4ω̃0(−2ω̃0−2ω̃1)

− 45λ6
4(−2ω̃0−4ω̃1)ω̃1

+ 45λ6
4(−2ω̃0−2ω̃1)ω̃1

− 315λ8
16ω̃2

0(ω̃0+ω̃1)
− 315λ8

16ω̃1
2(ω̃0+ω̃1)

− 945λ8
16ω̃0ω̃1(ω̃0+ω̃1)

+ 315λ8
8ω̃2

0(2ω̃0+ω̃1)
+ 315λ8

8ω̃0ω̃1(2ω̃0+ω̃1)
− 315λ8

16ω̃2
0(3ω̃0+ω̃1)

+ 315λ8
8ω̃2

1(ω̃0+2ω̃1)
+ 315λ8

8ω̃0ω̃1(ω̃0+2ω̃1)
− 315λ8

16ω̃2
1(ω̃0+3ω̃1)

]

α4

− 2
[
−λ4
8ω̃0
− 5λ6

32ω̃2
0
− 15λ6

32ω̃0ω̃1
− 15λ6

8(−4ω̃0−2ω̃1)ω̃1
− 35λ8

128ω̃0
3 − 105λ8

64ω̃0ω̃2
1
− 35λ8

32ω̃2
0ω̃1
− 105λ8

64ω̃2
1(ω̃0+ω̃1)

+ 105λ8
16ω̃1

2(2ω̃0+ω̃1)
+ 105λ8

16ω̃0ω̃1(2ω̃0+ω̃1)
− 105λ8

16ω̃0ω̃1(3ω̃0+ω̃1)

]

α5

− 2
[
− λ4

8ω̃1
− 15λ6

8ω̃0(−2ω̃0−4ω̃1)
− 5λ6

32ω̃1
2 − 15λ6

32ω̃0ω̃1
− 35λ8

128ω̃1
3 − 35λ8

32ω̃0ω̃2
1
− 105λ8

64ω̃0
2ω̃1
− 105λ8

64ω̃2
0(ω̃0+ω̃1)

+

105λ8
16ω̃0

2(ω̃0+2ω̃1)
+ 105λ8

16ω̃0ω̃1(ω̃0+2ω̃1)
− 105λ8

16ω̃0ω̃1(ω̃0+3ω̃1)

]
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Table 1. Cont.

αi Coefficient of αi

α6

− 2
[

15λ6
4(−4ω̃0−2ω̃1)

+ 105λ8
16ω̃1(ω̃0+ω̃1)

− 105λ8
8ω̃0(2ω̃0+ω̃1)

− 105λ8
8ω̃1(2ω̃0+ω̃1)

+ 105λ8
8ω̃0(3ω̃0+ω̃1)

]

α7

− 2
[

15λ6
4(−2ω̃0−4ω̃1)

+ 105λ8
16ω̃0(ω̃0+ω̃1)

− 105λ8
8ω̃0(ω̃0+2ω̃1)

− 105λ8
8ω̃1(ω̃0+2ω̃1)

+ 105λ8
8ω̃1(ω̃0+3ω̃1)

]
α8

− 2
[

λ6
24ω̃0
− 7λ8

96ω̃2
0
− 7λ8

24ω̃0ω̃1
+ 7λ8

8ω̃1(3ω̃0+ω̃1)

]
α9

− 2
[
−λ6
24ω̃1
− 7λ8

96ω̃2
1
− 7λ8

24ω̃0ω̃1
+ 7λ8

8ω̃0(ω̃0+3ω̃1)

]
α10

7λ8
2(ω̃0+3ω̃1)

α11
7λ8

2(3ω̃0+ω̃1)

α12
35λ8

8(ω̃0+ω̃1)

α13
λ8

32ω̃0

α14
λ8

32ω̃1

4.1. Circuit Complexity

We will describe complexity in terms of a quantum circuit model. To calculate the
circuit complexity for the two-oscillator system with even interactions up to φ8, we need
to fix our reference state, target state, and a set of elementary gates. We will construct the
unitary transformation using these gates. This unitary transformation will take the system
from the reference state (|ψ〉R) to the target state (|ψ〉T) (i.e., |ψ〉T = U |ψ〉R). The minimum
number of gates needed to construct such a unitary transformation is the complexity of
the target state. Since our wave functions are nearly Gaussian, we can consider our space
of states as the space of positive quadratic forms. This space can be parameterized as a
function of a smooth parameter s as follows:

ψs(x̄0, x̄1) = N s exp
[
− 1

2

(
va A(s)ab vb

)]
(22)

Here, N s is the normalization constant, and the parameter s runs from 0 to 1. If s = 1,

then the circuit represents the target state in Equation (21) with N s=1 = (ω̄0ω̄1)
1/4

√
π

exp[α0],
and at s = 0, the circuit is in the reference state. The continuous unitary transformation,
specified by the s parameter, gives us the target state from the reference state. Writing the
states in the form of Equation (22) helps us formulate the matrix version of our problem.
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Now, we want to represent the exponent of the wavefunction, which is a polynomial in the
matrix form A(s):

ψs=0(x1, x2) = N s=0 exp
[
−

ωre f

2
(x2

1 + x2
2 + λ4

0(x4
1 + x4

2) + λ6
0(x6

1 + x6
2) + λ8

0(x8
1 + x8

2))
]

(23)

Here λ4
0, λ6

0, and λ8
0 are the initial coupling constants for φ4, φ6, and φ8 respectively.

By transforming them into the normal coordinates, we obtain

ψs=0(x̄0, x̄1) =N s=0 exp
[
−

ω̃re f

2
(x̄2

0 + x̄2
1 +

λ4

2
(x̄4

0 + x̄4
1 + 6x̄2

0 x̄2
1) +

λ6

4
(x̄6

0 + x̄6
1 + 15x̄4

0 x̄2
1

+ 15x̄4
1 x̄2

0) +
λ8

8
(x̄8

0 + x̄8
1 + 28x̄6

0 x̄2
1 + 28x̄2

0 x̄6
1 + 28x̄0

4 x̄1
4))
]

(24)

We represent the exponent of the reference state shown above in a block diagonal
matrix form as follows:

A(s = 0) =



A0
1 0 0 0

0 A0
2 0 0

0 0 A0
3 0

0 0 0 A0
4


14×14

(25)

The basis chosen for this representation is

~v =
{

x̄0, x̄1, x̄0 x̄1, x̄2
0, x̄2

1, x̄2
0 x̄1, x̄0 x̄2

1, x̄3
0, x̄3

1, x̄0 x̄3
1, x̄3

0 x̄1, x̄2
0 x̄1, x̄4

0, x̄4
1

}
(26)

We need to ensure that the determinants of the A(s = 0) and A(s = 1) matrices are
positive so that the wavefunction remains square-integrable everywhere. It should be noted
that the matrix elements of A (i.e., A0

1 − A0
4) are matrices themselves as shown below:

A0
1 =

 ω̃re f 0

0 ω̃re f

 A0
2 = λ4

0ω̃re f


b 0 0

0 1
2

1
2 (3− b)

0 1
2 (3− b) 1

2



A0
3 = ω̃re f λ6

0



p
2 0 0 1

8 (15− 2k)

0 k 1
8 (15− 2p) 0

0 1
8 (15− 2p) 1

4 0

1
8 (15− 2k) 0 0 1

4


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A0
4 = ω̃re f λ8

0



1
8

1
4 (

35
4 − e) 0 0 0

1
4 (

35
4 − e) 1

8 0 0 0

0 0 e 1
16 (1− c) 1

16 (1− d)

0 0 1
16 (1− c) 7

2
1
4 (

35
4 − e)

0 0 1
16 (1− d) 1

4 (
35
4 − e) 7

2


We have introduced a few parameters (b, p, k, c, d, and e) to ensure that the determinant

of each block diagonal matrix is positive definite. Because we are considering higher even
interactions, it is necessary to consider various quadratic and other higher-order terms. To
find the positive determinant of the A0

2 block, the value of b must be in the range 2 < b < 4.
To eliminate the off-diagonal components, we set b = 3, as it would give the minimum line
element. In the A0

3 block, we fix k = 15
2 , and the determinant becomes

Det(A3
0) = −

1
512

p
(

221 + 4(−15 + p)p ω4
re f λ4

6

)
We set p as 15/2 in the range 13

2 < p < 17
2 to satisfy the condition Det(A0

3) > 0.
Similarly, to ensure that the determinant of the A4

0 block is positive and the line element is
at its minimum, we set c = d = 1 and e = 35/4.

Using the same basis as that mentioned in Equation (26), the target state matrix
A(s = 1) can be written as another 14× 14 matrix:

A(s = 1) =



A1
1 0 0 0

0 A1
2 0 0

0 0 A1
3 0

0 0 0 A1
4


14×14

(27)

where we have the following block diagonal entries:

A1
1 =

 α1 0

0 α2

 A1
2 =


b̃α5 0 0

0 α3
1
2 (1− b̃)α5

0 1
2 (1− b̃)α5 α4



A1
3 =



p̃α6 0 0 1
2 (1− k̃)α7

0 k̃α7
1
2 (1− p̃)α6

0 1
2 (1− p̃)α6 α8 0

1
2 (1− k̃)α7 0 0 α9


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A1
4 =



d̃α10
1
4 (1− ẽ)α12 0 0 0

1
4 (1− ẽ)α12 c̃α11 0 0 0

0 0 ẽα12
1
2 (1− c̃)α11

1
2 (1− d̃)α10

0 0 1
2 (1− c̃)α11 α13

1
4 (1− ẽ)α12

0 0 1
2 (1− d̃)α10

1
4 (1− ẽ)α12 α14



Here as well, we fix k̃, c̃, and d̃ to be one to make the off-diagonal terms zero and keep
b̃, p̃, and ẽ for the positivity of all the block matrices.

As we are considering a closed quantum system, the reference state evolves into the
target state via a certain unitary operator. Now, we represent this as

ψs=1(x̄0, x̄1) = U(s = 1)ψs=0(x̄0, x̄1) (28)

We represent the unitary matrix in the following form:

U =
←−P exp

[∫ s

0
dsY I(s)OI

]
(29)

We have to enact the operatorsOI in a particular order. The Y′Is depend on the specific
order in which the OIs are acting on the reference state. To find the minimum complexity,
we try to have a geometric understanding of this unitary evolution process. Then, we can
write the expression in Equation (29) as follows:

U =
←−P exp

[∫ s

0
Y I(s)MIds

]
(30)

where (MI)
′
jks represents the GL(14,R) generators satisfying

Tr
[

MI MT
J

]
= δI J (31)

Here, I, J runs from 1 to 196. As mentioned above, A(s = 0) is the reference state
which undergoes a unitary transformation to find the target state A(s = 1). It enables us to
calculate the boundary conditions that lead us to calculate the complexity functional. Thus,
we have

A(s = 1) = U(s = 1)A(s = 0)UT(s = 1) (32)

This leads to the expression

Y I MI = ∂sU(s)U(s)−1 (33)

Hence, we obtain

Y I =
1

Tr
[

MI(MI)
T
] Tr

[
∂sU(s)U−1

(
MI
)T
]

(34)

Now, the line element can be defined in terms of Y I ’s as follows:
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ds2 = GI JdY IdY J (35)

= GI J

[
1

Tr[MI(MI)
T
]

Tr
[
dsU(s)U−1(MI)T

]][
1

Tr
[

MJ(MJ)
T] Tr

[
dsU(s)U−1(MJ)T

]]

Here, we should mention that dY I does not denote the total differential for Y I . When
observing the structure of the matrix A, we find that U(s) can be considered an element of
GL(14,R) with a positive determinant. Now, we will express the U matrix with a similar
structure to that in the target state matrix, and the unitary matrix contains four block
diagonal matrices:

U =



U1 0 0 0

0 U2 0 0

0 0 U3 0

0 0 0 U4


14×14

(36)

where

U1 =

 x0 − x1 x3 − x2

x3 + x2 x0 + x1

 U2 =


x̃4 0 0

0 x̃5 − x̃6 x̃8 − x̃7

0 x̃8 + x̃7 x̃5 + x̃6



U3 =



x̃9 0 0 0

0 x̃10 − x̃11 x̃13 − x̃12 0

0 x̃13 + x̃12 x̃10 + x̃11 0

0 0 0 x̃14


U4 =



x̃15 − x̃16 x̃18 − x̃17 0 0 0

x18 + x17 x15 + x16 0 0 0

0 0 x̃19 0 0

0 0 0 x̃20 − x̃21 x̃23 − x̃22

0 0 0 x̃23 + x̃22 x̃20 + x̃21


We have decomposed U(s) in terms of four block diagonal matrices. First, we note that

the quadratic part of the first block is always diagonal, which induces a flat space, and thus
we have x3 = x2 = 0. In the unitary operator U, we do not allow the off-diagonal terms as
in the final state, and only the block diagonal form remains. Thus, if we allow off-diagonal
terms, we will have an increased line element, which we do not want. Now, GL(2,R) can
be expressed as R× SL(2,R), and so we observe that our U has an R10 × SL(2,R)4 group
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structure. We will parameterize each 2× 2 block matrix in U as performed in [18] (i.e., we
will parameterize it as an AdS3 space):

x0 = exp[y1] cosh(ρ1) x1 = exp[y1] sinh(ρ1)

x̃4 = exp[y2] x5 = exp[y3] cos(τ3) cosh(ρ3)

x̃6 = exp[y3] sin(θ3) cosh(ρ3) x̃7 = exp[y3] sin(τ3) cosh(ρ3)

x̃8 = exp[y3] cos(θ3) sinh(ρ3) x̃9 = exp[y4]

x̃10 = exp[y5] cos(τ5) cosh(ρ5) x̃11 = exp[y5] sin(θ5) sinh(ρ5)

x̃12 = exp[y5] sin(τ5) cosh(ρ5) x̃13 = exp[y5] cos(θ5) sinh(ρ5)

x̃14 = exp[y6] x̃15 = exp[y7] cos(τ7) cosh(ρ7)

x̃16 = exp[y7] sin(θ7) sinh(ρ7) x̃17 = exp[y7] sin(τ7) cosh(ρ7)

x̃18 = exp[y7] cos(θ7) sinh(ρ7) x̃19 = exp[y8]

x̃20 = exp[y9] cos(τ9) cosh(ρ9) x̃21 = exp[y7] sin(θ9) sinh(ρ9)

x̃22 = exp[y9] sin(τ9) cosh(ρ9) x̃23 = exp[y9] cos(θ9) sinh(ρ9)

(37)

Using these parameters for U, we can then calculate the infinitesimal line element in
Equation (35), which now becomes

ds2 =

[
2y2

1 + y2
2 + 2y2

3 + y2
4 + 2y2

5 + y2
6 + 2y2

7 + y2
8 + 2y2

9 + 2
(

ρ2
1 + ρ2

3

+ ρ2
5 + ρ2

7 + ρ2
9 + cosh(2ρ3)

{
cosh2(ρ3)τ

2
3 + sinh2(ρ3)θ

2
3

}
− sinh2(2ρ3)θ3τ3

+ cosh(2ρ5)
{

cosh2(ρ5)τ
2
5 + sinh2(ρ5)θ

2
5

}
− sinh2(2ρ5)θ5τ5

+ cosh(2ρ7)
{

cosh2(ρ7)τ
2
7 + sinh2(ρ7)θ

2
7

}
− sinh2(2ρ7)θ7τ7

+ cosh(2ρ9)
{

cosh2(ρ9)τ
2
9 + sinh2(ρ9)θ

2
9

}
− sinh2(2ρ9)θ9τ9

)]
(38)

We need to find the shortest path between the reference and the target state in this
geometry, described by metric expressed in Equation (38). This shortest path will be the
circuit complexity for our problem. For this purpose, we also need to calculate the proper
boundary conditions denoting the reference and target states.

4.2. Boundary Conditions for the Geodesic

As we mentioned before, the minimal geodesic will be equivalent to finding the
geodesic in the GL(14, R) group manifold. The geodesic can be found by minimizing the
following equation on the distance functional:

D(U) =
∫ 1

0

√
gij ẋi ẋjds (39)

The boundary conditions from Equation (32) are

yi(0) = ρj(0) = 0 (40)

where i = 1, 2, . . . , 9 and j = 1, 3, 5, 7, 9.
For solving the geodesic equations, we have to find conserved charges using the results

of [14], as our metric is R10 × SL(2,R)4. Using Equations (40) and (42), we obtain

yi(s) = yi(1)s ρj(s) = ρj(1)s (41)

where, i = 1, 2, . . . , 9 and j = 1, 3, 5, 7, 9:
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2
(
y1(1)− ρ1(1)) = ln

[
α1

ω̃re f

]
2
(
y1(1) + ρ1(1)) = ln

[ α2

ω̃re f

]

2y2(1) = ln

[
b̃α5

3ω̃re f λ4

]
2y3(1) = ln


√

4α3α4 − (1− b̃)2α2
5

ω̃re f λ4


2ρ3(1) = cosh−1

 α3 + α4√
4α3α4 − (1− b̃)2α2

5

 2y4(1) = ln
[ 4p̃α6

15ωre f λ6

]

2y5(1) = ln


√

16α7α8 − 4(1− p̃)2α2
6

ω̃re f λ6

 2y6(1) = ln

[
4α9

ω̃re f λ6

]

2ρ5(1) = cosh−1

[
2(α7 + α8)√

16α7α8 − 4(1− p̃)2α6

]
2y7(1) = ln


√

64α10α11 − 4(1− ẽ)2α2
12

ω̃re f λ8


2ρ7(1) = cosh−1

 α10 + α11√
64α10α11 − 4(1− ẽ)2α2

12

 2y8(1) = ln

[
4ẽα12

35ω̃re f λ6

]

2ρ9(1) = cosh−1

 α13 + α14√
4α13α14 − ((1− ẽ)2/4)α2

12

 2y9(1) = ln


√

4α13α14 − ((1− ẽ)2/4)α2
12

7ω̃re f λ8



(42)

With the same arguments in [14], we set

τj(s) = 0 θj(s) = θcj (43)

where j = 3, 5, 7, 9 and θcj are constants which do not depend on s. Therefore, we have the
freedom to choose any constant value of θcj here which indicates that it will leave the origin
in any direction. (Note: When we are calculating ρ5, any arbitrary constant value will not
provide us an analytical expression, so we choose θ5 to be zero to find the simple analytical
expression in Equation (42)) By taking into account all of these terms and conditions, we
find the complexity functional as follows:



Symmetry 2023, 15, 31 17 of 40

D(U) =

√√√√2

[
9

∑
i=1,odd

[yi(1)]
2 +

1
2

8

∑
i=2,even

[yi(1)]
2 +

9

∑
j=1,odd

[ρi(1)]
2

]

=
1√
2

(
2

[
cosh−1

(
α3 + α4√

4α3α4 − α2
5(−1 + b̃)2

)]2

+ 2

cosh−1

 α10 + α11

2
√

16α10α11 + (1− ẽ)2α2
12

2

+ 2

[
cosh−1

(
α13 + α14√

4α13α14 − ((1− ẽ)2/4)α12

)]2

+ 2

cosh−1

 2(α7 + α8)√
−α2

6 + 4α7α8 + α2
6 p̃

2

+
1
2

[
ln

α2

α1

]2
+

1
2

[
ln

(
α1α2

ω̃2
re f

)]2

+

[
ln

(
4α9

λ6ω̃re f

)]2

+ 2

ln


√

4α3α4 − (1− b̃)2α2
5

ω̃re f λ4

2

+ 2

[
ln

(
b̃α5

3λ4ω̃re f

)]2

+ 2

ln


√

64α10α11 − 4(−1 + ẽ)2α2
12

ω̃re f λ8

2

+

[
ln

(
4α12 ẽ

35λ8ω̃re f

)]2

+ 2

ln


√

4α13α14 − ((−1 + ẽ)2/16)α2
12

7ω̃re f λ8

2

+ 2

ln

2
√
−α2

6 + 4α7α8 + α6 p̃

ω̃re f λ6

2

+

[
ln

(
4α6 p̃

15λ6ω̃re f

)]2) 1
2

(44)

which is a straight line, as there is no off-diagonal term for when we set τi(s) to be 0 and
θj(s) to be independent of s, according to Equation (41).

For the particular choice of a cost function that we used (i.e., F2), the complexity
functional is

C2 =
∫ 1

s=0
dsF2 (45)

As was shown in Equation (44), the complexity functional can be written in terms of
some boundary values only. It can also be proven that this functional can just involve the
eigenvalues of the reference and target matrix:

C2 =
1
2

√√√√ 14

∑
i=1

log
[
(λT)i
(λR)i

]2

(46)

The proof of this expression is explicitly constructed in Appendix B. This result is very
crucial, and we exploit this relation to generalize the complexity to N oscillators.

5. Analysis for N Oscillators

To this point, our discussion in this paper has been concerned with two coupled
harmonic oscillators involving higher-order interactions. To extend our analysis to effective
field theories, we first need to generalize our results to N coupled harmonic oscillators with(
φ4 + φ6 + φ8) interaction terms. Then, we will gradually move toward the continuum

limit for this problem. With that in mind, we consider the following Hamiltonian:

H =
1
2

N−1

∑
a=0

[
p2

a + ω2x2
a + Ω2(xa − xa+1)

2 + 2λ4x4
a + 2λ6x6

a + 2λ8x8
a
]

(47)



Symmetry 2023, 15, 31 18 of 40

Now, we will assume that the periodic boundary condition is valid on this lattice of
N oscillators such that xa+N = xa (as it allows us to impose translational symmetry and
use a Fourier transform for expression in terms of the normal mode coordinates). Then, we
perform discrete a Fourier transform for this lattice using

xa =
1√
N

N−1

∑
k=0

exp
[

i
2πa
N

k
]

x̃k (48)

pa =
1√
N

N−1

∑
k=0

exp
[

i
2πa
N

k
]

p̃k (49)

Using the above Equations (48) and (49), we can transform the spatial coordinates into
normal mode coordinates. The resultant Hamiltonian is then

H =
1
2

N−1

∑
a=0

[
p2

a + ω2x2
a + Ω2(xa − xa+1)

2 + 2λ4x4
a + 2λ6x6

a + 2λ8x8
a
]

=
1
2

N−1

∑
k=0

[
| p̃k|2 +

(
ω2 + 4Ω2 sin2

(πk
N

))
|x̃k|2

]
+ H′

φ4 + H′φ6 + H′φ8

(50)

where H′
φ4 ,H′

φ6 , and H′
φ8 are the contributions from the φ4, φ6, and φ8 interaction terms,

respectively. Now, we have

H′
φ4 =

λ4

N

N−1

∑
k1,k2,k3=0

x̃α x̃k1 x̃k2 x̃k3 ; α = N − k1 − k2 − k3 mod N (51)

H′φ6 =
λ6

N2

N−1

∑
k1,k2,k3,k4,k5=0

x̃α x̃k1 x̃k2 x̃k3 x̃k4 x̃k5 ; α =

(
N −

5

∑
i=1

ki

)
mod N (52)

H′φ8 =
λ8

N3

N−1

∑
k1,k2,k3,k4,k5,k6,k7=0

x̃α x̃k1 x̃k2 x̃k3 x̃k4 x̃k5 x̃k6 x̃k7 ; α =

(
N −

7

∑
i=1

ki

)
mod N (53)

The proof of transformation of the interaction Hamiltonian in a Fourier space is given
in Appendix A.

The target state wavefunction is given by

ψ0,0,···0(x̄0, · · · x̃N−1) =

(
ω̃0ω̃1 . . . ω̃N−1

πN

) 1
4

exp

[
−1

2

N−1

∑
k=0

ω̃k x̃2
k + λ4ψ1

4 + λ6ψ1
6 + λ8ψ1

8

]
(54)

where the total perturbation wavefunction ψ1 is

ψ1 = λ4ψ1
4 + λ6ψ1

6 + λ8ψ1
8 (55)

where λ4ψ1
4 , λ6ψ1

6 , and λ8ψ1
8 are first-order perturbation corrections for the self-interaction

terms φ4, φ6, and φ8, respectively.
The expression of ψ1

4 along with the B terms was taken from [18].
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The expression for ψ1
4 is

ψ1
4 =

N−1

∑
a=0

4a mod N≡0

B1(a) +
N−1

∑
a,b=0

(2a+2b) mod N≡0
a 6=b

B2(a, b)
2

+
N−1

∑
a,b=0

(3b+a) mod N≡0
a 6=b

B3(a, b)

+
N−1

∑
a,b,c=0

(a+2b+c) mod N≡0
a 6=b 6=c

B4(a, b, c)
2

+
N−1

∑
a,b,c,d=0

(a+b+k+d) mod N≡0
a 6=b 6=c 6=d

B5(a, b, c, d)
24

(56)

The expression for ψ1
6 is

ψ1
6 =

1
N2

[
N−1

∑
a=0

6a mod N≡0

C1(a) +
N−1

∑
a,b=0

(a+5b) mod N≡0
a 6=b

C2(a, b)

+
N−1

∑
a,b=0

(3b+3a) mod N≡0
a 6=b

1
2

C3(a, b) +
N−1

∑
a,b=0

(2a+4b) mod N≡0
a 6=b

C4(a, b)

+
N−1

∑
a,b,c=0

(a+b+4c) mod N≡0
a 6=b 6=c

1
2

C5(a, b, c) +
N−1

∑
a,b,c=0

(2a+b+3c) mod N≡0
a 6=b 6=c

C6(a, b, c)

+
N−1

∑
a,b,c=0

(2a+2b+2c) mod N≡0
a 6=b 6=c

1
6

C7(a, b, c) +
N−1

∑
a,b,c,d=0

(a+b+c+3d) mod N≡0
a 6=b 6=c 6=d

1
6

C8(a, b, c, d)

+
N−1

∑
a,b,c,d=0

(a+b+2c+2d) mod N≡0
a 6=b 6=c 6=d

1
4

C9(a, b, c, d) +
N−1

∑
a,b,c,d,e=0

(a+b+c+d+2e) mod N≡0
a 6=b 6=c 6=d 6=e

1
4!

C10(a, b, c, d, e)

+
N−1

∑
a,b,c,d,e, f=0

(a+b+c+d+e+ f ) mod N≡0
a 6=b 6=c 6=d 6=e 6= f

1
6!

C11(a, b, c, d, e, f )

]

(57)

where the terms C1, C2, . . . , C11 are given according to the Table 2.
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Table 2. Expression for the terms C1, C2 . . . C11.

Expression for Ci Coefficients

C1 [
55

32ω̃4
a
− 15x̃2

a
8ω̃3

a
− 5x̃4

a
8ω̃2

a
− x̃6

a
6ω̃a

]

C2 [
−180x̃a x̃b

(ω̃a+ω̃b)(ω̃a+3ω̃b)(ω̃a+5ω̃b)
− 60x̃a x̃3

b
(ω̃a+3ω̃b)(ω̃a+5ω̃b)

− 6x̃a x̃5
b

ω̃a+5ω̃b

]

C3 [
−120x̃a x̃b

(ω̃a+ω̃b)(3ω̃a+ω̃b)(ω̃a+3ω̃b)
− 10x̃3

a x̃b
(ω̃a+ω̃b)(3ω̃a+ω̃b)

− 10x̃a x̃3
b

(ω̃a+ω̃b)(ω̃a+3ω̃b)
− 10x̃3

a x̃3
b

3(ω̃a+ω̃b)

]

C4 [
135

32ω̃aω̃3
b
+ 45

8ω̃2
a(ω̃a+ω̃b)(ω̃a+2ω̃b)

− 45x̃2
a

4ω̃a(ω̃a+ω̃b)(ω̃a+2ω̃b)
− 45(ω̃a+3ω̃b)x̃2

b
8ω̃2

b(ω̃a+ω̃b)(ω̃a+2ω̃b)
− 45x̃2

a x̃2
b

2(ω̃a+ω̃b)(ω̃a+2ω̃b)

− 15x̃4
b

8ω̃aω̃b+16ω̃2
b
− 15x̃2

a x̃4
b

2ω̃a+4ω̃b

]

C5 [
− 180x̃a x̃b

(ω̃a+ω̃b)(ω̃a+ω̃b+2ω̃c)(ω̃a+ω̃b+4ω̃c)
− 180x̃a x̃b x̃2

c
(ω̃a+ω̃b+2ω̃c)(ω̃a+ω̃b+4ω̃c)

− 30x̃a x̃b x̃4
c

ω̃a+ω̃b+4ω̃c

]

C6 [
−360(ω̃a+ω̃b+2ω̃c)x̃b x̃c

(ω̃b+ω̃c)(2ω̃a+ω̃b+ω̃c)(ω̃b+3ω̃c)(2ω̃a+ω̃b+3ω̃c)
− 180x̃2

a x̃b x̃c
(2ω̃a+ω̃b+ω̃c)(2ω̃a+ω̃b+3ω̃c)

− 60x̃b x̃3
c

(ω̃b+3ω̃c)(2ω̃a+ω̃b+3ω̃c)

− 60x̃2
a x̃b x̃3

c
2ω̃a+ω̃b+3ω̃c

]

C7 [
45

8ω̃aω̃bω̃2
c
+ 45

8ω̃aω̃2
bω̃c

+ 45
8ω̃2

aω̃bω̃c
− 45

8ω̃aω̃b(ω̃a+ω̃b)ω̃c
− 45

8ω̃aω̃bω̃c(ω̃a+ω̃c)
− 45

8ω̃aω̃bω̃c(ω̃b+ω̃c)

+ 45
8ω̃aω̃bω̃c(ω̃a+ω̃b+ω̃c)

− 45(2ω̃a+ω̃b+ω̃c)x̃2
a

4ω̃a(ω̃a+ω̃b)(ω̃a+ω̃c)(ω̃a+ω̃b+ω̃c)
− 45x̃2

a x̃2
a x̃2

c
ω̃a+ω̃b+ω̃c

− 45x̃2
a x̃2

b
2(ω̃a+ω̃b)(ω̃a+ω̃b+ω̃c)

− 45(ω̃a+ω̃b+2ω̃c)x̃2
c

4ω̃c(ω̃a+ω̃c)(ω̃b+ω̃c)(ω̃a+ω̃b+ω̃c)
− 45x̃2

a x̃2
c

2(ω̃a+ω̃c)(ω̃a+ω̃b+ω̃c)
− 45x̃2

a x̃2
c

2(ω̃b+ω̃c)(ω̃a+ω̃b+ω̃c)

− 45(ω̃a+2ω̃b+ω̃c)x̃2
a

4ω̃b(ω̃a+ω̃b)(ω̃b+ω̃c)(ω̃a+ω̃b+ω̃c)

]

C8 [
−360x̃a x̃b x̃c x̃d

(ω̃a+ω̃b+ω̃c+ω̃d)(ω̃a+ω̃b+ω̃c+3ω̃d)
− 120x̃a x̃b x̃c x̃3

d
ω̃a+ω̃b+ω̃c+3ω̃d

]

C9 [
−360(ω̃a+ω̃b+ω̃c+ω̃d)x̃a x̃b

(ω̃a+ω̃b)(ω̃a+ω̃b+2ω̃c)(ω̃a+ω̃b+2ω̃d)(ω̃a+ω̃b+2(ω̃c+ω̃d))
− 180x̃a x̃b((ω̃a+ω̃b+2ω̃d)x̃2

x+(ω̃a+ω̃b+2ω̃c)x̃2
d)

(ω̃a+ω̃b+2ω̃c)(ω̃a+ω̃b+2ω̃d)(ω̃a+ω̃b+2(ω̃c+ω̃d))

− 180x̃a x̃b x̃2
x x̃2

d
ω̃a+ω̃b+2(ω̃c+ω̃d)

]
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Table 2. Cont.

Expression for Ci Coefficients

C10 [
−360x̃a x̃b x̃c x̃d

(ω̃a+ω̃b+ω̃c+ω̃d)(ω̃a+ω̃b+ω̃c+ω̃d+2ω̃e)
− 360x̃a x̃b x̃c x̃d x̃2

e
(ω̃a+ω̃b+ω̃c+ω̃d+2ω̃e)

]

C11 [
−720x̃a x̃b x̃c x̃d x̃e x̃ f

(ω̃a+ω̃b+ω̃c+ω̃d+ω̃e+ω̃ f )

]

The expression for ψ1
8 is
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ψ1
8 =

1
N3

[
N−1

∑
a=0

8a mod N≡0

D1(a) +
N−1

∑
a,b=0

(6a+2b) mod N≡0
a 6=b

D2(a, b)

+
N−1

∑
a,b=0

(5a+3b) mod N≡0
a 6=b

D3(a, b) +
N−1

∑
a,b=0

(4a+4b) mod N≡0
a 6=b

1
2

D4(a, b)

+
N−1

∑
a,b=0

(a+7b) mod N≡0
a 6=b

D5(a, b) +
N−1

∑
a,b,c=0

(a+b+6c) mod N≡0

1
2

D6(a, b, c)

+
N−1

∑
a,b,c=0

(a+2b+5c) mod N≡0
a 6=b 6=c

D7(a, b, c) +
N−1

∑
a,b,c=0

(a+4b+3c) mod N≡0
a 6=b 6=c

D8(a, b, c)

+
N−1

∑
a,b,c=0

(2a+2b+4c) mod N≡0
a 6=b 6=c

D9(a, b, c)
2

+
N−1

∑
a,b,c=0

(3a+2b+3c) mod N≡0
a 6=b 6=c

D10(a, b, c)
2

+
N−1

∑
a,b,c,d=0

(a+b+2c+4d) mod N≡0
a 6=b 6=c 6=d

D11(a, b, c, d)
2

+
N−1

∑
a,b,c,d=0

2(a+b+c+d) mod N≡0
a 6=b 6=c 6=d

D12(a, b, c, d)
24

+
N−1

∑
a,b,c,d=0

(a+2b+2c+3d) mod N≡0
a 6=b 6=c 6=d

D13(a, b, c, d)
2

+
N−1

∑
a,b,c,d=0

(a+b+c+5d) mod N≡0
a 6=b 6=c 6=d

D14(a, b, c, d)
6

+
N−1

∑
a,b,c,d=0

(a+b+3c+3d) mod N≡0
a 6=b 6=c 6=d

D15(a, b, c, d)
4

+
N−1

∑
a,b,c,d,e=0

a+b+2(c+d+e) mod N≡0
a 6=b 6=c 6=d 6=e

D16(a, b, c, d, e)
12

+
N−1

∑
a,b,c,d,e=0

(a+b+c+2d+3e) mod N≡0
a 6=b 6=c 6=d 6=e

D17(a, b, c, d, e)
6

+
N−1

∑
a,b,c,d,e=0

(a+b+c+d+4e) mod N≡0
a 6=b 6=c 6=d 6=e

D18(a, b, c, d, e)
24

+
N−1

∑
a,b,c,d,e, f=0
(a+b+c+d+e
+3 f ) mod N≡0

a 6=b 6=c 6=d 6=e 6= f

D19(a, b, c, d, e, f )
5!

+
N−1

∑
a,b,c,d,e, f=0

(a+b+c+d+2e
+2 f ) mod N≡0

a 6=b 6=c 6=d 6=e 6= f

D20(a, b, c, d, e, f )
48

+
N−1

∑
a,b,c,d,e, f ,g=0

(a+b+c+d+e+ f
+2g) mod N≡0

a 6=b 6=c 6=d 6=e 6= f 6=g

D21(a, b, c, d, e, f , g)
6!

+
N−1

∑
a,b,c,d,e,

f ,g,h=0
(a+b+c+d+e+ f
+g+h) mod N≡0

a 6=b 6=c 6=d 6=e
6= f 6=g 6=h

D22(a, b, c, d, e, f , g, h)
8!

]

(58)

The terms D1, D2, D3 . . . D22 are given in the Table 3.
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Table 3. Expression for the terms D1, D2, D3 . . . D22.

Expression for Di Coefficients

D1 [
875

128ω̃5
a
− 105x2

b
16ω̃4

a
− 35x4

a
16ω̃3

a
− 7x6

a
12ω̃2

a
− x8

a
8ω̃a

]

D2
8!

2!6!

[
5(36ω̃4

a+66ω̃3
aω̃b+121ω̃2

aω̃2
b+66ω̃aω̃3

b+11ω̃4
b)

64ω̃4
aω̃2

b(ω̃a+ω̃b)(2ω̃a+ω̃b)(3ω̃a+ω̃b)
− 15(11ω̃2

a+6ω̃aω̃b+ω̃2
b)x2

a

16ω̃3
a(ω̃a+ω̃b)(2ω̃a+ω̃b)(3ω̃a+ω̃b)

− 45x2
b

8ω̃b(ω̃a+ω̃b)(2ω̃a+ω̃b)(3ω̃a+ω̃b)
− 5(5ω̃a+ω̃b)x4

a
16ω̃2

a(2ω̃a+ω̃b)(3ω̃a+ω̃b)
− 45x2

ax2
b

4(ω̃a+ω̃b)(2ω̃a+ω̃b)(3ω̃a+ω̃b)

− x6
b

12ω̃a(3ω̃a+ω̃b)
− 15x4

bx2
b

4(2ω̃a+ω̃b)(3ω̃a+ω̃b)
− x6

ax2
b

2(3ω̃b+ω̃a)

]

D3
8!

3!5!

[
− 30(23ω̃a+13ω̃b)xaxb

(ω̃a+ω̃b)(3ω̃a+ω̃b)(5ω̃a+ω̃b)(ω̃a+3ω̃b)(5ω̃a+3ω̃b)
− 10xax3

b
(ω̃a+ω̃b)(ω̃a+3ω̃b)(5ω̃a+3ω̃b)

− 40(2ω̃a+ω̃b)x3
axb

(ω̃a+ω̃b)(3ω̃a+ω̃b)(5ω̃a+ω̃b)(5ω̃a+3ω̃b)
− 10x3

ax3
b

3(ω̃a+ω̃b)(5ω̃a+3ω̃b)
− 3x5

axb
(5ω̃a+ω̃b)(5ω̃a+3ω̃b)

− x5
ax3

b
5ω̃a+3ω̃b

]

D4
8!

4!4!

[
27(2ω̃4

a+7ω̃3
aω̃b+7ω̃2

aω̃2
b+7ω̃aω̃3

b+2ω̃4
b)

64ω̃3
aω̃3

b(ω̃a+ω̃b)(2ω̃a+ω̃b)(ω̃a+2ω̃b)
− 9(7ω̃a+2ω̃b)x2

a
16ω̃2

a(ω̃a+ω̃b)(2ω̃a+ω̃b)(ω̃a+2ω̃b)

− 9(2ω̃a+7ω̃b)x2
b

16ω̃2
b(ω̃a+ω̃b)(2ω̃a+ω̃b)(ω̃a+2ω̃b)

− 3x4
b

16ω̃b(ω̃a+ω̃b)(ω̃a+2ω̃b)
− 3x4

b
16ω̃b(ω̃b+ω̃b)(ω̃a+2ω̃b)

− 27x2
ax2

b
4(ω̃a+ω̃b)(2ω̃a+ω̃b)(ω̃a+2ω̃b)

− 3x2
ax4

b
4(ω̃a+ω̃b)(ω̃a+2ω̃b)

− 3x4
ax2

b
4(ω̃a+ω̃b)(2ω̃a+ω̃b)

− x4
bx4

b
4(ω̃a+ω̃b)

]

D5
8!
7!

[
− 630xaxb

(ω̃a+ω̃b)(ω̃a+3ω̃b)(ω̃a+5ω̃b)(ω̃a+7ω̃b)
− 210xax3

b
(ω̃a+3ω̃b)(ω̃a+5ω̃b)(ω̃a+7ω̃b)

− 21xax5
b

(ω̃a+5ω̃b)(ω̃a+7ω̃b)

− xax7
b

ω̃a+7ω̃b

]

D6
8!
6!

[
− 90xaxb

(ω̃a+ω̃b)(ω̃a+ω̃b+2ω̃c)(ω̃a+ω̃b+4ω̃c)(ω̃a+ω̃b+6ω̃c)
− 90xaxbx2

c
(ω̃c+ω̃b+2ω̃c)(ω̃a+ω̃b+4ω̃c)(ω̃a+ω̃b+6ω̃c)

− 15xaxbx4
c

(ω̃a+ω̃b+4ω̃c)(ω̃a+ω̃b+6ω̃c)
− xaxbx6

c
ω̃a+ω̃b+6ω̃c

]

D7
8!

2!5!

[
− 20xax3

c (ω̃a+ω̃b+4ω̃c)
(ω̃a+3ω̃c)(ω̃a+2ω̃b+3ω̃c)(ω̃a+5ω̃c)(ω̃a+2ω̃b+5ω̃c)

− xax2
bxc

(ω̃a+2ω̃b+ω̃c)(ω̃a+2ω̃b+3ω̃c)(ω̃a+2ω̃b+5ω̃c)

− xax5
c

(ω̃a+5ω̃c)(ω̃a+2ω̃b+5ω̃c)
− 10xax3

bx3
c

(ω̃a+2ω̃b+3ω̃c)(ω̃a+2ω̃b+5ω̃c)
− xax2

bx5
c

ω̃a+2ω̃b+5ω̃c

− 30xaxc(3ω̃2
a+6ω̃aω̃b+4ω̃2

b+18ω̃aω̃c+18ω̃bω̃c+23ω̃2
c)

(ω̃a+ω̃c)(ω̃a+2ω̃b+ω̃c)(ω̃a+3ω̃c)(ω̃a+2ω̃b+3ω̃c)(ω̃a+5ω̃c)(ω̃a+2ω̃b+5ω̃c)

]
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Table 3. Cont.

Expression for Di Coefficients

D8
8!

3!4!

[
− 6xax3

b
(ω̃a+3ω̃b)(ω̃a+3ω̃b+2ω̃c)(ω̃a+3ω̃b+4ω̃c)

− 36xaxbx2
c (ω̃a+2ω̃b+3ω̃c)

(ω̃a+ω̃b+2ω̃c)(ω̃a+3ω̃b+2ω̃c)(ω̃a+ω̃b+4ω̃c)(ω̃a+3ω̃b+4ω̃c)

− 3xaxbx4
c

(ω̃a+ω̃b+4ω̃c)(ω̃a+3ω̃b+4ω̃c)
− 6xax3

bx2
c

(ω̃a+3ω̃b+2ω̃c)(ω̃a+3ω̃b+4ω̃c)
− xax3

bx4
c

ω̃a+3ω̃b+4ω̃c

− 18xaxb(3ω̃2
a+13ω̃2

b+24ω̃bω̃c+8ω̃2
c+12ω̃a(ω̃b+ω̃c))

(ω̃a+ω̃b)(ω̃a+3ω̃b)(ω̃a+ω̃b+2ω̃c)(ω̃a+3ω̃b+2ω̃c)(ω̃a+ω̃b+4ω̃c)(ω̃a+3ω̃b+4ω̃c)

]

D9
8!

2!2!4!

[
9

64ω̃aω̃bω̃3
c
+ 3

32ω̃aω̃2
bω̃2

c
+ 3

32ω̃2
aω̃bω̃2

c
− 3

32ω̃aω̃b(ω̃a+ω̃b)ω̃
2
c
− 3

16ω̃aω̃bω̃2
c (ω̃a+ω̃c)

− 3
16ω̃aω̃bω̃2

c (ω̃b+ω̃c)
+ 3

16ω̃aω̃bω̃2
c (ω̃a+ω̃b+ω̃c)

+ 3
32ω̃aω̃bω̃2

c (ω̃a+2ω̃c)
+ 3

32ω̃aω̃bω̃2
c (ω̃b+2ω̃c)

− 3
32ω̃aω̃bω̃2

c (ω̃a+ω̃b+2ω̃c)
− 3x2

a
16ω̃aω̃bω̃2

c
− 3x2

a(3ω̃2
a+ω̃2

b+3ω̃bω̃c+2ω̃2
c+3ω̃a(ω̃b+2ω̃c))

8ω̃a(ω̃a+ω̃b)(ω̃a+ω̃c)(ω̃a+ω̃b+ω̃c)(ω̃a+2ω̃c)(ω̃a+ω̃b+2ω̃c)

− 3x2
b(ω̃2

a+3ω̃2
b+6ω̃bω̃c+2ω̃2

c+3ω̃a(ω̃b+ω̃c))
8ω̃b(ω̃a+ω̃b)(ω̃b+ω̃c)(ω̃a+ω̃b+ω̃c)(ω̃b+2ω̃c)(ω̃a+ω̃b+2ω̃c)

− 3x2
c

16ω̃aω̃bω̃2
c
+ 3x2

c
8ω̃aω̃b(ω̃b+ω̃c)(ω̃b+2ω̃c)

+ 3x2
c

8ω̃aω̃b(ω̃a+ω̃c)(ω̃a+2ω̃c)
− x4

c (ω̃a+ω̃b+4ω̃c)
16ω̃c(ω̃a+2ω̃c)(ω̃b+2ω̃c)(ω̃a+ω̃b+2ω̃c)

− 3x2
ax2

b
4(ω̃a+ω̃b)(ω̃a+ω̃b+ω̃c)(ω̃a+ω̃b+2ω̃c)

− x2
ax2

c (2ω̃a+ω̃b+3ω̃c)
4(ω̃a+ω̃c)(ω̃a+ω̃b+ω̃c)(ω̃a+2ω̃c)(ω̃a+ω̃b+2ω̃c)

− 3x2
bx2

c (ω̃a+2ω̃b+3ω̃c)

4(ω̃b+ω̃c)(ω̃a+ω̃b+ω̃c)(ω̃b+2ω̃c)(ω̃a+ω̃b+2ω̃c)

− x2
ax4

c
4(ω̃a+2ω̃c)(ω̃a+ω̃b+2ω̃c)

− x2
bx4

c
4(ω̃b+2ω̃c)(ω̃a+ω̃b+2ω̃c)

− 3x2
ax2

bx2
c

2(ω̃a+ω̃b+ω̃c)(ω̃a+ω̃b+2ω̃c)
− x2

ax2
bx4

c
2(ω̃a+ω̃b+2ω̃c)

]

D10
8!

2!3!3!

[
9xaxc

4ω̃bω̃c(ω̃a+2ω̃b+ω̃c)(3ω̃a+2ω̃b+ω̃c)
− 6xaxc

ω̃b(ω̃a+ω̃c)(3ω̃a+ω̃c)(ω̃a+3ω̃c)
− x3

ax2
bx3

c
3ω̃a+2ω̃b+3ω̃c

+ 9xaxc
4
√

2ω̃aω̃bω̃c(ω̃a+2ω̃b+3ω̃c)
+ 9xaxc

8ω̃aω̃bω̃c(3ω̃a+2ω̃b+3ω̃c)
− x3

axc
2ω̃b(ω̃a+ω̃c)(3ω̃c+ω̃c)

+ 3x3
axc

2ω̃b(3ω̃a+2ω̃b+ω̃c)(3ω̃a+2ω̃b+3ω̃c)
− 9xax2

bxc((3ω̃a+2ω̃b)
2+10ω̃aω̃c+4ω̃bω̃c+ω̃2

c)
4ω̃aω̃c(ω̃a+2ω̃b+ω̃c)(3ω̃a+2ω̃b+ω̃c)(3ω̃a+2ω̃b+3ω̃c)

− 3x3
c x2

bxc
(3ω̃a+2ω̃b+ω̃c)(3ω̃c+2ω̃b+3ω̃c)

− xax3
c

2ω̃b(ω̃a+ω̃c)(ω̃a+3ω̃c)
+

3xax2
bx3

c
2ω̃a(3ω̃a+2ω̃b+3ω̃c)

− 3xax3
c(ω̃a+3

√
2ω̃a+2ω̃b+2

√
2ω̃b+3ω̃c+3

√
2ω̃c)

4ω̃aω̃b(ω̃a+2ω̃b+3ω̃c)(3ω̃a+2ω̃b+3ω̃c)
− x3

c x3
c

3(ω̃a+ω̃c)(3ω̃a+2ω̃b+3ω̃c)

]

D11

8!
2!4!

[
6(−3(ω̃a+ω̃b)

2−6(ω̃a+ω̃b)ω̃c−4ω̃2
c−12(ω̃a+ω̃b+ω̃c)ω̃d−8ω̃2

d)xaxb
(ω̃a+ω̃b)(ω̃a+ω̃b+2ω̃c)(ω̃a+ω̃b+2ω̃d)(ω̃a+ω̃b+4ω̃d)(ω̃a+ω̃b+2ω̃c+4ω̃d)(ω̃a+ω̃b+2(ω̃c+ω̃d))

− 6xaxbx2
c

(ω̃a+ω̃b+2ω̃c)(ω̃a+ω̃b+2ω̃c+4ω̃d)(ω̃a+ω̃b+2(ω̃c+ω̃d))
− xaxbx4

d
(ω̃a+ω̃b+4ω̃d)(ω̃a+ω̃b+2ω̃c+4ω̃d)

− 12(ω̃a+ω̃b+ω̃c+3ω̃d)xaxbx2
d

(ω̃a+ω̃b+2ω̃d)(ω̃a+ω̃b+4ω̃d)(ω̃a+ω̃b+2ω̃c+4ω̃d)(ω̃a+ω̃b+2(ω̃c+ω̃d))
− xaxbx2

c x4
d

ω̃a+ω̃b+2ω̃c+4ω̃d

− 6xaxbx2
c x2

d
(ω̃a+ω̃b+2ω̃c+4ω̃d)(ω̃a+ω̃b+2(ω̃c+ω̃d))

]
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Table 3. Cont.

Expression for Di Coefficients

D12
8!

2!2!2!2!

[
1

32ω̃aω̃bω̃cω̃d
2 +

1
32ω̃aω̃bω̃2

c ω̃d
+ 1

32ω̃aω̃2
bω̃cω̃d

+ 1
32ω̃2

aω̃bω̃cω̃d
− 1

32ω̃aω̃b(ω̃a+ω̃b)ω̃cω̃d

− 1
32ω̃aω̃bω̃c(ω̃a+ω̃c)ω̃d

− 1
32ω̃dω̃bω̃c(ω̃b+ω̃c)ω̃d

+ 1
32ω̃aω̃bω̃c(ω̃a+ω̃b+ω̃c)ω̃d

− 1
32ω̃aω̃bω̃cω̃d(ω̃a+ω̃d)

− 1
32ω̃aω̃bω̃cω̃d(ω̃b+ω̃d)

+ 1
32ω̃aω̃bω̃cω̃d(ω̃a+ω̃b+ω̃d)

− 1
32ω̃aω̃bω̃cω̃d(ω̃c+ω̃d)

+ 1
32ω̃aω̃bω̃cω̃d(ω̃a+ω̃c+ω̃c)

+ 1
32ω̃aω̃bω̃cω̃d(ω̃b+ω̃c+ω̃c)

− 1
32ω̃aω̃bω̃cω̃d(ω̃a+ω̃b+ω̃c+ω̃d)

− x2
a

16ω̃aω̃bω̃cω̃d
+ x2

a
16ω̃b(ω̃a+ω̃b)ω̃cω̃d

+ x2
a

16ω̃bω̃c(ω̃a+ω̃c)ω̃d
− x2

a
16ω̃bω̃c(ω̃a+ω̃b+ω̃c)ω̃d

+ x2
a

16ω̃bω̃cω̃d(ω̃a+ω̃d)
− x2

a
16ω̃bω̃cω̃d(ω̃a+ω̃b+ω̃d)

− x2
a

16ω̃bω̃cω̃d(ω̃a+ω̃c+ω̃d)
+ x2

a
16ω̃bω̃cω̃d(ω̃a+ω̃b+ω̃c+ω̃d)

− x2
b

16ω̃aω̃bω̃cω̃d
+

x2
b

16ω̃a(ω̃a+ω̃b)ω̃cω̃d

+
x2

b
16ω̃aω̃c(ω̃b+ω̃c)ω̃d

− x2
b

16ω̃aω̃c(ω̃a+ω̃b+ω̃c)ω̃d
+

x2
b

16ω̃aω̃cω̃d(ω̃b+ω̃d)
− x2

b
16ω̃aω̃cω̃d(ω̃a+ω̃b+ω̃d)

− x2
b

16ω̃aω̃cω̃d(ω̃b+ω̃c+ω̃d)
+

x2
b

16ω̃aω̃cω̃d(ω̃a+ω̃b+ω̃c+ω̃d)
− x2

ax2
b

8(ω̃a+ω̃b)ω̃cω̃d
+

x2
ax2

b
8ω̃c(ω̃a+ω̃b+ω̃c)ω̃d

+
x2

ax2
b

8ω̃cω̃d(ω̃a+ω̃b+ω̃d)
− x2

ax2
b

8ω̃cω̃d(ω̃a+ω̃b+ω̃c+ω̃d)
− x2

c
16ω̃aω̃bω̃cω̃d

+ x2
c

16ω̃aω̃b(ω̃a+ω̃c)ω̃d

+ x2
c

16ω̃aω̃b(ω̃b+ω̃c)ω̃d
− x2

c
16ω̃aω̃b(ω̃a+ω̃b+ω̃c)ω̃d

+ x2
c

16ω̃aω̃bω̃d(ω̃c+ω̃d)
− x2

c
16ω̃aω̃bω̃d(ω̃a+ω̃c+ω̃d)

− x2
c

16ω̃aω̃bω̃d(ω̃b+ω̃c+ω̃d)
+ x2

c
16ω̃aω̃bω̃d(ω̃a+ω̃b+ω̃c+ω̃d)

− x2
ax2

c
8ω̃b(ω̃a+ω̃c)ω̃d

+ x2
ax2

c
8ω̃b(ω̃a+ω̃b+ω̃c)ω̃d

+ x2
ax2

c
8ω̃bω̃d(ω̃a+ω̃c+ω̃d)

− x2
ax2

c
8ω̃bω̃d(ω̃a+ω̃b+ω̃c+ω̃d)

− x2
bx2

c
8ω̃a(ω̃b+ω̃c)ω̃d

+
x2

bx2
c

8ω̃a(ω̃a+ω̃b+ω̃c)ω̃d

+
x2

bx2
c

8ω̃aω̃d(ω̃b+ω̃c+ω̃d)
− x2

bx2
c

8ω̃aω̃d(ω̃a+ω̃b+ω̃c+ω̃d)
− x2

ax2
bx2

c
4(ω̃a+ω̃b+ω̃c)ω̃d

+
x2

ax2
bx2

c
4ω̃d(ω̃a+ω̃b+ω̃c+ω̃d)

− x2
d

16ω̃aω̃bω̃cω̃d

+
x2

d
16ω̃aω̃bω̃c(ω̃a+ω̃d)

+
x2

d
16ω̃aω̃bω̃c(ω̃b+ω̃d)

− x2
d

16ω̃aω̃bω̃c(ω̃a+ω̃b+ω̃d)
+

x2
d

16ω̃aω̃bω̃c(ω̃c+ω̃d)

− x2
d

16ω̃aω̃bω̃c(ω̃a+ω̃c+ω̃d)
− x2

d
16ω̃aω̃bω̃c(ω̃b+ω̃c+ω̃d)

+
x2

d
16ω̃aω̃bω̃c(ω̃a+ω̃b+ω̃c+ω̃d)

− x2
ax2

d
8ω̃bω̃c(ω̃a+ω̃d)

+
x2

ax2
d

8ω̃bω̃c(ω̃a+ω̃b+ω̃d)
+

x2
ax2

d
8ω̃bω̃c(ω̃a+ω̃c+ω̃d)

− x2
ax2

d
8ω̃bω̃c(ω̃a+ω̃b+ω̃c+ω̃d)

− x2
bx2

d
8ω̃aω̃c(ω̃b+ω̃d)

+
x2

bx2
d

8ω̃aω̃c(ω̃a+ω̃b+ω̃d)

+
x2

bx2
d

8ω̃aω̃c(ω̃b+ω̃c+ω̃d)
− x2

bx2
d

8ω̃aω̃c(ω̃a+ω̃b+ω̃c+ω̃d)
− x2

ax2
bx2

d
4ω̃c(ω̃a+ω̃b+ω̃d)

+
x2

ax2
bx2

d
4ω̃c(ω̃a+ω̃b+ω̃c+ω̃d)

− x2
c x2

d
8ω̃aω̃b(ω̃c+ω̃d)

+
x2

c x2
d

8ω̃aω̃b(ω̃a+ω̃c+ω̃d)
+

x2
c x2

d
8ω̃aω̃b(ω̃b+ω̃c+ω̃d)

− x2
c x2

d
8ω̃aω̃b(ω̃a+ω̃b+ω̃c+ω̃d)

− x2
ax2

c x2
d

4ω̃b(ω̃c+ω̃c+ω̃d)

+
x2

ax2
c x2

d
4ω̃b(ω̃a+ω̃b+ω̃c+ω̃d)

− x2
bx2

c x2
d

4ω̃a(ω̃b+ω̃c+ω̃d)
+

x2
bx2

c x2
d

4ω̃a(ω̃a+ω̃b+ω̃c+ω̃d)
− x2

ax2
bx2

c x2
d

2(ω̃a+ω̃b+ω̃c+ω̃d)

]

D13
8!

2!2!3!

[
xaxd

8ω̃bω̃cω̃d(ω̃a+ω̃d)
+ 3xaxd

8ω̃bω̃cω̃d(ω̃a+2ω̃b+ω̃d)
+ 3xaxd

8ω̃bω̃cω̃d(ω̃a+2ω̃c+ω̃d)

− 3xaxd
8ω̃bω̃cω̃d(ω̃a+2(ω̃b+ω̃c)+ω̃d)

+ 3xaxd
8ω̃bω̃cω̃d(ω̃a+3ω̃d)

− 3xaxd
8ω̃bω̃cω̃d(ω̃a+2ω̃b+3ω̃d)

− 3xaxd
8ω̃bω̃cω̃d(ω̃a+2ω̃c+3ω̃d)

+ 3xaxd
8ω̃bω̃cω̃d(ω̃a+2(ω̃b+ω̃c)+3ω̃d)

− 6(ω̃a+2ω̃b+ω̃c+2ω̃d)ax2
bxd

(ω̃a+2ω̃b+ω̃d)(ω̃a+2(ω̃b+ω̃c)+ω̃d)(ω̃a+2ω̃b+3ω̃d)(ω̃a+2(ω̃b+ω̃c)+3ω̃d)

− 6(ω̃a+ω̃b+2(ω̃c+ω̃d))xax2
c xd

(ω̃a+2ω̃c+ω̃d)(ω̃a+2(ω̃b+ω̃c)+ω̃d)(ω̃a+2ω̃c+3ω̃d)(ω̃a+2(ω̃b+ω̃c)+3ω̃d)
− xax2

bx2
c x3

d
ω̃a+2(ω̃b+ω̃c)+3ω̃d

− 3xax2
bx2

c xd
(ω̃a+2(ω̃b+ω̃c)+ω̃d)(ω̃a+2(ω̃b+ω̃c)+3ω̃d)

− 2(ω̃d+ω̃b+ω̃c+3ω̃d)xax3
d

(ω̃d+3ω̃d)(ω̃a+2ω̃b+3ω̃d)(ω̃a+2ω̃c+3ω̃d)(ω̃a+2(ω̃b+ω̃c)+3ω̃d)

− xax2
bx3

d
(ω̃a+2ω̃b+3ω̃d)(ω̃a+2(ω̃b+ω̃c)+3ω̃d)

− xax2
c x3

d
(ω̃a+2ω̃c+3ω̃d)(ω̃a+2(ω̃b+ω̃c)+3ω̃d)

]

D14
8!
5!

[
− 30xaxbxcxd

(ω̃a+ω̃b+ω̃c+ω̃d)(ω̃a+ω̃b+ω̃c+3ω̃d)(ω̃a+ω̃b+ω̃c+5ω̃d)
− 10xaxbxcx3

d
(ω̃a+ω̃b+ω̃c+3ω̃d)(ω̃a+ω̃b+ω̃c+5ω̃d)

− xaxbxcx5
d

ω̃a+ω̃b+ω̃c+5ω̃d

]
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Table 3. Cont.

Expression for Di Coefficients

D15
8!

3!3!

[
− 18(ω̃a+ω̃b+2(ω̃c+ω̃d))xaxbxcxd

(ω̃a+ω̃b+ω̃c+ω̃d)(ω̃a+ω̃b+3ω̃c+ω̃d)(ω̃a+ω̃b+ω̃c+3ω̃d)(ω̃a+ω̃b+3(ω̃c+ω̃d))
− xaxbx3

c x3
d

ω̃a+ω̃b+3(ω̃c+ω̃d)

− 3xaxbx3
c xd

(ω̃a+ω̃b+3ω̃c+ω̃d)(ω̃a+ω̃b+3(ω̃c+ω̃d))
− 3xaxbxcx3

d
(ω̃a+ω̃b+ω̃c+3ω̃d)(ω̃a+ω̃b+3(ω̃c+ω̃d))

]

D16
8!

2!2!2!

[
− xaxb

8ω̃cω̃d(ω̃a+ω̃b+2(ω̃c+ω̃d))ω̃e
+ xaxb

8ω̃cω̃dω̃e(ω̃a+ω̃b+2ω̃e)
− xaxb

8ω̃cω̃dω̃e(ω̃a+ω̃b+2(ω̃c+ω̃e))

− xaxb
8ω̃cω̃dω̃e(ω̃a+ω̃b+2(ω̃d+ω̃e))

+ xaxb
8ω̃cω̃dω̃e(ω̃a+ω̃b+2(ω̃c+ω̃d+ω̃e))

− xaxbx2
c x2

dx2
e

ω̃a+ω̃b+2(ω̃c+ω̃d+ω̃e)

− 2xaxbx2
c (ω̃a+ω̃b+2ω̃c+ω̃d+ω̃e)

(ω̃a+ω̃b+2ω̃c)(ω̃a+ω̃b+2ω̃c+2ω̃d)(ω̃a+ω̃b+2ω̃c+2ω̃e)(ω̃a+ω̃b+2ω̃c+2ω̃d+2ω̃e)
+ xaxb

8ω̃c(ω̃a+ω̃b+2ω̃c)ω̃dω̃e

− 2xaxbx2
d(ω̃a+ω̃b+ω̃c+2ω̃d+ω̃e)

(ω̃a+ω̃b+2ω̃d)(ω̃a+ω̃b+2ω̃c+2ω̃d)(ω̃a+ω̃b+2ω̃d+2ω̃e)(ω̃a+ω̃b+2ω̃c+2ω̃d+2ω̃e)
+ xaxb

8ω̃cω̃d(ω̃a+ω̃b+2ω̃d)ω̃e

− 2xaxbx2
e (ω̃a+ω̃b+ω̃c+ω̃d+2ω̃e)

(ω̃a+ω̃b+2ω̃e)(ω̃a+ω̃b+2ω̃c+2ω̃e)(ω̃a+ω̃b+2ω̃d+2ω̃e)(ω̃a+ω̃b+2ω̃c+2ω̃d+2ω̃e)
− xaxb

8(ω̃a+ω̃b)ω̃cω̃dω̃e

− xaxbx2
c x2

d
(ω̃a+ω̃b+2ω̃c+2ω̃d)(ω̃a+ω̃b+2ω̃c+2ω̃d+2ω̃e)

− xaxbx2
dx2

e
(ω̃a+ω̃b+2ω̃d+2ω̃e)(ω̃a+ω̃b+2ω̃c+2ω̃d+2ω̃e)

− xaxbx2
c x2

e
(ω̃a+ω̃b+2ω̃c+2ω̃e)(ω̃a+ω̃b+2ω̃c+2ω̃d+2ω̃e)

]

D17
8!

2!3!

[
−6xaxbxcxe(ω̃a+ω̃b+ω̃c+ω̃d+2ω̃e)

(ω̃a+ω̃b+ω̃c+ω̃e)(ω̃a+ω̃b+ω̃c+2ω̃d+ω̃e)(ω̃a+ω̃b+ω̃c+3ω̃e)(ω̃a+ω̃b+ω̃c+2ω̃d+3ω̃e)

− 3xaxbxcx2
dxe

(ω̃a+ω̃b+ω̃c+2ω̃d+ω̃e)(ω̃a+ω̃b+ω̃c+2ω̃d+3ω̃e)
− xaxbxcx3

e
(ω̃a+ω̃b+ω̃c+3ω̃e)(ω̃a+ω̃b+ω̃c+2ω̃d+3ω̃e)

− xaxbxcx2
dx3

e
ω̃a+ω̃b+ω̃c+2ω̃d+3ω̃e

]

D18
8!
4!

[
− 6xaxbxcxd

(ω̃a+ω̃b+ω̃c+ω̃d)(ω̃a+ω̃b+ω̃c+ω̃d+2ω̃e)(ω̃a+ω̃b+ω̃c+ω̃d+4ω̃e)
− xaxbxcxdx4

e
ω̃a+ω̃b+ω̃c+ω̃d+4ω̃e

− 6xaxbxcxdx2
e

(ω̃a+ω̃b+ω̃c+ω̃d+2ω̃e)(ω̃a+ω̃b+ω̃c+ω̃d+4ω̃e)

]

D19
8!
3!

[
− 3xaxbxcxdxex f

(ω̃a+ω̃b+ω̃c+ω̃d+ω̃e+ω̃ f )(ω̃a+ω̃b+ω̃c+ω̃d+ω̃e+3ω̃ f )
−

xaxbxcxdxex3
f

ω̃a+ω̃b+ω̃c+ω̃d+ω̃e+3ω̃ f

]

D20
8!

2!2!

[
− 2(ω̃a+ω̃b+ω̃c+ω̃d+ω̃e+ω̃ f )xaxbxcxd

(ω̃a+ω̃b+ω̃c+ω̃d)(ω̃a+ω̃b+ω̃c+ω̃d+2ω̃e)(ω̃a+ω̃b+ω̃c+ω̃d+2ω̃ f )(ω̃a+ω̃b+ω̃c+ω̃d+2(ω̃e+ω̃ f ))

− xaxbxcxdx2
e

(ω̃a+ω̃b+ω̃c+ω̃d+2ω̃e)(ω̃a+ω̃b+ω̃c+ω̃d+2(ω̃e+ω̃ f ))
−

xaxbxcxdx2
f

(ω̃a+ω̃b+ω̃c+ω̃d+2ω̃ f )(ω̃a+ω̃b+ω̃c+ω̃d+2(ω̃e+ω̃ f ))

−
xaxbxcxdx2

e x2
f

(ω̃a+ω̃b+ω̃c+ω̃d+2(ω̃e+ω̃ f ))

]

D21
8!
2!

[
− xaxbxcxdxex f

(ω̃a+ω̃b+ω̃c+ω̃d+ω̃e+ω̃ f )(ω̃a+ω̃b+ω̃c+ω̃d+ω̃e+ω̃ f +2ω̃g)
− xaxbxcxdxex f x2

g
ω̃a+ω̃b+ω̃c+ω̃d+ω̃e+ω̃ f +2ω̃g

]

D22 − 8! xaxbxcxdxex f xgxh
ω̃a+ω̃b+ω̃c+ω̃d+ω̃e+ω̃ f +ω̃g+ω̃h
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Now, for finding the complexity, we represent the N oscillator wavefunction in the
following way:

ψs=0
0,0,···0(x̃0, · · · , x̃N−1) ≈ exp

[
−1

2
va As=1

ab vb

]
(59)

Once again, we have to choose a particular basis. Now, there are many choices for
bases, but we consider the choice of bases in the following way:

~v = {x̃0, · · · x̃N−1, x̃2
0, · · · , x̃2

N−1, · · · , x̃a x̃b, · · · , x̃3
0, · · · , x̃3

N−1, · · · , x̃a x̃b x̃c, · · · , x̃4
0, · · · , x̃4

N−1, · · · ,

x̃a x̃b x̃c x̃d, · · · , x̃2
a x̃2

b · · · , x̃5
0, · · · , x̃5

N−1, x̃6
0, · · · , x̃6

N−1, · · · , x̃a x̃b x̃c x̃d x̃e x̃ f , · · · , x̃3
a x̃3

b , · · · ,

x̃a x̃b x̃c x̃d x̃e x̃ f x̃g x̃h, · · · , x̃1/2
a x̃b x̃1/2

c , · · · } (60)

Here, a, b, c, d, e, f , g, and h are indices that can have any value in the range from 0 to
N − 1 and must not be equal to each other. In the last term in ~v, we mention a term that
can be used to kill off-diagonal entries just as we did for the two-oscillator case. There will
be many more terms like this on this basis. Expressing them explicitly is not necessary for
our current work, and so we have not mentioned them.

Now, we will represent the matrix A(s = 1) for N oscillators in a block diagonal
fashion. In this format, the matrix will look like this:

As=1
ab =

A1 0

0 A2

 (61)

where A1 and A2 are the so-called unambiguous and ambiguous blocks. Once we fix the
target or reference stats, the coefficients in the unambiguous blocks are fixed. However, this
is not the case for the ambiguous block, as it contains numerous parameters which are not
fixed beforehand.

In the unambiguous block A1, we have all of the coefficients of terms such as x2
a and

xaxb in Equation (54) multiplied by −2. On the other hand, the coefficients (multiplied by
−2) for terms such as

x2
a x2

b , x2
a x2

bx2
c , xaxbxcxd (62)

are there on the A2 block.
To compute the complexity, we choose a particular non-entangled reference state for

arbitrary N oscillators:

ψs=0(x1, x2, . . . ., xn) = N s=0 exp
[
−

N−1

∑
i=0

ω̃re f

2
(
x2

i + λ0
4x4

i + λ0
6x6

i + λ0
8x8

i

)]
(63)

which can be represented as follows: S

ψs=0(x̃1, x̃2, . . . ., x̃n) = N s=0 exp
[
− 1

2

(
va As=0

ab vb

)]
(64)

where the matrix As=0
ab can be written as in the normal mode basis:

As=0
ab =

ω̃re f IN×N 0

0 As=0
2

 (65)

Here, IN×N is the N dimensional unit matrix. We are assuming that all the natural
frequencies are (i.e., for all xi it is true that ω0 = ω̃re f ). However, As=0

2 cannot be represented
as easily as the first block because there are many undetermined parameters. Nevertheless,
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we can choose these parameters in such a way that the As=0
2 block becomes diagonal, just

as we did for the two-oscillator case.
The complexity functional depends on the particular cost function that we choose. For

the different cost functions mentioned in Equation (5), we find a different expression for
the complexity functional. However, we will work with the following cost function for the
rest of the paper:

Fκ(s) = ∑
I

pI |Y I |κ (66)

With respect to this particular choice for the cost function, the complexity functional
becomes

Cκ =
∫ 1

s=0
Fκ ds (67)

Here, we set all the pI variables to be one to put all directions in the circuit space on
equal footing. Now, if we choose the parameters of As=0

2 such that As=0 is diagonal, then
obviously, As=1 and As=0 will commute. If this is the case, then all Cκ can be written in a
single equation as mentioned in [18]:

Cκ = C(1)κ + C(2)κ

=
1
2κ

N−1

∑
i=0

∣∣∣ log
( λ

(1)
i

ω̃re f

)∣∣∣κ + C(2)κ

(68)

Here, λ
(1)
i represents the eigenvalues of the unambiguous block of the As=1 matrix and

C(1)κ and C(2)κ denote the contributions to the complexity functional for the unambiguous
and ambiguous blocks, respectively. From here on, we will use the C1 complexity functional.

Commenting on C(2)1 and the Ambiguous Block

Here, we comment on the difficulties and issues with defining the ambiguous block
A2, as has also been discussed in [18] for the φ4 interaction theory. One of the reasons for
calling the A2 matrix ambiguous is that there is a lot of arbitrariness in defining this block
of the matrix; that is, there are many possible choices for defining the coefficients of the
A2 block, such as some terms which can be defined in the diagonal entries as well as in
the off-diagonal entries and several higher-order cross terms, including x̃a x̃b x̃c x̃d x̃e x̃ f x̃g x̃h,
which can be defined in several forms. One possible solution to this is to try to define the A2
matrix with the most general entries in which the coefficients are placed among all possible
places in the A2 block so that the determinant of the matrix should be positive definite. For
the ambiguous block, the complexity C(2)1 can be defined with eigenvalues λ

(2)
j , and the

total complexity will be given by Equation (68). However, due to the great arbitrariness
or ambiguities in defining the A2 block, we cannot easily define the complexity C(2)1 . One

could think of using the renormalization approach to find the general form of C(2)1 , as was
performed in [18] for the φ4 interaction, but the theory in our case is non-renormalizable
beyond the φ4 term, so it is also not possible to use the standard renormalization procedure
for our case.

Here, we calculate the complexity of the unambiguous block, which is easy to analyze.
We use this expression to evaluate the complexity functional in the next section.

6. Numerical Evaluation of the Complexity Functional

Up to this point, we have always set the value of M = 1 in the two-oscillator Hamil-
tonian and N oscillator Hamiltonian. However, for a generic analysis and also for the
continuum limit, we need to put the M factor back in H. If we reinstate the factor of M in
the Hamiltonian, we obtain the following expression for the Hamiltonian:
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H =
1
M ∑

~n

{P(~n)2

2
+

1
2

M2
[
ω2X(~n)2 + Ω2 ∑

i
(X(~n)− X(~n− x̂i))

2 + 2
{

λ4X(~n)4 + λ6X(~n)6 + λ8X(~n)8}]} (69)

The overall factor in front of the Hamiltonian does not have any effect on the structure
of the eigenfunctions of this Hamiltonian. However, some of the factors need to be rescaled
in presence of the M factor, which are given below:

ω → ω

δ
Ω→ Ω

δ
λ4 →

λ4

δ2 λ6 →
λ6

δ2 λ8 →
λ8

δ2 ω̃re f →
ω̃re f

δ
λ0

4 →
λ0

4
δ

λ0
6 →

λ0
6

δ
λ0

8 →
λ0

8
δ

Here, we would like to mention again that M = 1
δ . Using these rescaled parame-

ters, we assume that the general form of the eigenvalues of A1 represent the N oscillator
Hamiltonian with first-order perturbative correction:

Λik = Λ4ik
+ λ6 fik

(
N, ω̃ip

)
+ λ8gik

(
N, ω̃ip

)
, N: Even

= Λ4ik
+ λ6 f ′ik

(
N, ω̃ip

)
+ λ8g′ik

(
N, ω̃ip

)
, N: Odd

(70)

where N denotes the number of lattice points in each spatial dimension and the ik indices
run from 0 to N − 1 for each dimension. Then, the d − 1 dimensional spatial volume
becomes Ld−1 = (Nδ)d−1.

Here, Λ4ik
is the contribution from the φ4 interaction, and f , g, f ′, and g′ denote the

additional contributions to the eigenvalues in the presence of φ6 and φ8 interaction. The
form of Λ4ik

, as mentioned in [18], is

Λ4ik
=

ω̃ik
δ

+
3λ4

2N

( 2
ω̃ik (ω̃ik + ω̃N−ik )

+
2

ω̃ik (ω̃ik + ω̃ N
2 −ik

)

)
, N: Even

=
ω̃ik
δ

+
3λ4

2N

( 2
ω̃ik (ω̃ik + ω̃N−ik )

)
, N: Odd

(71)

These additional terms f , g, f ′, and g′ cannot be calculated analytically. Therefore, we
resort to numerical methods to calculate these.

The work carried out in [18] had a proper analytical expression for the eigenvalues,
which made it easier to study the RG flows. However, when we consider higher-order
interactions such as φ6 and φ8, such analytic expressions for the RG flows and complexity
cannot be found. This makes it difficult for us to study the RG flows and MERA and is
beyond the scope of our model. Instead, we will focus only on complexity. The eigenvalues
we obtained were small corrections to the one obtained in [18], so the connection they made
will not be affected by the addition of higher interacting terms. Now, we will resort to
numerical methods in the next section.

Numerical Analysis of the Complexity Functional

We will calculate the complexity for the unambiguous block first for an increasing
number of oscillators. We have found the wavefunction for the Hamiltonian in Equation
(47). As we reinserted the M term, we will just update the complexity using the rescaled
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parameters mentioned in the previous subsection. We set the following relevant parameter
values:

λ4 = 0.5 λ6 = 0.2 λ8 = 0.001 ω0 = m = 4.0

Ω = 0.25 L = 200 ω̃re f = 1.6

where L is the length of the periodic chain. We chose N and δ so that Nδ = L was always
satisfied. We will use the C(1)1 functional for the unambiguous block.

Case I: Increasing the Interactions
In Figure 2, we have plotted numerically the behavior of the complexity of the unam-

biguous block as a function of N, which is the number of oscillators in d = 2 dimensions. In
Figure 2a, we have two complexities, where the points in blue represent the complexity of
the theory, which has no interaction term, and this complexity is due to the self-interaction
between pairs of oscillators. We also see the points in orange and light orange, which
represent the complexity of the theory with λ4φ4 interaction. We notice that there is a
bump initially in the graph for small N values, but in Figure 2a–c, we can observe that the
values of the complexity with the free theory and the complexity with interactions became
the same as we increased the value of N. We see that C(1)1 grew linearly with increasing

N values, and the contributions to C(1)1 due to even interaction terms became negligible,
while the behavior of the complexity for the unambiguous block would be same as if we
were dealing only with the free theory. In Figure 2d, we have plotted C(1)1 for N being an
odd number of oscillators for even interactions of λ4φ4 + λ6φ6 + λ8φ8, and we see that the
initial values of the complexity increased as we included higher-order terms in the theory,
but when we increased N, the contribution from these perturbative terms died out, and the
graph followed a φ2 linear pattern of C(1)1 .
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Figure 2. Plot: (a–c) represents the complexity C(1)1 (from the unambiguous block) vs. the number of

oscillators (N) for d = 2 dimensions with different interactions. In plot (d), complexity C(1)1 vs. an
odd number of oscillators (even resembling the same pattern) from all the interactions are placed
together in the same plot, showing the contribution from each interaction.

Case II: Increasing the Dimension
In Figure 3, we show six different plots. In the first two plots, the complexity for

the unambiguous block (up to φ4 interaction) is plotted with respect to the number of
oscillators in dimensions d = 3 and 4. Here, we notice that as we increased the dimensions,
the contribution to C(1)1 due to the interaction term increased, and we saw a similar pattern
as we included other higher-order even terms (i.e, the third and fourth graphs have
(λ4φ4 + λ6φ6) interactions, and the fifth and sixth graphs contain (λ4φ4 + λ6φ6 + λ8φ8)
interactions). However, in higher dimensions, the contributions of these interactions to the
complexity C(1)1 also became negligible when we increased the value of N, and the behavior
of this complexity became similar to the case where we had only the φ2 term and it grew
linearly.
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Figure 3. Plot of complexity C(1)1 vs. number of oscillators in d = 3 and d = 4, respectively, is shown
in (a–f) for (λ2 φ2 + λ4 φ4 + λ6 φ6 + λ8 φ8).

Case III: C(1)1 vs. ω0

In Figure 4 , we have plotted the variation in the complexity C(1)1 versus ω0 for
a particular value of oscillators N = 15, and we also show the variation in the same
plot for different dimensions (d = 2, 3, 4). As we increased the number of dimensions,
the complexity of the unambiguous block C(1)1 increased, and in a particular dimension,
the complexity value increased as we increased the number of interactions, which was
noticeable for low values of ω0. However, as we increased the value of ω0, the behavior
became similar to the free scalar theory.
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Figure 4. Plot of complexity C(1)1 vs. ω0 (a) for d = 2, (b) for d = 3, and (c) for d = 4.

Case IV: Fractional Change in C(1)
1

We define the fractional change in complexity C1 for a particular N value as

C1(N + 2)− C1(N)

C1(N)

Here, we have an increment of two in the definition because odd and even branches
of N can possibly show different behavior, as was the case for the complexity.

For small values of N, the even and odd complexities were different from each other.
This is directly related to the fact that one can distinguish the system with an even or odd
number of oscillators, but as we went for a large number of oscillators or in the continuum
limit, the distinction between the even and odd numbers of oscillators faded away. In
Figure 5, we have plotted the complexity of the unambiguous block, and we find that,
initially, the fractional change in complexity was large for small N values, but it decreased
continuously as we moved toward a large number of oscillators.
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Figure 5. The Plot of fractional change in complexity vs. number of oscillators.

7. Conclusions and Future Prospects

This work studied the circuit complexity for weakly interacting scalar field theory
with φ4, φ6, and φ8 Wilsonian operators coupled via λ4, λ6, and λ8 to a free scalar field
theory, respectively. The values of the coupling constants were chosen in the framework
of an EEFT such that the perturbation analysis was valid. The reference state was an
unentangled, nearly Gaussian state, and the target state was an entangled, nearly Gaussian
state which was calculated using a first-order perturbation theory. First, we worked
with the case of two oscillators, where the unitary evolution U, which took us from the
reference state to the target state, was parameterized using the AdS parameters. With
this, we calculated the line element and found the complexity functional by imposing the
appropriate boundary conditions. Then, we proceeded to the N oscillator case. Here, the
circuit complexity depended on the ratio of the eigenvalues of the target to the reference
states of the N oscillators. Since we could not observe any analytical expression of the
eigenvalues of the target state of the N oscillators, we resorted to numerical analysis. The
target matrix for N oscillators had a part where the bases could be uniquely determined
(unambiguous part) and another part where the bases could not be determined (ambiguous
part). The contribution to the total complexity came from the ambiguous as well as the
unambiguous parts. In our work, we focused mainly on the computation of the complexity
for the unambiguous part, denoted by the A2 matrix. The following are the results that we
observed:
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1. From our numerical analysis, the QCC with κ = 1 for the free field theory increased
linearly with the number of oscillators. As we included the higher even Wilsonian
terms, the growth of the complexity (contribution from the unambiguous part) was no
longer linear for a small number of oscillators. For the large N limit, the contribution
to the complexity from the interacting part vanished, and the linearity was restored.

2. From the graph of complexity vs. ω0, we see that upon fixing the dimensions and the
number of oscillators, the complexity from the unambiguous part increased with an
increasing value for ω0.

3. Another pattern inferred from our analysis is that as the dimension increases, the con-

tribution to C(1)1 due to the interaction term increases for a fixed number of oscillators.
We observed this pattern using degenerate frequencies for higher dimensions. One
would expect a similar pattern, even if the frequencies were non-degenerate.

In [18], the eigenvalues had a proper analytical expression, which makes it easier to
study RG flows. On the other hand, after adding higher-order corrections, there is no
analytical expression of the eigenvalues. This makes it very challenging to study the RG
and MERA connection. The eigenvalues we obtained were small corrections to the one
obtained in [18], so the connection they made would not be affected by the addition of
higher interacting terms. In upcoming works, we will address this issue.

In our analysis, we used κ = 1 in our complexity functional Cκ , but there are other
different and useful kinds of measures that one can explore to gain new insights into circuit
complexity.

Our approach to computing complexity is based on Nielsen’s geometric approach,
which suffers from ambiguity in choosing the elementary quantum gates and states. Recent
works have attempted to develop a new notion of complexity that is independent of these
choices. As for our future goals, we have in mind the following:

• We can calculate the circuit complexity for odd Wilsonian terms in the effective theory,
such as φ3, φ4, and φ7. We can further generalize the study by adding both even and
odd interaction terms together.

• We can study the behavior of circuit complexity in a similar theory when there is a
quantum quench in the interaction and mass. We have already performed this for a φ4

interacting theory [119].
• We can further analyze circuit complexity in fermionic field theories and gauge theories.
• We can explore this problem in the context of the Krylov complexity [95,103,120],

which is currently a melting pot in this research area.
• We can compare the Krylov complexity and circuit complexity for such theories to

know which is a better measure of information for such cases.
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Appendix A. Interacting Part of the Hamiltonian in a Fourier Basis

The interacting part in the N oscillator Hamiltonian is

H′ =
N−1

∑
a=0

λ4x4
a + λ6x6

a + λ8x8
a = H′

φ4 + H′φ6 + H′φ8 (A1)

Now, we apply the discrete Fourier transform as in Equation (48) to find the φ4

interaction:

H′
φ4 =

N−1

∑
a=0

λ4

N2

N−1

∑
k′ ,k1,k2,k3=0

exp
[

i
2πa
N

(k′ + k1 + k2 + k3)

]
x̃k′ x̃k1 x̃k2 x̃k3 (A2)

We apply the sum over index a and use the relation

N−1

∑
a=0

exp
[
− i
(2πa(k− k′)

N

)]
= Nδk,k′ (A3)

to obtain

H′
φ4 =

λ4

N

N−1

∑
k′ ,k1,k2,k3=0

δk′+k1+k2+k3,0 x̃k′ x̃k1 x̃k2 x̃k3 (A4)

Now, the Kronecker delta will reduce one of the indices, such as k′ to −k1 − k2 − k3.
Now, k′ only runs from [0, N − 1], whereas −k1 − k2 − k3 has possible values in the range
[−3N, 0]. To obtain a valid index value for k′, we use the relation x̃k+N = x̃k and write
k′ = N − k1 − k2 − k3 modN. This will return a valid index value for k′. Then, we have

H′
φ4 =

λ4

N

N−1

∑
k1,k2,k3=0

x̃α x̃k1 x̃k2 x̃k3 (A5)

Using similar arguments, we can find H′
φ6 and H′

φ8 .

Appendix B. C2 in Terms of the Ratio of the Target and Reference Matrix Eigenvalues

We claimed in Equation (46) that C2 can be expressed in terms of the ratio of eigenval-
ues of the target and reference matrix (i.e., A(s = 1) and A(s = 0), respectively). This was
due to the nature of the unitary operator U and the diagonal block structure of A(s = 1)
and A(s = 0).

To prove this, let us look at the complexity functional in Equation (44). The parameters
in the 2× 2 blocks on the U matrix have AdS parametrization, and they appear in 2[dyi(1)2 +

https://www.youtube.com/playlist?list=PLzW8AJcryManrTsG-4U4z9ip1J1dWoNgd
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dρi(1)2] in C2, where i = 1, 3, 5, 7, 9. We can find these values for yi(1) and ρi(1) from the
boundary conditions we obtained in Equation (42). These values can be represented by the
eigenvalues of A(s = 0) and A(s = 1) in the following way:

yi =
1
4

log
[

λ1λ2

Ω1Ω2

]
ρi =

1
2

cosh−1
[

λ1 + λ2

2
√

λ1λ2

] (A6)

Here, λ1 and λ2 are the eigenvalues of the 2× 2 block in the A(s = 1) matrix corre-
sponding to the block in U, whereas Ω1 and Ω2 are diagonal elements of the similar block
2× 2 in A(s = 0). We can use the relation

cosh−1(x) = ln(x +
√

x2 − 1) (A7)

to find the following for ρi:

ρi =
1
4

ln
[

λ2

λ1

]
(A8)

Then, our desired part in C2 will be

2(yi(1)2 + ρi(1))2 = 2

[
ln
[

λ1

Ω1

]2
+ ln

[
λ2

Ω2

]2
]

(A9)

Now, i = 2, 4, 6, 8, and we have a different scenario. These are the lone diagonal
parameters in the U matrix and have boundary conditions such as

yi =
1
2

ln
[

λT
ΩR

]
(A10)

Here, λT and ΩR denote the particular diagonal elements in A(s = 0) and A(s = 1),
respectively, corresponding to the parameter yi here. With these parameter values in
hand, we can find from the complexity functional in Equation (44) the expression for
Equation (46).
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Abstract

Social networks have enabled user-specific advertisements
and recommendations on their platforms, which puts a sig-
nificant focus on Influence Maximisation (IM) for target ad-
vertising and related tasks. The aim is to identify nodes in
the network which can maximize the spread of informa-
tion through a diffusion cascade. We propose a community
structures-based approach that employs K-Shell algorithm
with community structures to generate a score for the con-
nections between seed nodes and communities. Further, our
approach employs entropy within communities to ensure the
proper spread of information within the communities. We val-
idate our approach on four publicly available networks and
show its superiority to four state-of-the-art approaches while
still being relatively efficient.

Introduction
Online Social Networks are platforms for people to pub-
licize their ideas and products. This approach, called Vi-
ral Marketing, raises the problem of Influence Maximisa-
tion (IM), which requires selecting k seed nodes to max-
imize the information spread in the network. Several ap-
proaches have been proposed for IM in recent years, based
on local, semi-local, and global structures. Global structure-
based approaches are efficient due to their consideration of
whole network. They find out core nodes with maximum
connectivity to the remaining network. However, in real-
world situations, where number of seed nodes is very small,
influence gets restricted to only a few sub-groups (or com-
munities) in the network containing the selected core seed
nodes. To overcome this, we instead consider community
bridge nodes as influential seed nodes due to their connec-
tions to a larger number of communities, leading to simul-
taneous information propagation to these communities. We
propose CKS centrality measure, which incorporates com-
munity structures and K-shell Decomposition to identify in-
fluential spreaders in a network. We define three novel mea-
sures: Community K-Shells, Community K-Shell Entropy,
and CKS-Score, which qualitatively and quantitatively eval-
uate connections of a node to various communities.

*These authors contributed equally.

Proposed Methodology
Obtaining Community K-Shell (CKS): Community K-
Shell concept incorporates knowledge of information flow in
a network. Obtaining CKSs comprises the following steps:
identifying community structures using Louvain’s algorithm
(Blondel et al. 2008); isolating communities by remov-
ing connections between different communities; and pass-
ing isolated communities through K-Shell algorithm (Kitsak
et al. 2010) to obtain K-Shell scores particular to the com-
munity of each node (i.e., Community K-shell score). The
higher the Community K-shell score of a node, the closer it
is to the core of the given community.

Computing K-Shell Entropy (KSE): KSE evaluates
connectivity of a node to different regions of a community.
We formulate KSE for a node v corresponding to each com-
munity c as follows:

KSEv,c = −
∑shellsc

s=1
Ks ∗ ηv,s

ηv
∗ log( ηv,sηv

) (1)

ηv=
∑shellsc

s′=1
ηv,s′ (2)

where, ηv,s is number of connections of node v with shell s
for a given community, shellsc represents the unique CKS
in community c, and Ks represents K value of given shell.

Influence of an activated node lasts only till 2-3 hops.
Thus, for maximum influence over a given community,
connectivity of a node to the community should be well-
distributed across all its regions, which also reduces the
chances of overlapping influence in a community. This
requires a higher KSE score. Equation 1 represents the
entropy submission over shells of the respective community
weighted by the K-Value of the respective shell.

CKS-Score: CKS-Score evaluates the overall connectiv-
ity of a node to all adjacent communities to which it is con-
nected. It is defined as:

CKS−Score(v) =
∑comm

c=1
NNc ∗ KSEv,c ∗ ηv (3)

where, ηv is number of connections of node v with the re-
spective community as shown in Equation 2, KSEv,c rep-
resents K-Shell Entropy for node v and community c, and
NNc represents number of nodes in community c. We com-
pute CKS-Score for each node by considering its KSE val-
ues corresponding to each community weighted by the com-
munity’s size. This ensures a higher score for community
bridge nodes connected to the most significant communities.
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Figure 1: Results of our experiments on datasets (a) Twitch, (b) soc-Hamsterster (c) p2p-Gnutella04 (d) email-univ. (1) FIS
after IC model simulation with activation probability 0.5. (2) FIS-v-p after IC model simulation with initial spreaders fraction
0.2. (3) ASPL among initial selected seed nodes vs spreaders fraction.

Dataset CKS ENC GLR BC CC
Twitch 28.97 0.176 37.72 533.63 159.07

soc-Hamsterster 49.21 0.04 3.44 40.12 11.84
p2p-Gnutella04 83.21 0.19 54.41 1205.83 352.65

email-univ 0.83 0.01 0.71 10.09 1593.18

Table 1: Execution time for CKS and other approaches.

Experimental Results and Discussion
We evaluated CKS on four metrics: Final Infected Scale
(FIS), Average Shortest Path Length (ASPL), Final infected
scale vs Activation Probability (FIS-v-p), and Execution
Time. We compared CKS with BC (Freeman 1977), CC
(Okamoto, Chen, and Li 2008), ENC (Bae and Kim 2014),
and GLR (Salavati, Abdollahpouri, and Manbari 2018) on
four real-world datasets1: Twitch, soc-Hamsterster, p2p-
Gnutella04, and email-univ. We simulated each model 100
times using Independent Cascade (Goldenberg, Libai, and
Muller 2001). Infection probability was set to 0.1. Table 1
and Figure 1 show our findings. We observed:

CKS consistently outperformed other core nodes-based
approaches on FIS, ASPL, and FIS-v-p, while being rea-
sonably efficient. This confirms our hypothesis that bridge
nodes are more influential core nodes.

1https://networkrepository.com , https://snap.stanford.edu/snap

CKS showed a higher inter-spreader distance than com-
peting approaches, while also having a higher infection rate,
leading to much lesser overlap between the influence of
spreaders (or rich club effect).
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Abstract – In recent years, the penetration of renewable energy sources (RES) in microgrids and distribution system feeders has 
increased manifold. Moreover, the advancement of power electronics-based devices in the distribution system has significantly 
increased the number of sensitive loads. Variations in the voltage under intermittent RES create functional problems with sensitive 
loads, necessitating voltage regulators (VR) installation. In this paper, two custom power devices: dynamic voltage restorer (DVR) and 
static synchronous compensator (STATCOM), used for voltage regulation in a microgrid, are investigated under different operating 
conditions. The efficacy of DVR and STATCOM for voltage regulation in an 11-node radial microgrid with high penetration of RES 
is simulated under a MATLAB Simulink environment. Furthermore, the simulated microgrid voltage profile results are analyzed to 
evaluate the efficacy of both voltage regulators.

Keywords: RES, intermittency, CPL, microgrid, voltage regulation, DVR, STATCOM

1.	 INTRODUCTION

A microgrid is a local energy grid with a group of con-
nected energy sources and loads that usually operate in 
synchronization with the conventional grid but can also 
operate independently in the event of any anomaly. Var-
ious renewable energy sources (RES) can be connected 
to the microgrid such as solar panels, wind turbines, etc. 
With the advancement of technology, the diminishing 
supply of conventional power sources and many envi-
ronmental and socio-economic factors have raised RES 
penetration in the microgrid [1-4]. Increased renewable 
energy in the microgrid provides numerous benefits, 
like increased local power availability, low-cost, clean 
energy, increased reliability and resilience, reduced grid 
congestion and peak loads, etc. However, the intermit-
tent nature of RES creates power fluctuations and large 
variations in the voltage profile. As a result of the un-
predictable nature of these RES, the microgrid operator 
is unable to schedule the load, posing a risk to the en-
tire system. Furthermore, the widespread use of power 
electronics-based devices in residential and commercial 
loads has significantly increased the number of sensitive 
loads. Power and voltage variations due to high penetra-
tion of RES may result in the maloperation of these sensi-

tive loads, damage to equipment, and cascading faults. 
These challenges deteriorate the power quality of the 
microgrids which causes instability and monetary losses 
for both the microgrid and the consumer. [5]. 

The variability of demands and intermittency of re-
newable sources necessitates the methods to deal with 
variation in the voltage of the microgrid. Mitigation of 
the negative effects of intermittent RES is achieved by 
adopting different methods for regulating the voltage 
of the microgrid. The static synchronous compensator 
(STATCOM) and the dynamic voltage restorer (DVR) are 
two custom power devices that are generally installed 
in the distribution system to regulate voltage profile [8-
10]. DVR regulates the voltage at the point of common 
coupling (PCC) by supplying/absorbing the voltage 
in series with the PCC voltage and is connected to the 
feeder through an injection transformer [5] [9-12]. On 
the other hand, STATCOM is connected in shunt with 
the feeder, thereby allowing the supply or absorption of 
current from the feeder, with an effect on the voltage as 
well [10] [13].

The efficacy of DVR and STATCOM for voltage regula-
tion in microgrids with significant RES penetration is in-
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vestigated in this paper by simulating an 11-node grid-
connected radial microgrid in the MATLAB/Simulink en-
vironment. Findings of the simulation are then used to 
draw a microgrid voltage profile from the grid mains to 
the last node in the presence of the STATCOM and DVR, 
one by one, and their efficacy is assessed. 

Section 2 describes the block diagram of the consid-
ered system, and Section 3 discusses the block diagram 
and phasor diagram of both voltage regulators DVR and 
STATCOM. Further Section 4 includes MATLAB Simulink 
and performance evaluations of both STATCOM and 
DVR.

Fig. 1. Single line diagram of system under consideration

2.	 SYSTEM CONFIGURATION

The system under consideration is shown in Fig. 1. 
Considered a system an 11-node grid connected ra-
dial microgrid. The voltage source/grid is assumed to 
be a reference node (n1). RES sources (IRESi

 ) and loads 
ZLi

 are connected alternatively throughout the radial 
microgrid (where ‘i’ is the node number with respect 
to the reference node). All the RESs are connected on 
odd nodes (n3 , n5, n7, n9 and n11) and all the loads are 
connected on even nodes (n2 , n4 , n6 , n8 and n10) with 
respect to the reference node (n0). In the considered 
system RESs are connected to the microgrid as a cur-
rent source feeding the microgrid through a current-
controlled voltage source converter (VSC). Loads con-
nected to the microgrid are of two types: constant 
impedance load (CIL) and constant power load (CPL). 
CILs are connected at node 2, node 4, and node 8. Gen-
eralized expression for the impedance ZLi

 of the CIL is 
given as:

(1)

Where Vni
 (rated) is rated voltage at the node and PLi 

+QLi
 is rated power of the load (power consumed by the 

load at rated voltage). 

CPLs are connected at node 6 and node 10. The 
impedance of CPL is dynamic in nature, it shows 
a negative impedance characteristic, and power 
drawn (PCPLi

) remains constant irrespective of the 
instantaneous voltage (Vni

) at its terminal. CPL changes 
load current according to the voltage level so that it can 
draw a constant power from the microgrid. Generalized 
expression for the dynamic impedance of the CPL is 
given as [14-15]:

(2)

For ease of study, certain assumptions are made 
which are as follows:

•	 RES and loads are placed alternatively on the mi-
crogrid with uniform distancing. 

•	 Microgrid is part of distribution feeder with R/X 
ratio ≈ 8 such that feeder impedance is 0.642 + 
0.0833 Ω/km [16]. 

•	 Length of each section is 0.5 km.

3.	 OPERATING PRINCIPLE OF DVR AND STATCOM

3.1 OPERATING PRINCIPLE OF DVR

DVR is a custom power device connected in series 
with the feeder as seen in Fig. 2(a). DVR generally com-
prises of injection transformer, ripple filter, VSC and DC 
link. The DC voltage on the DC link is converted to AC by 
VSC as required for voltage regulation. A further ripple 
filter is used to filter the AC voltage generated from VSC 
before the injection transformer injects it into the line.

Fig. 2.(a) Block diagram for voltage regulation by DVR
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The injection transformer is a low leakage impedance 
transformer that connects the DVR to the feeder in se-
ries. On the DC side of the VSC, a capacitor is typically 
present to maintain the DC link voltage. To increase the 
range of regulation of DVR, batteries can also be placed 
on the DC side. The phasor diagram for the DVR voltage 
regulation is shown in Fig. 2(b). From the phasor dia-
gram, it can be observed that the net voltage at the ter-
minal of DVR is equal to the phasor sum of the previous 
terminal voltage and DVR injected/absorbed voltage.

Fig. 2.(b) Phasor diagram of DVR for voltage 
regulation

Synchronous reference frame theory is used to con-
trol the gating pulses of VSC in DVR, which are subse-
quently used for controlling the injection of requisite 
voltage from the DVR [9]. Fig. 2(c) shows the block dia-
gram of the control scheme. 

The difference between the measured voltage, from 
the terminals of DVR, and the rated voltage is passed 
through the proportional-integral (PI) controller for 
generating the DVR reference (injection/absorption) 
voltage. Usually, the voltage regulation is done with the 
reactive component of voltage, which means that the 
DVR reference voltage is generally the quadrature-axis 
(q-axis) component (Vq). Nevertheless, if the voltage re-
quired to regulate the terminal voltage exceeds the limit 
of the DVR’s reactive capacity, then Vq is reduced with 
a simultaneous increase of Vd, to regulate the terminal 
voltage of the DVR.  Subsequently, reverse park transfor-
mation is performed on the reference Vd and Vq through 
dq to abc transformation. The gating pulses of VSC are 
generated by passing the resultant abc reference signal 
through the pulse width modulator (PWM) block. These 
gating pulses are further used to control the ON/OFF dif-
ferent switches of VSC, for requisite voltage injection, to 
regulate the voltage at the DVR terminal.

Fig. 2. (c) Block diagram of control of STATCOM

3.2	 OPERATING PRINCIPLE OF STATCOM

Another custom power device investigated in the pa-
per is STATCOM, which is in shunt with the feeder, as 
illustrated in Fig. 3(a). The VSC converts DC to AC, and 
after passing through the ripple filter, the output cur-
rent from the VSC is sent to the microgrid. In the design 
shown in Fig. 3(a), it is connected in parallel to the load 
connected at nodes 6 and 10. Fig. 3(b) shows a phasor 
diagram for its voltage regulation.

The synchronous reference frame theory is also used 
to control the VSC of STATCOM. Fig. 3(c) depicts the 
control approach for generating the gating pulses for 
the VSC of STATCOM. The controller senses the volt-

age at its terminal, and then the difference between 
the sensed voltage and the reference voltage is passed 
through the PI controller, generating the q-axis compo-
nent of the current (Iq). As shown in the block diagram, 
when the STATCOM approaches its reactive power limit, 
the q-axis component is reduced, and the d-axis com-
ponent (Id) is increased, as done in the case of DVR. To 
generate the reference STATCOM current (ISTATCOMref ), the 
reference values of Id and Iq are transformed into refer-
ence abc signal through reverse PARKs transformation. 
Furthermore, the gating pulses for VSC switches are 
generated by passing STATCOM reference (ISTATCOMref ) 
current and actual (ISTATCOM) current through a hysteresis 
current controller.
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Fig. 3.(a) Block diagram for voltage regulation by 
STATCOM

Fig. 3.(b) Phasor diagram of STATCOM for voltage 
regulation

Fig. 4.(a) MATLAB/Simulink diagram for considered 
radial microgrid

Fig. 4.(b) MATLAB/Simulink diagram for DVR

Fig. 4.(c) MATLAB/Simulink diagram for STATCOM

4.	 PERFORMANCE EVALUATION OF DVR AND 
STATCOM

Simulations in the MATLAB/Simulink environment 
are done to investigate the efficacy of DVR and STAT-
COM in the considered 11 nodes radial microgrid. 
MATLAB simulation diagram of the microgrid with RES 
and voltage regulator is shown in Fig. 4(a). The volt-
age regulator can be either DVR or STATCOM and are 
connected at node 6 and node 10 and the expanded 
figures are shown in Fig. 4(b) and Fig. 4(c) for DVR and 

Parameters Values

Source/Grid Voltage 11 kV, 50 Hz

Feeder impedance 0.642 + j 0.083 Ω/km, Length of 
each section = 0.5 km

RES rating 0.75 MW for each unit of RES

CPL rating 1 MW for each CPL load

Constant Impedance load (CIL) 0.5 MVA each load, R = 193 Ω,  
L = 462 mH

DVR 0.5 MVA for each unit.

STATCOM 0.5 MVA for each unit.

Table 1. Parameters used for simulation of the 
considered system

Both the STATCOM and the DVR are assigned the 
same rating to evaluate their regulation proficiency. 
The effect of voltage control is reported for different 
levels of RES penetration: (i) RES penetration is high 
with perturbing loads (IRES = 60 A). (ii) RES penetration is 
low with perturbing loads (IRES = 25 A).

(i) High penetration of RES

In this case, high penetration of RES is considered, as 
each RES is generating maximum power as per its rat-
ing. In this scenario, the RES current IRES = 60 A (peak), 
resulting in each unit contributing 0.75 MW of power to 
the microgrid. The voltage profile is used to assess the 
responsiveness of DVR and STATCOM for voltage regu-
lation in this scenario for several loading conditions. All 
the graphs, for each condition, show the voltage profile 
of the microgrid with considered loading conditions for:

STATCOM respectively. Parameters considered for the 
simulation of the above-mentioned configuration are 
listed in Table 1. 
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i.	 without any RES and voltage regulator connect-
ed to it. 

ii.	 with RES and without any voltage regulator con-
nected to it.

iii.	 with RES and DVR as the voltage regulator. 

iv.	 with RES and STATCOM as voltage regulators so 
that the regulation is accomplished by real cur-
rent injection. 

v.	 with RES and STATCOM as voltage regulators so 
that the regulation is accomplished by reactive 
current injection.

a.	 High penetration of RES  
and rated loading condition:

The voltage profile of the microgrid with high pene-
tration of RES at rated loading conditions, with each CIL 
drawing 0.5 MVA and each CPL drawing 1 MW power, is 
shown in Fig. 5(a). The voltage profile reveals that both 
the STATCOM and the DVR can regulate the voltage at 
their point of common coupling (PCC), i.e., at node 6 
and node 10. DVR can regulate voltage with reactive 
power injection (VqDVR), whereas STATCOM (IdSTATCOM) can 
do the same with real power injection. Furthermore, 
Fig. 5(a) depicts the STATCOM's (IqSTATCOM) voltage pro-
file while it is regulating through reactive power, yet 
the voltage does not reach the rated value even at the 
point of common coupling, but the profile is improved 
slightly.

Fig. 5.(a) Voltage profile of microgrid with high RES 
penetration and rated loading condition

b.	 High penetration of RES 
and light loading condition:

The voltage profile of the microgrid with high pen-
etration of RES and light loading conditions, i.e., 20% of 
the rated value, can be seen in Fig. 5(b). In this instance, 
the DVR improves the overall voltage profile of the mi-
crogrid by regulating the voltage at its two connecting 
points by absorbing a voltage that is a combination of 
both real and reactive power. However, since the range 

required in this instance is relatively large, the STAT-
COM appears to be inadequate in regulating the volt-
age using either real or reactive current transactions. 

Fig. 5.(b) Voltage profile of microgrid with high RES 
penetration and light loading condition

c.	 High penetration of RES 
and heavy loading conditions:

Figure 5(c) depicts the voltage profile of a microgrid 
with high-RES penetration and heavy loading condi-
tions of about 150% of the rated value. The voltage pro-
file of the microgrid is enhanced with higher injection 
from RES because the loads are quite high.

Fig. 5.(c) Voltage profile of microgrid with high RES 
penetration and heavy loading condition

As a result, both DVR and STATCOM improve the volt-
age profile even further. 

(ii)	 Low penetration of RES  
	 and normal loading condition:

Injection from all the RES is reduced to 40% of the 
maximum value (given in the preceding scenario), with 
IRES = 20 A (rms), and each unit now supplies 0.30 MW of 
power to the microgrid.
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a.	 Low penetration of RES 
and normal loading condition:

Figure 5(d) depicts the voltage profile of the mi-
crogrid under low RES penetration and rated load con-
ditions. In this scenario, the DVR utilizes reactive volt-
age injection to regulate the voltage at its terminals, 
but the STATCOM employs real current injection. 

Fig. 5.(d) Voltage profile of microgrid with low RES 
penetration and rated loading condition

b.	 Low penetration of RES 
and light loading condition:

Figure 5(e) depicts the voltage profile of the microgrid 
at low RES penetration and light loading conditions, i.e. 
20% of the rated value. As soon as the RES starts sup-
plying power to the microgrid, the voltage profile im-
proves. The voltage profile is further improved by both 
DVR and STATCOM.

Fig. 5.(e) Voltage profile of microgrid with low RES 
penetration and light loading condition

c.	 Low penetration of RES 
and heavy loading condition:

Figure 5(f ) depicts the voltage profile of the microgrid 
at low RES penetration and heavy loading conditions, 

i.e. 150% of the rated value. Because the voltage varia-
tion is large in this scenario, the DVR requires both real 
and reactive power to perform, but it regulates the 
voltage, whereas the STATCOM is unable to do so even 
with both the real and reactive current injection.

5.	 CONCLUSION

The efficacy of DVR and STATCOM has been investi-
gated and presented in this paper for improving the 
voltage profile of the 11-node radial microgrid with in-
termittent RES source in the MATLAB simulation envi-
ronment. The PI controller and synchronous reference 
frame theory are used to control STATCOM and DVR. 
Voltage profiles obtained from the simulations demon-
strate the comparison of the efficacy of DVR and STAT-
COM for voltage regulation in the microgrid. Under 
significant voltage variations, STATCOM can regulate 
the voltage only with real power support (through bat-
tery), while DVR allows voltage regulation with reactive 
power unless the voltage variations are extremely high. 
Utilization of STATCOM as a voltage regulator signifi-
cantly increases the cost of the system as battery cost 
is also added to the system. In conclusion, the STAT-
COM is appropriate for voltage regulation if the range 
of compensation required is small, but as the range of 
compensation required widens, the DVR appears to be 
a superior solution. 
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Abstract—Accurately locating the fault distance helps in the
rapid restoration of the isolated line back into the system.
This paper proposes a novel time-domain-based algorithm to
determine accurate fault location in high voltage direct current
(DC) systems with hybrid DC transmission corridors i.e., a
combination of underground cables (UGC) and overhead lines
(OHL). The work gives a fault location method for a 2-segment
and 3-segment hybrid transmission corridor (HTC) and then
generalizes the analysis for an n-segment HTC. The algorithm
offers flexibility to locate faults ranging from the homogeneous
transmission line to n-segment HTC. The algorithm uses a
simplified unit resistance-inductance (R-L) representation of
transmission lines along with time-domain based measure-
ments i.e., terminal voltage, current and voltage across current
limiting reactors (CLRs). Power Systems Computer Aided De-
sign/Electromagnetic Transients including DC (PSCAD/EMTDC)
based simulations are used to validate robust performance
against variation of key implementation parameters like type of
faults, fault resistance, fault location, sampling frequency, and
white Gaussian noise (WGN) in measurement. Further, the fault
location calculation is analyzed under parameter variation i.e.,
change in the true value of unit resistance and unit inductance
of line or cable and the true value of DC link capacitance.

Index Terms—Power system protection, fault location, CIGRE
benchmark, HVDC transmission systems, power system fault
diagnosis, transient analysis, power system measurements.

I. INTRODUCTION

H IGH Voltage Direct Current (HVDC) transmission has
found its application for long transmission lines over

its HVAC counterpart [1]-[6]. The reason is its simple
controllability, the capability to transmit more amount of
active power due to the absence of reactive current in DC,
fewer conversion stages; better scalability, and very low
harmonics because of modular multilevel converter (MMC)
technology for HVDC systems [7]-[9]. Additionally, multi-
terminal HVDC configuration ensures system reliability
with continuous operation of power transfer even under
DC faults. However, since there are numerous bus termi-
nals finding different paths (with different impedances) to
contribute to the fault current, the fault current is relatively
higher compared to the conventional point-to-point HVDC
system, which has a contribution from only two terminals.
Moreover, the combination of overhead lines (OHL) and
underground cables (UGC) is used as a segmented HVDC
transmission system when two networks separated by water

Vaibhav Nougain and Sukumar Mishra are with the Department of Elec-
trical Engineering, Indian Institute of Technology, Delhi, New Delhi, 110016
India. e-mail: (nougainvaibhav@gmail.com, sukumariitdelhi@gmail.com).

need to be connected [10]. Underground cables are also
utilized to connect offshore wind farms to the existing
grid through overhead lines [11]. In general, hybrid DC
transmission systems are often used to transmit electricity
across water bodies, such as rivers, lakes, and seas where
underground, underwater, or submarine cables are used
[10], [14]. As the converter stations may not be always
located close to the shore of the water body, a combination
of OHL and UGC is used as the transmission mediums [14].
A few practical examples of HVDC systems with multiple
types of transmission mediums are the Kii Channel HVDC
System [32], Anan-Kihoku HVDC System [33], Hokkaido-
Honshu HVDC Link [34] of Japan, and the Basslink HVDC
interconnector system [35] of Australia. The lengths of the
cable sections vary widely, from 44 km in the Hokkaido-
Honshu scheme to slightly under 200 km in the Basslink
scheme. The lengths of the overhead line sections could
vary from 10 km to more than 100 km [14]. This calls for
a secure and rapid protection scheme for such segmented
multi-terminal HVDC systems.
Identifying and locating DC faults are two challenges on the
protection front for such HVDC configurations. Identifying
the fault helps in the isolation of the faulty line and
accurately locating the DC fault ensures rapid restoration
of the isolated faulty line into the transmission system.
Considering fault location using travelling-wave-based
methods, the authors in [12] use single-ended and double-
ended buffered voltage signal frames around the fault-
detection time, segmented via an optimization process.
The method is fairly accurate for high impedance faults
(HIFs) and white Gaussian noise (WGN) in measurement.
The authors in [13] propose a fault section identification
method based on energy relative entropy. The difference
between the forward and backward current traveling wave
is represented by the S-transform energy relative entropy.
However, the application of the methods in [12]-[13] is lim-
ited to homogeneous transmission corridors only. Consid-
ering fault location of hybrid transmission corridor (HTC)
as the objective, the literature covers a few travelling-
wave-based methods [11], [14]. The authors in [14] use
the double-terminal method to accurately detect the surge
arrival time. The method is limited to a fault resistance of
100Ω and requires a high sampling frequency. The authors
in [11] use the continuous wavelet transform applied to a
series of line current measurements. The method addresses
the problem of [14]. However, multiple distributed current
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sensors increase the cost of implementation of the fault
location method. Additionally, the insensitivity of travelling-
wave-based methods towards high impedance faults (HIFs)
and the requirement of high sampling frequency are some
general indispensable problems with travelling-wave based
methods.
Another way of locating fault is by using a time-domain-
based method [15]-[18]. Time-domain methods have been
conventionally used in the fault analysis of converter-based
alternating current (AC) systems [16]. For a homogeneous
DC transmission corridor, authors in [17]-[18] use simplified
unit resistance-inductance (R-L) representation of trans-
mission lines to model overhead lines (OHL) along with
time-domain-based current and voltage measurements. The
methods in [17]-[18] are fairly accurate even for high fault
resistances and low sampling frequency, overcoming the
inherent problem of travelling-wave-based methods. How-
ever, the methods have mathematical limitations and their
application is limited to homogeneous DC transmission
corridors. This is a result of considering singular respective
values of R-L parameters to represent the cable or line.
Since, the analysis does not consider the possibility of a
segmented corridor, the methods are suited for homoge-
neous transmission corridors only. The problem of fault
location for segmented HTC has not been studied using
time-domain-based methods in the literature so far. Such
methods can accurately locate HIFs as well using low
sampling rate.
The idea of the proposed novel work is to explore the appli-
cation of the time-domain-based fault location method for
segmented HTC i.e., the combination of UGC and OHL.
Terminal voltage and current measurements and voltage
across current limiting reactors (CLRs) are used with a
simplified R-L model representation for transmission lines
to propose the fault location algorithm for segmented
multi-terminal transmission corridors. The method can be
applied to homogeneous transmission corridors as well.
The attributes of the proposed fault location algorithm are
as follows:

• Unlike existing time-domain-based double terminal
methods [17]-[18], the method is flexible for systems
with either homogeneous or non-homogeneous com-
bination of cables and lines for transmission.

• Unlike travelling wave-based double-terminal methods
[11], [14], the proposed work requires a sampling
frequency as low as 5 kHz and is fairly accurate for
high resistance faults.

• The proposed method can precisely indicate which
segment of the faulty HTC is subjected to a fault. The
proposed fault location method is also generalized for
an n-segment HTC for wider application.

• The method is robust to variation of key parameters
like type of faults, fault resistance, fault location, and
white Gaussian noise in the measurement.

The grounding capacitance for OHL is within 0.01-
0.02µF/km while that for UGC is within 0.5µF/km [22].
The equivalent DC link capacitor for an HVDC system

is around 103-104 µF [18]. Hence, the fault contribution
from the grounding capacitance of cables and lines can be
ignored [18] for a length up to 200km (keeping a margin of
10-100 times considering the current contribution of UGC
grounding capacitance in comparison to DC capacitance
contribution). This means that a simplified R-L representa-
tion can be used for fairly accurate fault location for both
UGC and OHL with a length up to 200km. Another intuitive
problem with the time-domain-based method for hybrid
transmission corridors is joint resistance between segments
of UGC and OHL. The value of joint resistance as reported
in [19]-[20] is in order of 10-103µΩ whereas resistance
for OHL and UGC is in the order of 102-103mΩ/km (see
Table II). As a result of which, neglecting joint resistance
in the analysis does not affect the accuracy of the fault
location method. Additionally, the fault location accuracy,
in general, is not sensitive to resistance as discussed in
Section IV(E). The rest of the proposed work is organized
as follows. Section II introduces the test system. Section
III gives the proposed algorithm for a 2-segment, 3-segment
and n-segment HTC. Section IV gives the validation of the
proposed fault location algorithm. Section V concludes the
work.

Bus 1

MMC4

MMC3

MMC1

Overhead Line 1 Underground Cable

Overhead Line 2 Optical Fibre Current Limiting reactor

Measurements & processing 

Bus 2

Bus 3

Bus 4

HTC 1

HTC 3

HTC 4

HTC 5

Fig. 1: Four-terminal MMC-HVDC system with HTC

II. TEST SYSTEM CONFIGURATION

International Council on Large Electric Systems (CIGRE)
4-bus multi-terminal benchmark grid [21] is considered for
the MMC-HVDC configuration with HTCs [14]-[15] as the
test system (shown in Fig. 1). Current limiting reactors are
used to limit the rate of rising current in case of a fault
contingency in the system. A bipolar line configuration
with a frequency-dependent transmission model (FDTL) for
OHL and UGC is implemented using Power Systems Com-
puter Aided Design/Electromagnetic Transients including
DC (PSCAD/EMTDC). HTC n in Fig. 1 is defined as nth

hybrid transmission corridor. The test system considers four
2-segment and one 3-segment HTCs. The parameters for
the test system are shown in Table II. Fig. 1 shows the four-
terminal MMC-HVDC system with a DC voltage of ±200kV.
MMC at bus 1 operates with the control objective of DC
voltage control and constant reactive power control. MMCs
at buses 2-4 operate with constant active and reactive power
control [25]-[27]. Considering the typical parameters of

This article has been accepted for publication in IEEE Transactions on Instrumentation and Measurement. This is the author's version which has not been fully edited and 

content may change prior to final publication. Citation information: DOI 10.1109/TIM.2022.3227610

© 2022 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission.

See https://www.ieee.org/publications/rights/index.html for more information.
Authorized licensed use limited to: DELHI TECHNICAL UNIV. Downloaded on December 26,2022 at 04:17:32 UTC from IEEE Xplore.  Restrictions apply. 



3

TABLE I: HVDC Fault location methods in literature

Fault Location Methods Method Type Applicable to Heterogeneous Line? Merits Limitation

[12] Travelling-wave No accurate for high impedance faults (HIFs) requirement of high sampling rate

[13] Travelling-wave No accurately distinguish between external and internal faults high sampling rate required, sensitive to parameter variation

[14] Travelling-wave Yes simple and accurate location for heterogeneous lines application limited to 100Ω, high sampling rate required

[11] Travelling-wave Yes applicable to HIFs up to 500Ω high sampling rate required with multiple distributed current sensors

[17] Time-domain No applicable to HIFs with requirement of low sampling rate sensitive to parameter variation

[18] Time-domain No simple & accurate for HIFs as well with requirement of low sampling rate sensitive to parameter variation

[Proposed method] Time-domain Yes applicable to heterogeneous lines as well with HIFs using low sampling rate sensitive to parameter variation

multi-terminal MMC-HVDC systems, the fault interruption
needs to be within 3-5ms of fault inception [23]-[26], [29]-
[31]. The control algorithm of the MMC-HVDC system
typically has a time constant higher than several ms. This
means that by the time, the control algorithm identifies the
presence of high current due to the fault, the protection
algorithm must have already identified and isolated the
fault. Therefore, the control system has minimal interaction
with the rapid DC fault transients [6], [23]-[26], [29]-[31].
Once the fault is identified, the proposed location method
calculates the accurate position of the fault using the data
of the initial 2ms of fault inception. The process of fault
location is completed before the isolation of the faulty seg-
ment. As a result of which, the proposed location method
is online in nature and it meets the stringent requirement
of protection in DC i.e., fault isolation within 3-5ms of fault
inception. Therefore, the other component of the protection
system which is fault identification is independent of the
process of fault location.
For the initial fault period up to 3ms, Fig. 2 can be used to
analyze the faulty section for a much larger system shown
in Fig. 1. This period sees fault current contribution from
the discharging DC capacitance of MMC. Due to CLRs, the
current contribution from other terminals is low. This is a
result of the equivalent faulty path having high inductance
which makes the rise of current sluggish.

III. PROPOSED FAULT LOCATION ALGORITHM

The proposed fault location method is initially analysed
for a smaller 2-segment HTC, then it is explained for a 3-
segment and n-segment HTC. A secure and robust fault
identification scheme [22]-[23] is a prerequisite for the
application of the proposed fault location method. The
method is elaborated for pole-to-pole (PTP) fault and briefly
discussed for pole-to-ground (PTG) fault. The algorithm
uses communication-based double terminal measurements
which nearly negates the effect of fault impedance in
the analysis. This means that the fault location accuracy
remains intact for high resistance faults. The proposed
method can also precisely indicate which segment of the
faulty HTC is subjected to a fault.

A. Fault Location for a 2-segment HTC

Fig. 2 shows equivalent circuit of faulty section with
possibility of a fault at either segment 1 or segment 2. Here
v1(t) and v2(t) are the terminal DC bus voltage, i1(t) and
i2(t) are the current through CLRs at each terminal while
vdc1(t) and vdc2(t) are voltage after CLRs, Lm1 and Lm2. v f (t)

Lm1 

Lm1 

Lm2 

ro ,lo r1 ,l1v1p(t)

vdc1(t) v2(t)vdc2(t)vf(t)
i1(t)+i2(t)

xo

Do D1

i1(t)

(a)

Rg1 Rg2

v1n(t)

Lm1 

Lm1 

Lm2 

ro ,lo r1 ,l1

vdc1(t) vdc2(t)vf(t)

i1(t)+i2(t)

x1

Do D1

i1(t)

(b)

x’1

Rg1v1(t) Rg2 v2(t)

Fig. 2: Equivalent circuit of faulty section for a PTP fault at (a)
segment 1, (b) segment 2

is defined as voltage across the fault resistance whereas
d is defined as the fault location [30]. Using simplified
R-L representation, ro is the resistance per unit length
whereas lo is the inductance per unit length of segment
1. Similarly, r1 is the resistance per unit length whereas l1

is the inductance per unit length of segment 2. The method
takes each segment with different values of R-L which gives
flexibility to locate fault for any type of n segment non-
homogeneous combination of OHL and UGC. As shown in
Fig. 2, D0 & D1 are the total lengths of segment 1 & 2
respectively. If the fault occurs at segment 1, fault distance
is defined as x0. Similarly, if the fault occurs at segment 2,
fault distance is defined as x

′
1=x1+Do . A rolling mean filter

[21] is used to filter high frequency components caused by
distributed capacitance and white gaussian noise (WGN)
in measurements of voltage and current. Further, another
rolling mean filter having a moving window of 20 sample
steps [16] is used to obtain a conclusive range of calculated
location. Applying Kirchhoff’s Voltage Law (KVL) to Fig. 2(a)
for a PTP fault at segments 1, (1), and (2) are obtained.

2ro xo i1(t )+2lo xo
di1(t )

d t
+ v f (t ) = vdc1 (t ) (1)

2
[
ro (Do −xo )+ r1D1

]
i2(t )+2

[
lo (Do −xo )+ l1D1

] di2(t )

d t
+v f (t ) = vdc2

(t )
(2)
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The current derivative terms can be obtained using the
drop in voltage across the CLR avoiding additional WGN
due to differential calculations. These terms are di1(t )

d t =
v1(t )−vdc1 (t )

2Lm1
= u1(t )

2Lm1
; di2(t )

d t = v2(t )−vdc2 (t )
2Lm2

= u2(t )
2Lm2

. Subtracting (1)
and (2) negates the dependence of fault location on fault
resistance. Further, substituting (3) and (4) and rearranging
give x0 as;

xo =
[
vdc1

(t )− vdc2
(t )

]+2(ro Do + r1D1)i2(t )+ lo Do+l1D1
Lm2

u2(t )

2ro
[
i1(t )+ i2(t )

]+ lo u1(t )
Lm1

+ lo u2(t )
Lm2

(3)

For a positive-pole to ground (P-PTG) fault, the expres-
sion for x0 is given as (4).

xo =

[
vdc1p

(t )− vdc2p
(t )

]+ 1∑
j=0

r j D j i2p (t )+ [
Rg 2i2p (t )−Rg 1i1p (t )

]+
1∑

j=0
l j D j

Lm2
u2p (t )

ro
[
i1p (t )+ i2p (t )

]+ lo u1p (t )

Lm1
+ lo u2p (t )

Lm2

(4)

Here vdc1p (t), vdc2p (t) are the positive pole voltages after
CLRs, i1p (t), i2p (t) are the positive pole currents and u1p (t),
u2p (t) are positive pole voltages across CLRs. Rg 1 and Rg 2

are the grounding resistances of respective terminal. The
rest of the fault location algorithm is elaborated considering
a PTP fault. Applying Kirchhoff’s Voltage Law (KVL) to Fig.
2(b) for a PTP fault at segment 2, (5) and (6) are obtained.[
2ro Do +2r1x1

]
i1(t )+ [

2lo Do +2l1x1
] di1(t )

d t
+ v f (t ) = vdc1

(t ) (5)

2r1(D1 −x1)i2(t )+2l1(D1 −x1)
di2(t )

d t
+ v f (t ) = vdc2 (t ) (6)

Subtracting (5) and (6) along with substitution of current
derivative terms give x1 as;

x1 =
[
vdc1

(t )− vdc2
(t )

]+2(ro Do + r1D1)i2(t )+ lo Do+l1D1
Lm2

u2(t )

2r1
[
i1(t )+ i2(t )

]+ l1u1(t )
Lm1

+ l1u2(t )
Lm2

−
2ro Do

[
i1(t )+ i2(t )

]+ lo Do
Lm1

[
u1(t )+u2(t )

]
2r1

[
i1(t )+ i2(t )

]+ l1u1(t )
Lm1

+ l1u2(t )
Lm2

(7)

where the calculated fault distance from terminal is de-
fined as x

′
1 = x1 +Do . The condition to identify the faulty

segment and subsequently, the distance from fault terminal
is defined as;

d =
{

xo , ∀x ≤ Do : x ∈ {
x
′
1, x0

}
x
′
1, ∀x > Do : x ∈ {

x
′
1, x0

} (8)

To precisely know which segment of HTC is subjected to a
fault, condition given in (8) is used. If the fault is at segment
1, both x0 & x

′
1 are lesser than total length of segment 1,

D0. Similarly, if the fault is at segment 2, both x0 & x
′
1

are greater than total length of segment 1, D0 but lesser
than total length of segment 1 & segment 2, (D0+D1). If
the transmission line is homogeneous, i.e., D1=0, the fault
location (d) is defined as (9). This means that the proposed
location method is applicable to DC systems with any type
of transmission corridor.

d =
[
vdc1

(t )− vdc2
(t )

]+2ro Do i2(t )+ lo Do
Lm2

u2(t )

2ro
[
i1(t )+ i2(t )

]+ lo u1(t )
Lm1

+ lo u2(t )
Lm2

(9)

B. Fault location for a 3-segment and n-segment HTC

1) 3-segment HTC: For a 3-segment HTC, there are 3
possibilities of a fault occurrence, i.e., either at segment
1, segment 2 or segment 3. If the fault occurs at segment 1,
applying KVL and rearranging the calculated fault distance,
x0 gives (10).

xo =

[
vdc1

(t )− vdc2
(t )

]+2i2(t )
2∑

j=0
r j D j +

2∑
j=0

l j D j

Lm2
u2(t )

2ro
[
i1(t )+ i2(t )

]+ lo u1(t )
Lm1

+ lo u2(t )
Lm2

(10)

If the fault occurs at segment 2, the calculated fault distance
at segment 2 gives x1, which is defined as (11).

x1 =

[
vdc1

(t )− vdc2
(t )

]+2i2(t )
2∑

j=0
r j D j +

2∑
j=0

l j D j

Lm2
u2(t )

2r1
[
i1(t )+ i2(t )

]+ l1u1(t )
Lm1

+ l1u2(t )
Lm2

−
2ro Do

[
i1(t )+ i2(t )

]+ lo Do
Lm1

[
u1(t )+u2(t )

]
2r1

[
i1(t )+ i2(t )

]+ l1u1(t )
Lm1

+ l1u2(t )
Lm2

(11)

where the total calculated fault distance from terminal is
defined as x

′
1 = x1 +Do . Similarly, if the fault is at segment

3, the calculated fault distance at segment 3 is defined as
(12).

x2 =

[
vdc1

(t )− vdc2
(t )

]+2i2(t )
2∑

j=0
r j D j +

2∑
j=0

l j D j

Lm2
u2(t )

2r2
[
i1(t )+ i2(t )

]+ l2u1(t )
Lm1

+ l2u2(t )
Lm2

−
2

1∑
j=0

r j D j
[
i1(t )+ i2(t )

]+
1∑

j=0
l j D j

Lm1

[
u1(t )+u2(t )

]
2r2

[
i1(t )+ i2(t )

]+ l2u1(t )
Lm1

+ l2u2(t )
Lm2

(12)

where the calculated fault distance from terminal is defined
as x

′
2 = x2+Do+D1. A similar condition as (8) can be used to

identify the faulty segment and distance from fault terminal.

Lm1 

Lm1 

ro ,lo r1 ,l1
v1(t) vdc1(t) vf(t)

i1(t)+i2(t)

xn

Do D1

i1(t) Lm2 

Lm2 

v2(t)vdc2(t)

rn ,ln

Dn

x’n i2(t)

Fig. 3: Equivalent circuit upon inception of a fault contingency
in segment n

2) n-segment HTC: Generalising the idea of fault location
in segmented hybrid transmission corridor, the calculated
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fault location at segment n is defined as;

xn =

[
vdc1

(t )− vdc2
(t )

]+2i2(t )
n−1∑
j=0

r j D j +
n−1∑
j=0

l j D j

Lm2
u2(t )

2rn
[
i1(t )+ i2(t )

]+ ln u1(t )
Lm1

+ ln u2(t )
Lm2

−
2

n−2∑
j=0

r j D j
[
i1(t )+ i2(t )

]+
n−2∑
j=0

l j D j

Lm1

[
u1(t )+u2(t )

]
2rn

[
i1(t )+ i2(t )

]+ ln u1(t )
Lm1

+ ln u2(t )
Lm2

(13)

where the calculated fault distance from terminal is defined

as x
′
n = xn +

n−1∑
j=0

D j . The condition to identify the faulty

segment and subsequently, the distance from fault terminal
is defined as;

d =



xo , ∀x ≤ Do : x ∈ {
xo , x

′
1, . . . x

′
n

}
x
′
1, ∀Do < x ≤ Do +D1 : x ∈ {

xo , x
′
1, . . . , x

′
n

}
...

x
′
n , ∀

n−1∑
j=0

D j < x ≤
n∑

j=0
D j : x ∈ {

xo , x
′
1, . . . , x

′
n

} (14)

Fig. 4 shows the flowchart for the fault location algorithm.
The focus of the work is to locate the fault accurately
where DC fault identification is a pre-requisite [22]-[23].
For the purpose of fault identification, initially rolling mean
values of voltages are extracted for robustness against
WGN in measurements [22]. The line-mode and zero-mode
voltages are evaluated using local voltage measurements.
As discussed in [16], PTG faults are classified on the basis
of polarities of line and zero mode voltages (u12_L & u12_0)
whereas PTP fault is classified using line mode voltage
(u12_L). The static mode voltage threshold, Uset =100kV is
used as the fault identification threshold for the system.
For a PTP fault, u12_L violates Uset and u12_0 ≈ 0. For a P-PTG
fault, both u12_L & u12_0 violate Uset . On similar lines, for a
N-PTG fault, u12_L violates Uset whereas u12_0 violates -Uset .
Once line-mode and zero-mode voltage variation identify
the type of fault and the faulty segment [22]-[23], [28],
terminal current and voltage measurements of the faulty
terminals are processed to calculate the fault location. A
rolling mean filter with a moving window of 20 samples
is used to get a rather conclusive range of fault locations.
Using (14), the accurate fault location is calculated as seen
in Fig. 4.

IV. RESULTS AND VALIDATION

The test system shown in Fig. 1 is implemented us-
ing PSCAD/EMTDC-based electromagnetic transient sim-
ulations. A sampling frequency, fs of 50 kHz is used for
conclusive plots. However, a sampling frequency of 5 kHz
is rather enough for satisfactory accuracy as shown in
section V(D). The detailed models of OHL and UGC are
considered in PSCAD/EMTDC. The parameters for the test
system are given in Table II. The validation starts with fault
identification and eventually the location of the fault in
the system shown in Fig. 1. The algorithm is further tested
under different fault resistances and fault locations with
different sampling frequencies and white Gaussian noise

Start

Calculate x

x ∈ {x0, x1', x2'……, xn’}

0≤ x ≤D0 D0< x ≤D1 j=0

n-1

j=0

n

Yes

No

No No

Yes Yes Yes
Fault is in Segment 1

d=x0 
Fault is in Segment 2

d=x1' 

Fault is in Segment n

d=xn' 

Process ia(t), ib(t), ua(t), ub(t), vdca(t) and 

vdcb(t) of faulty terminals a and b.

DC Fault 

Identification?

Σ Dj< x ≤ Σ Dj

Fig. 4: Layout of the proposed Fault Location Algorithm

(WGN) in measurement. Finally, the effect of parameter
variation on the proposed algorithm is discussed which
shows the variation of accuracy with the variation of the
true value of parameters i.e., unit resistance, unit induc-
tance, and DC link capacitance.

TABLE II: Parameters for test system in PSCAD/EMTDC

DC Voltage (kV) ±200
Number of Sub-modules (SM) 200

Smoothing Reactor (mH) 150
Parameters of MMC1-MMC4 RM MC 1

/
LM MC 1

/
CM MC 1 : 192.4mΩ

/
60mH

/
300µF

RM MC 2

/
LM MC 2

/
CM MC 2 : 243.2mΩ

/
77.3mH

/
375µF

RM MC 3

/
LM MC 3

/
CM MC 3 : 684.8mΩ

/
96mH

/
240µF

RM MC 4

/
LM MC 4

/
CM MC 4: 371.2mΩ

/
72mH

/
450µF

Line length (km) HTC 1: OHL: 150, UGC: 50
HTC 2: OHL1: 50, UGC: 60, OHL2: 90

HTC 3: UGC: 50, OHL: 150
HTC 4: UGC: 100, OHL: 100
HTC 5: OHL: 80, UGC: 120

Parameters of OHL Resistance [Ω/km]: 0.132
Inductance [mH/km]: 0.201
Capacitance [µF/km]: 0.011

Parameters of UGC Resistance [Ω/km]: 0.098
Inductance [mH/km]: 0.074
Capacitance [µF/km]: 0.272

A. Validation for fault identification and fault location

Fault identification uses line & zero mode voltages to
detect and classify a fault in the system. Once the fault
is identified, the algorithm locates the fault using the data
for initial 2ms from fault inception. The process of fault
location is completed before the isolation of the faulty seg-
ment. As a result of which, the proposed location method is
online in nature. This section shows the variation of faulty
terminal voltages (both positive and negative pole) along
with the mode voltage variation for different types of faults
i.e., PTP, P-PTG & N-PTG. The validation includes faults at
both the segments of HTC 4 as shown in Fig. 5. Further, the
corresponding calculated fault location variation is analyzed
in Fig. 6. Xn in Fig. 6 shows the calculated location whereas
xn shows the variation of Xn with a rolling mean filter
having a moving window of 20 sample steps [22], [29].
Throughout the analysis, xn is used to represent the filtered
value of the calculated location, Xn . A moving window
of greater than 20 sample steps can also be used for
practical application of the proposed method. However, the
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Fig. 5: Variation of bus voltages and mode voltages for (a)-(d) PTP fault, (e)-(h) P-PTG fault, (i)-(l) N-PTG fault at both segments of HTC 4.
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Fig. 6: Calculated fault location for faults at (a) d=25km (segment 1), (b)
d=175km (segment 2), (c) d=50km (segment 1), (d) d=150km (segment 2).

fault location accuracy is improved marginally with further
increase in moving window.

1) PTP fault: A PTP fault occurs at d=25km at segment 1
of HTC 4 with fault resistance, R f =5Ω. Fig. 5(a) shows both
positive (vdc1p & vdc2p ) and negative pole (vdc1n & vdc2n )

voltages after CLRs of bus 1 & 2. Along with it, the terminal
voltages of bus 1 & 2 (v1 & v2) are also shown. Even though
these parameters are not directly used to identify the fault,
they are shown to give a better idea of their variation upon
a fault inception. As shown in Fig. 5(a), drop in terminal
voltages (v1 & v2) is sluggish due to DC capacitance whereas
the respective pole voltages after CLR (vdc1p , vdc2p , vdc1n

& vdc2n ) drop almost instantaneously. Fig. 5(b) shows the
line (u12_L & u21_L) & zero mode voltages (u12_0 & u21_0)
for faulty terminal 1 & 2. These mode voltages are used
to identify the occurrence of a fault in the system. Line-
mode voltages (u12_L & u21_L) violate the fault identification
threshold, Uset for a PTP fault at segment 1. Similarly, fault
identification for a PTP fault at d=175km at segment 2 of
HTC 4 with fault resistance, R f =5Ω is validated using Fig.
5(c)-(d). Once the fault is identified in lesser than 1ms, the
fault location algorithm calculates X0 & X

′
1, x0 & x

′
1 (rolling

mean of X0 & X
′
1 ). For a PTP fault at segment 1 (d=25km),

Fig. 6(a) shows x0≈25.02km and x
′
1≈25.04km. The window

considered to evaluate the rolling mean is 1-2ms from
fault inception. This is a result of fault location transients
taking around 1ms to die down. Similarly, for a PTP fault
at segment 2 (d=175km), Fig. 6(b) shows x0≈175.06km and
x
′
1≈175km considering the rolling mean between 1.501-

1.502ms.

2) P-PTG faults: A P-PTG fault occurs at d=50km at
segment 1 of HTC 4 with fault resistance, R f =20Ω. Fig. 5(e)
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shows large positive pole voltage variation. Fig. 5(f) shows
both line & zero mode voltage violating Uset . Similarly, fault
identification for a P-PTG fault at d=150km at segment
2 of HTC 4 with fault resistance, R f =20Ω is validated
using Fig. 5(g)-(h). Once the fault is identified for a P-
PTG fault at segment 1 (d=50km), Fig. 6(c) shows x0≈50km
and x

′
1≈50.02km. Similarly, for a P-PTG fault at segment 2

(d=150km), Fig. 6(d) shows x0≈150.03km and x
′
1≈150km.

3) N-PTG fault: A N-PTG fault occurs at d=50km at
segment 1 of HTC 4 with fault resistance, R f =25Ω. Fig. 5(i)
shows large negative pole voltage variation. Fig. 5(j) shows
both line & zero mode voltage violating Uset . However, the
zero mode voltage violation is in the negative side. Similarly,
fault identification for a N-PTG fault at d=150km at segment
2 of HTC 4 with fault resistance, R f =25Ω is validated using
Fig. 5(k)-(l). Once the fault is identified for a N-PTG fault
at segment 1 (d=50km), x0≈50km and x

′
1≈50.02km similar

to as shown in Fig. 6(c). For a N-PTG fault at segment
2 (d=150km), x0≈150.04km and x

′
1≈150km similar to as

shown in Fig. 6(d).
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Fig. 7: Calculated fault location for faults at (a) d=5km (segment 1), (b)
d=45km (segment 1), (c) d=75km (segment 2), (d) d=105km (segment 2),
(e) d=125km (segment 3), (f) d=175km (segment 3).

B. Validation for fault location in a 3 segment HTC

a) Segment 1: For the system shown in Fig. 1, faults
occur at different segments of HTC 2. Fig. 7(a) shows
calculated fault location for a fault at d=5km (segment 1).

The fault location calculated assuming the fault at segment
1, x0≈5km. Assuming the fault at segment 2, x

′
1≈5.05km

whereas assuming the fault at segment 3, x
′
2≈5.04km.

Similarly, Fig. 7(b) shows calculated fault location for a
fault at d=45km (segment 1). The fault location calculated
assuming the fault at segment 1, x0≈45km. Assuming the
fault at segment 2, x

′
1≈45.02km whereas assuming the fault

at segment 3, x
′
2≈45.03km. For Fig. 7(a)-(b), using (14), d=x0.

b) Segment 2: For a fault at d=75km (segment 2), fault
location using segment 1, x0≈75.1km as shown in Fig.
7(c). Additionally, fault location using segment 2, x

′
1≈75km

whereas fault location using segment 3, x
′
2≈75.06km. For a

fault at d=105km (segment 2), fault location using segment
1, x0≈105.12km as shown in Fig. 7(d). Additionally, fault
location using segment 2, x

′
1≈105km whereas fault location

using segment 3, x
′
2≈105.05km. For Fig. 7(c)-(d), using (14),

d=x
′
1.

c) Segment 3: Similarly, for a fault at d=125km (seg-
ment 3), fault location using segment 1, x0≈125.07km
as shown in Fig. 7(e). Fault location using segment 2,
x
′
1≈125.04km whereas fault location using segment 3,

x
′
2≈125km. For a fault at d=175km (segment 3), fault lo-

cation using segment 1, x0≈175.15km as shown in Fig.
7(f). Further, fault location using segment 2, x

′
1≈175.1km

whereas fault location using segment 3, x
′
2≈175km. For Fig.

7(e)-(f), using (14), d=x
′
2.

C. Validation for different fault resistances

Table III shows the variation of calculated location
with different fault resistances (up to R f =200Ω). Since the
method is double terminal, the accuracy of the algorithm
is independent of fault resistance. Table III shows faults at
HTC 1 (2 segments), HTC 3 (2 segments) and HTC 2 (3
segments). For high sampling frequencies (fs >20kHz), there
is no loss of accuracy for high fault resistances. For low
sampling frequencies (fs <20kHz), there is a marginal loss
of accuracy (<1%) for high fault resistances. This is because
as fault resistance increases, the signal damping increases.
If the sampling frequency is less, useful samples are passed
over. When the fault is at segment 1 of a HTC, the calculated
fault location, d=x0. Similarly, when the fault is at segment 2
of a HTC, the calculated fault location, d=x

′
1 whereas when

the fault is at segment 3, the calculated fault location, d=x
′
2.

Table III shows different types of faults i.e., PTP, P-PTG, N-
PTG at different locations. The method is fairly accurate
for high resistance faults with a maximum recorded error
of 30m.

D. Performance under different sampling frequencies

Fault location accuracy with low sampling frequency can
help in cost-effective hardware implementation. Table IV
shows that a 5kHz sampling frequency gives satisfactory
results for the proposed fault location method. However as
evident from Table IV, higher fs means more useful samples
which increase the accuracy of the fault location algorithm.
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TABLE III: Variation of calculated fault location (km) with fault resistance, R f (Ω) for different faults (PTG, PTP) at different location

HTC 1
(

Total Length: 150+50=200km
)

HTC 3
(

Total Length: 50+150=200km
)

HTC 2
(

Total Length: 50+60+90=200km
)

R f =0.01Ω R f =50Ω R f =200Ω R f =0.01Ω R f =50Ω R f =200Ω R f =0.01Ω R f =50Ω R f =200Ω

x0 x
′
1 x0 x

′
1 x0 x

′
1 x0 x

′
1 x0 x

′
1 x0 x

′
1 x0 x

′
1 x

′
2 x0 x

′
1 x

′
2 x0 x

′
1 x

′
2

P-PTG
10% 20.01 20.04 20.02 20.05 20.02 20.07 20.01 20.04 20.015 20.04 20.02 20.05 20.01 20.02 20.02 20.02 20.05 20.04 20.02 20.05 20.05
25% 50.005 50.02 50.02 50.05 50.03 50.06 50.01 50.02 50.02 50.02 50.03 50.03 50.01 50.01 50.03 50.02 50.02 50.05 50.03 50.025 50.05
50% 100.01 100.02 100.02 100.05 100.02 100.07 100.02 100.01 100.025 100.01 100.04 100.02 100.02 100.01 100.01 100.03 100.01 100.04 100.05 100.02 100.06
75% 150.01 150.01 150.01 150.01 150.02 150.02 150.03 150 150.05 150.008 150.06 150.01 150.04 150.04 150 150.06 150.05 150.01 150.07 150.07 150.01
90% 180.02 180.01 180.04 180.01 180.05 180.02 180.01 180.01 180.04 180.02 180.06 180.02 180.02 180.03 180.01 180.04 180.04 180.02 180.07 180.06 180.04

N-PTG
10% 20.01 20.04 20.02 20.05 20.02 20.07 20.01 20.04 20.015 20.04 20.02 20.05 20.01 20.02 20.02 20.02 20.05 20.04 20.02 20.05 20.05
25% 50.005 50.02 50.02 50.05 50.03 50.06 50.01 50.02 50.02 50.02 50.03 50.03 50.01 50.01 50.03 50.02 50.02 50.05 50.03 50.025 50.05
50% 100.01 100.02 100.02 100.05 100.02 100.07 100.02 100.01 100.025 100.01 100.04 100.02 100.02 100.01 100.01 100.03 100.01 100.04 100.05 100.02 100.06
75% 150.01 150.01 150.01 150.01 150.02 150.02 150.03 150 150.05 150.008 150.06 150.01 150.04 150.04 150 150.06 150.05 150.01 150.07 150.07 150.01
90% 180.02 180.01 180.04 180.01 180.05 180.02 180.01 180.01 180.04 180.02 180.06 180.02 180.02 180.03 180.01 180.04 180.04 180.02 180.07 180.06 180.04
PTP
10% 20 20.04 20.01 20.04 20.02 20.05 20 20.04 20.01 20.04 20.02 20.05 20.005 20.02 20.02 20.01 20.04 20.04 20.01 20.05 20.05
25% 50.01 50.04 50.02 50.05 50.02 50.06 50.01 50.01 50.02 50.02 50.025 50.03 50 50.01 50.02 50.01 50.01 50.025 50.02 50.02 50.05
50% 100 100.02 100.01 100.025 100.02 100.05 100.02 100 100.025 100.005 100.04 100.01 100.02 100 100.01 100.03 100.01 100.04 100.05 100.01 100.06
75% 150.01 150.01 150.01 150.01 150.02 150.02 150.03 150 150.05 150.008 150.06 150.01 150.04 150.04 150 150.06 150.05 150.01 150.07 150.07 150.01
90% 180.02 180 180.04 180 180.05 180.02 180.01 180 180.04 180.02 180.06 180.02 180.02 180.03 180.005 180.04 180.04 180.02 180.07 180.06 180.02

TABLE IV: Fault location with different sampling frequency

Error (m)=Fault Location-Calculated Fault Location
Fault Location (%) 50kHz 20kHz 10kHz 5kHz

10% 1.25 3.35 6.56 10.05
30% 1.18 3.32 6.63 11.54
50% 0.75 3.22 6.58 10.45
70% 1.15 3.27 5.77 9.82
90% 1.12 3.32 5.92 9.68

E. Fault location calculation with parameter variation

The sensitivity of fault location algorithm with the vari-
ation of system parameters i.e., r (unit resistance) and l
(unit inductance) of cables and C (DC link capacitance) of
converters is analysed. The true values of parameters are
given in Table II. Using different values of r and C up to
±200% do not change the accuracy of the fault location
algorithm. This also indicates that joint resistance between
segments for OHL and UGC has little effect on the fault
accuracy. However, the accuracy of the algorithm varies with
variations in unit inductance. Table V shows ε(%)=ε/d with
% change in inductance value. The fault location error (%)
is measured with respect to the fault distance and not the
total length for a fair comparison. For faults closer to the
bus terminal, % drop of fault location accuracy is higher.
As a result of which, a ±20% change in inductance gives a
reduction in accuracy as high as ±18%. This suggests that
the fault location method is sensitive to the unit inductance
of HTC in calculation whereas it is not affected by unit
resistance and DC link capacitance value.

TABLE V: Variation of calculated fault location error (%) with
variation in unit inductance (%)

Calculated Fault Location error (%)=ε/d
Fault Distance, d (%)

Variation in l 10% 30% 50% 70% 90% 100%
±5% 4.2% 1.24% 0.67% 0.45% 0.35% 0.31%

±10% 10.1% 2.35% 1.36% 0.88% 0.71% 0.62%
±15% 13.4% 3.94% 2.05% 1.32% 1.02% 0.97%
±20% 18.1% 4.84% 2.65% 1.81% 1.34% 1.28%

F. Fault detection and location time

The fault identification scheme takes lesser than 1ms
which complements the proposed fault location method.
For fs =20kHz, maximum identification time recorded is

0.95ms for faults near the bus terminal. The fault location
window is considered between 1 to 2ms from the fault
inception time. This makes the maximum detection and
location time of the method to be lesser than 2ms.

G. Performance with white gaussian noise in measurement

White Gaussian Noise (WGN) in the measurement in-
duces high-frequency components in the measured data
of current and voltage. This can cause inaccuracy in the
results for the fault location of the proposed scheme. As
a result, a rolling mean filter [22] is used with a moving
window of 20 sample steps for voltage and current samples
and located fault. WGN is random with the property of zero
mean [16]. Using rolling mean samples eliminates the effect
of WGN to a great extent without affecting the accuracy of
the proposed fault location algorithm. Table VI gives the
performance of the algorithm with WGN in measurement.

TABLE VI: Fault location in the presence of WGN

Error (m)
Fault Location (%) 0dB 10dB 20dB 40dB

10% 1.25 1.42 2.76 4.55
30% 1.18 1.35 2.85 4.72
50% 0.75 1.02 2.52 4.45
70% 1.15 1.34 2.82 3.8
90% 1.12 1.3 2.92 3.85

H. Comparison to relevant literature

The proposed fault location method is compared to the
existing time-domain and travelling-wave-based methods
[14], [17]-[18]. Table VII shows the variation of calculated
fault location error with different fault resistances. The fault
occurs either at segment 1 (S1) or segment 2 (S2) and
the reported location error is maximum throughout a line
or a cable. The method in [14] requires a high sampling
rate (>1MHz) for fault location. As a result of which, a
sampling rate of 1MHz is considered for the validation
of the travelling-wave-based method [14]. Additionally, the
time-domain-based methods are validated with a sampling
rate of 50kHz. As the fault resistance increases (>200Ω),
the accuracy of [14] is reduced in comparison to time-
domain-based methods. Additionally, due to the limitation
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in mathematical analysis, the existing time-domain-based
methods [17], [18] do not apply to HTCs. If the fault occurs
in segment 1, the accuracy of location is almost the same
amongst [17], [18], and the proposed method. However, the
methods proposed in [17]-[18] are not applicable if the fault
occurs at segment 2.

TABLE VII: Variation of calculated fault location error with
different fault resistance (Ω)

Calculated Fault Location error (km) (ε= dtr ue -d)
[14] [18] [Proposed]

Fault Resistance (Ω) S1 S2 S1 S2 S1 S2
0.001Ω 0.02 0.01 0.02 − 0.02 0.02

10Ω 0.025 0.02 0.03 − 0.03 0.02
100Ω 0.14 0.12 0.05 − 0.05 0.036
500Ω 0.3 0.32 0.08 − 0.08 0.085

V. CONCLUSION

The proposed work gives a novel time-domain-based
fault location algorithm for a hybrid transmission corridor
(HTC) in a multi-terminal HVDC system. The accuracy of
the proposed fault location method is nearly independent
of the value of fault resistance. This is a result of double ter-
minal analysis negating the dependence of fault resistance
on fault accuracy. The analysis takes each segment with
a different value of R-L per km which gives the flexibility
to apply the algorithm to different segmented HTCs. The
proposed fault location method is sensitive to the use of
the true value of unit inductance of HTC, where a 20%
deviation in true value can cause a maximum distance
error as high as 18% for faults closer to the bus terminal.
However, the method is not affected by the change of
unit resistance of the cable and the value of DC link
capacitance. As a result of which, neglecting joint resistance
between HTCs does not affect the accuracy of the location
method. The performance of the location method is robust
for different sampling frequencies (fs =5-100kHz), different
WGN in measurement (SNR=0-40dB), for different types of
faults at different fault resistances and location. The future
scope of work includes analyzing the variation of fault
location accuracy with respect to change in unit inductance
in detail. Further, proposing a location method that has
lesser sensitivity due to its variation.
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Abstract— A multiplier is an essential component in high- 

performance systems including digital signal processors, 

arithmetic & logical units (ALU), and various other 

communication systems. The multiplication method essentially 

needs a lot of hardware resources and more computation time 

than the other arithmetic operations such as addition and 

subtraction. In recent years, the development of portable 

electronics has compelled developers to enhance the existing 

multiplier designs for improved performance. Vedic 

mathematics consists of five sutras(formulas) for 

multiplication; however, the Urdhva Tiryagbhyam sutra is 

principally utilized as it is a general sutra suited for all types of 

multiplication providing faster computation with minimum 

delay time. The proposed architecture in this work uses a novel 

5-bit special adder along with conventional full adders and half 

adders for implementing the 4*4 multiplier using the Urdhva 

Tiryagbhyam technique of Vedic Mathematic. The multiplier 

modules are designed in the Cadence Virtuoso System design 

platform. Subsequently, the conventional and proposed 4- bit 

multiplier designs are simulated and verified in the Cadence 

spectre simulation platform in a 90nm CMOS technology 

library file. The results show an overall improvement for the 

proposed 4*4 Vedic multiplier with a 52.2% reduction in 

power, 48.6% reduction in delay, and 75% decrease in the 

power-delay product (PDP) of the circuit against the 

conventional CMOS Vedic multiplier. 

Keywords— Cadence Virtuoso, Urdhva Tiryagbhyam (UT) 

Sutra, Vedic Multiplier (VM), 5-bit adder, 90nm CMOS. 

I. INTRODUCTION  

Multiplication is a significant arithmetic function in 
digital system designs as multipliers are used extensively in 
integrated circuits such as FIR filters, communication 
systems, signal processors etc. There are three major 
classifications in the multiplier architectures – serial 
multipliers, parallel multipliers and serial-parallel multipliers 
(Fig. 1). Several algorithms for implementing fast multipliers 
have been described in the literature. An efficient multiplier 
architecture is often designed to offer either of the following 
design target: low power, high speed and less area in the 
circuit. However, the combination of these design targets 
makes them even more suitable for low-power VLSI 
applications. Multiplication using Vedic mathematics [1] has 
proved to be advantageous over the other multiplication 
algorithms due to their architectural regularity, reduced 
hardware requirements, low power and less delay of the 
circuit. 

Veda is a Sanskrit word signifying ‘Knowledge’. In 
Vedic mathematics, various principle techniques are put 

together to perform multiple calculations in simple and 
robust way [2]. There are sixteen sutras and thirteen upa 

 

Fig. 1. Classifications of multiplier architectures with their characteristics  

sutras (sub sutras) in total that are utilized for various 
arithmetical operations, geometry, conics, calculus, and 
algebra. Multiplication can be performed by using five 
sutras/sub-sutras from these techniques. Fig. 2 illustrates the 
two approaches of Vedic multiplication. The general 
approach is suitable for all sets of numbers in any number 
system whereas a specific approach is suitable only for some 
particular multiplication sets.  

 

Fig. 2. General and specific approaches of Vedic multiplication sutras 

For instance, Nikhilam sutra (all from 9, last from 10) is a 
Vedic technique for multiplication of numbers closest to any 
power of 10 [2]. Anurupyena (meaning proportionately) is a 
sub-sutra to Nikhilam sutra which is used when the operands 
are not close to the power of 10 [3]. A convenient multiple of 
the suitable base is taken as the working base to perform the 
multiplication similar to Nikhilam sutra and the result is then 
multiplied/divided proportionately. The sutra Ekanyunena 
Purvena (one less than the one before) is utilized when one 
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operand is 9 or an array of 9 [4]. Antyayordashake'pi (by 
completion or non-completion) is a shortcut technique 
applicable to operands if the addition of last digits of 
operands is 10 and the remaining digits are same [5]. The UT 
(vertical & crosswise) technique is the most powerful 
technique of Vedic multiplication [6] as it can be applied to 
any set of operands in the number system. Hence, it is widely 
utilized in digital systems for multiplication. 

The paper consists of sections described as follows. 
Section II describes the UT sutra in detail. Section III 
provides detailed description of the architecture modules of 
the 2*2 VM, conventional 4-bit VM and the proposed 4-bit 
VM. Section IV shows the implementation and simulation 
results of the architectures in Cadence Virtuoso. Section V 
gives a performance comparative study of the conventional 
and proposed 4-bit Vedic multiplier whereas Section VI 
provides a power comparison analysis of the Vedic 
multiplier in this work with other related works. Section VII 
summarizes and concludes the work. 

II. URDHVA TIRYAGBHYAM TECHNIQUE 

A Urdhva Tiryagbhyam (UT) sutra uses a vertical and 
crosswise technique for the multiplication of any integral 
number [7]. This sutra can be used for various bit lengths 
such as 2, 4, 8, 16…. N for binary multiplication. This paper 
comprises the design and implementation of the 4-bit 
multiplier through the UT technique. 

The line diagram of 2-bit binary numbers 01 (decimal 1) 
and 10 (decimal 2) is displayed in Fig. 3 to illustrate the UT 
algorithm. The LSBs are vertically multiplied in step 1 
followed by crosswise multiplication and addition of the two 
bits in step 2. Further, vertical multiplication of the MSBs is 
done to get the final product as 010 (decimal 2). 

 
Fig. 3. Illustrative depiction of 2-bit UT based Vedic multiplication(adapted 

from [7])  

Similarly, the fundamentals of this sutra can be applied 
for higher-order binary multiplication [8]. Fig. 4 clearly 
illustrates a step-wise multiplication of a 4-bit VM. 

 

Fig. 4. llustrative depiction of 4-bit Vedic multiplication with UT sutra  

The 4-bit binary operands are taken for illustration as 
1010(decimal 10) and 1011(decimal 11). The partial 
products are produced using the vertical and crosswise 
process in 7 steps and the final product is displayed in Step 
8: 01101110(decimal 110). 

III. ARCHITECTURE MODULES 

The below sections display the conventional CMOS 
architecture modules of 2-bit and 4-bit VM and the proposed 
novel architecture for 4-bit binary multiplication using a 
special 5-bit adder with basic gates, full adder and half adder 
utilizing the UT algorithm. The sutra is well designed for 
parallel processing as the partial product generation and 
additions are carried out simultaneously thereby reducing the 
overall delay of the circuit and hence making it very efficient 
for binary multiplications. 

A. 2-bit Vedic Multiplier using UT sutra 

The multiplication technique for two operands A and B 

such that A = A1A0 and B = B1B0, where A0 and B0 signify 

the LSBs and A1 and B1 are the MSBs. The LSB of the 

product (Q0) is generated by the vertical multiplication of A0 

and B0 (LSBs) followed by crosswise multiplication of the 

bits of A and B (A1B0, A0B1). The next bit of the product (Q1) 

is generated by the addition of these bits. Thereafter, vertical 
multiplication of the MSBs (A1B1) is done. The third and 

fourth bit of the final product (Q2Q3) are sum and carry of the 

addition of the previous carry to this partial product 
respectively(A1B1) [9]. 

The 2-bit architecture of the VM comprises of 4 AND 
gates with 2 Half Adders; depicted in Fig. 5. 

 

Fig. 5. Conventional CMOS 2-bit Vedic multiplier 

B. 4-bit Vedic Multiplier using UT sutra 

The implementation of the conventional CMOS 4*4 
multiplier module is illustrated in Fig. 5. Let A and B be 

binary numbers of four bits each such that A0 and B0 are the 

LSBs and A3 and B3 are the MSBs. The final 8-bit product is 

defined as Q7 Q6 Q5 Q4 Q3 Q2 Q1 Q0. To generate the LSB of 

the product(Q0), multiply A0 and B0. Now, the operands A 

and B, split as A3A2; A1A0, B3B2; B1B0, are multiplied 

crosswise and vertically (similar to 2*2 Vedic module) to 
yield partial products which are added using 4-bit ripple 

carry adders (RCA), resulting in final product bits, namely, 

Q7 to Q1. 

2
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Fig. 6. Conventional CMOS 4-bit Vedic multiplier 

 

C. Proposed architecture of 4-bit Vedic Multiplier 

In an effort to enhance the overall working of the 
multiplier, certain modifications in the initial building blocks 
of architectural design are proposed. Fig. 7 illustrates the use 
of sixteen AND gates, six full adders, three half adders, 
with a special 5-bit adder for making an efficient multiplier 
architecture. A special 5-bit adder is designed such that it 
takes 5 bits of binary data and generates a 3-bit output. The 
internal architecture of a 5-bit adder (Fig. 8) comprises of 
two full adders to generate the sum and a half adder to 

generate the carry bits C0 and C1. 

 

 
Fig.7. Architecture of the proposed 4*4 VM module using a 5- bit adder 

 

 
Fig.8. Internal architecture of the 5- bit special adder 

The truth table comprising of all the possible input-output 
combinations for the novel 5-bit special adder are tabulated. 
Table I consists of 32 different combinations of inputs (x, y, 
z, w, ca) represented as a three-bit output (C1, C0, Sum). 

 

TABLE I. TRUTH TABLE OF NOVEL 5-BIT SPECIAL ADDER 

 

Sno. 

Inputs Outputs 

x y z w Ca C1 C0 Sum 

1 0 0 0 0 0 0 0 0 

2 0 0 0 0 1 0 0 1 

3 0 0 0 1 0 0 0 1 

4 0 0 0 1 1 0 1 0 

5 0 0 1 0 0 0 0 1 

6 0 0 1 0 1 0 1 0 

7 0 0 1 1 0 0 1 0 

8 0 0 1 1 1 0 1 1 

9 0 1 0 0 0 0 0 1 

10 0 1 0 0 1 0 1 0 

11 0 1 0 1 0 0 1 0 

12 0 1 0 1 1 0 1 1 

13 0 1 1 0 0 0 1 0 

14 0 1 1 0 1 0 1 1 

15 0 1 1 1 0 0 1 1 

16 0 1 1 1 1 1 0 0 

17 1 0 0 0 0 0 0 1 

18 1 0 0 0 1 0 1 0 

19 1 0 0 1 0 0 1 0 

20 1 0 0 1 1 0 1 1 

21 1 0 1 0 0 0 1 0 

22 1 0 1 0 1 0 1 1 

23 1 0 1 1 0 0 1 1 

24 1 0 1 1 1 1 0 0 

25 1 1 0 0 0 0 1 0 

26 1 1 0 0 1 0 1 1 

27 1 1 0 1 0 0 1 1 

28 1 1 0 1 1 1 0 0 

29 1 1 1 0 0 0 1 1 

30 1 1 1 0 1 1 0 0 

31 1 1 1 1 0 1 0 0 

32 1 1 1 1 1 1 0 1 

 

IV. SCHEMATIC DESIGNS & SIMULATION 

RESULTS 

This section presents the schematic designs and 
simulation results of the architecture modules described in 
the above sections. 

A. Schematic Designs 

The schematics designs presented here are implemented 
in Cadence Virtuoso Design platform v6.1.5. 

The CMOS implementation of the schematic design of 
the novel 5-bit special adder is presented in Fig. 9 which 
takes 5 bits of data as input and gives a 3-bit output. Further, 
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Fig. 10 represents the CMOS implementation of the 
conventional 2- bit VM comprising of AND gates and Half 
Adder circuit to generate a 4-bit product.  

 

Fig. 9. Schematic of the Novel 5-bit Special Adder 

 

 

Fig. 10. Schematic of CMOS 2-bit VM 

Fig. 11 presents the implementation of the schematic 
design of the conventional CMOS VM of 4 bits (Fig. 6). The 
design is made using four blocks of 2-bit Vedic multiplier 
(Fig. 5) together with three four-bit RCAs. 

 

 

Fig. 11. Schematic of the conventional CMOS 4-bit VM 

 

Fig. 12 presents the schematic design for the novel 4-bit 
VM. The circuit comprises of 16 AND gates, 6 Full Adders, 
3 Half adders and one 5-bit special adder combined together 
(Fig. 5) to propose a comparatively low power and faster 
VM. 

 

Fig. 12. Schematic of the Novel 4*4 Vedic Multiplier using a 5-bit adder 

 

B. Simulation Waveforms in ADEL 

The schematics are verified and simulated in the Analog 
Design Environment (ADEL) using the spectre simulation 
platform using 90nm technology at 2 V power supply. The 
input-output waveforms of the novel 5-bit special adder are 
shown in Fig. 13. x, y, z, w and ca are the inputs to the adder 
and C1, C0 and Sum are the outputs of the adder. 

 

Fig. 13. Input output waveform of 5-bit novel adder 

Further, Fig. 14 shows the simulation waveform of the 
CMOS implementation of the 2-bit VM. The input output 

waveforms of the conventional 4-bit VM are as shown in 

Fig. 15 where A3 A2 A1 A0 and B3 B2 B1 B0 are fed as 

inputs to the multiplier and Q7Q6Q5Q4Q3Q2Q1Q0 display the 
output of the multiplier and C represents the output carry. 

 

 

Fig. 14. Input Output Waveform of Conventional 2-bit Vedic multiplier 
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Fig. 15. Input Output Waveform of Conventional 4-bit Vedic multiplier 

The simulated waveforms of the novel 4-bit Vedic 

multiplier are as shown in Fig. 16 where A3A2A1A0 and 

B3B2B1B0 are inputs to the multiplier and 

Q7Q6Q5Q4Q3Q2Q1Q0 display the output(8-bit) of the 

multiplier. The proposed multiplier is verified for all 

possible input combinations. Some of the multiplication 

results (Fig. 16) are also tabulated in Table II for the 

different input combinations to the multiplier. 

 

Fig. 16. Input Output Waveform of Proposed 4-bit Vedic multiplier 

TABLE II. MULTIPLICATION RESULTS OF THE 4*4 VM 

Sno. 
A 

decimal 

A 

binary 

B 

decimal 

B 

binary 

Q 

decimal 

Q 

binary 

1 15 1111 15 1111 225 11100001 

2 13 1101 07 0111 91 01011011 

3 07 0111 15 1111 105 01101001 

4 01 0001 02 0010 02 00000010 

5 10 1010 10 1010 100 01100100 

6 08 1000 00 0000 00 00000000 

7 06 0110 13 1101 78 01001110 

8 04 0100 05 0101 20 00010100 

V. COMPARATIVE ANALYSIS OF THE 

CONVENTIONAL AND PROPOSED VEDIC 

MULTIPLIER 

The following observations are tabulated in Table III for 
the conventional and proposed 4-bit multiplier when the 
conventional and proposed multiplier schematics are 
simulated for a transition time of 90 ns. The number of 

accepted transient steps, peak resident memory used and 
processor time required is observed from the netlist after 
simulation and the comparative analysis of the 
conventional 4*4 Vedic multiplier with the proposed 
design is shown via the column chart in Fig. 17. Table IV 
analyses the transistor count, average power, overall 
propagation delay and power delay product (PDP) for the 
conventional and proposed 4*4 Vedic multipliers. The 
compared outcome is also displayed through a column 
chart (Fig. 18). PDP (also known as switching energy) is 
associated with the energy efficiency of the system. It is 
noted that there is a 52.2% reduction in power, 48.6% 
reduction in delay, and 75% decrease in the PDP of the 
circuit for the proposed 4*4 Vedic multiplier in contrast to 
the conventional 4*4 Vedic multiplier.  

TABLE III. COMPARATIVE ANALYSIS OF THE ADE NETLIST 

4*4 Vedic 

Multiplier 

Number of 

accepted 

trans steps 

Peak 

resident 

memory 

used 

(MB) 

Processor 

time (sec) 

Conventional 1568 57.5 24.32 

Proposed 1329 50.5 13.95 

 
TABLE IV. COMPARATIVE ANALYSIS OF 4*4 VM 

4*4 VM Power 

(uW) 
Delay(ps) 

Transistor 

Count PDP 

Conventional 143.6 341.7 762 49.06 

Proposed 68.5 175.4 504 12.01 

 

 

Fig. 17. Graphical representation of netlist analysis for 4-bit VM 

 

Fig. 18. Graphical representation of performance analysis for 4-bit VM 
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VI. RELATED WORKS 

Table V summarizes the obtained results of power 
dissipation of the 4-bit Vedic multiplier against the 
conventional and modified versions of 4-bit Vedic, Array, 
Wallace tree and Hybrid Dadda multiplier implementations 
on Cadence Virtuoso in 90 nm technology carried out in the 
literature. It can be clearly observed that the Vedic 
mathematics approach in our work is much advantageous as 
the results of the proposed VM are promising in comparison 
to other multipliers implemented on the same technology. 
Fig. 18 depicts the graphical representation of the power 
analysis of the proposed 4-bit VM design with other 4-bit 
multiplier designs. It is observed that the proposed design is 
beneficial concerning the power dissipation in the system. 

 

TABLE V: POWER ANALYSIS OF DIFFERENT 4*4 MULTIPLIERS 

Sno. Multipliers 
Power 
(uW) 

1. Conventional Array [10] 389 

2. Modified Array [10] 170 

3. Conventional Wallace tree [10] 2283 

4. Modified Wallace tree [10] 192 

5. Hybrid Dadda [11] 184.3 

6. Conventional Vedic [12] 361.2 

7. Modified Vedic [12] 290.2 

8. Conventional Vedic (this work) 143.6 

9. Proposed Vedic (this work) 68.5 

  

 

Fig. 19. Graphical Representation of Power Analysis of Different 4*4 
Multipliers 

VII. CONCLUSION 

This work puts forward a proficient 4*4 multiplier 
utilizing UT Vedic sutra which uses a novel 5-bit special 
adder in its schematic design. All the schematics have been 
designed in Cadence Virtuoso v6.1.5 and simulated in the 
ADEL environment using the spectre simulation platform in 
a 90nm CMOS technology library file. A comparison of 

delay, average power, transistor count, and PDP is carried 
out in this work. The design implementation and results 
show 52.2% of the power reduction and 48.6% reduction in 
delay in the novel design in contrast to the conventional 4-bit 
Vedic multiplier. The power delay product also decreases to 
75% in the novel design. Notably, the time consumption of 
the processor significantly reduces from 24.32 seconds to 
13.95 seconds and the complexity in computation is also 
reduced as it requires a smaller number of steps in 
comparison to the conventional VM. Further, it is observed 
that the VM outperforms other implementations of 
conventional and modified multipliers namely Array 
multiplier, Wallace tree multiplier, Hybrid Dadda multiplier, 
Vedic multiplier in similar technology. Thus, the suggested 
4*4 VM will prove beneficial in any ALU, VLSI application, 
DSP structures  or processor [7]. 
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Abstract—The power generation capability of the photovoltaic
(PV) system crucially depends on the soiling of the modules, espe-
cially for a hot arid desert in a semi-tropical region. This article
focuses to develop a robust and accurate model to estimate PV
power loss due to soiling. The proposed article aims to analyze
the performance of the newly installed PV system. This involves
assessment of reduction in PV power generation due to various
derating factors, especially dirt derating factor (Kd). In addition,
the impact of dirt, dust, and soiling on the system is studied and a
robust empirical model has been developed. Moreover, a simpler
model considering module temperature (Tmod) has been developed
to estimate the power loss due to dirt and dust accumulated on
the modules. This article further compares the performance of the
two developed models using performance indices. The performance
indices, such as root mean squared error and mean absolute per-
centage error, are admissible with 0.57% and 4.71%, respectively.

Index Terms—Derating factors, power loss, regression analysis,
soiling, solar photovoltaic (PV) power.

I. INTRODUCTION

THE global penetration of photovoltaic (PV) is increas-
ing at a fast pace. While utility-scale PV systems have

dominated the market, distributed PV systems are becoming
more significant in many nations; therefore, the PV landscape is
expected to evolve. As a result, PV systems in buildings provide
a cost-effective and long-term way to generate renewable energy
on-site. Roof surfaces are progressively becoming PV roofs
and boosting building energy self-sufficiency, which aids in the
reduction of greenhouse gas emissions in cities, particularly in
urban regions. Building integrated photovoltaics (BIPV) is the
use of solar modules and systems to replace building compo-
nents, whereas building applied photovoltaics (BAPV) is the use
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of PV modules to retrofit existing structures. BIPV is the optimal
choice for new buildings and retrofits, where PV modules have
a useful role in exterior walls or roofs, while BAPV can be a
viable option for existing structures that do not require an entire
makeover.

Because the effective incoming irradiance is reduced when
dirt, dust, pollen, and other environmental pollutants accumulate
on the PV modules’ glazing surfaces, the energy conversion
efficiency suffers. This effect, known as soiling, is a complex
physical–chemical phenomenon impacted by a variety of ele-
ments acting on various size and time scales, and multiple mod-
els to estimate soiling losses (SLs) have been published. With
the addition of other atmospheric particulate matter collecting
in the same spot, these particles are deposited and their density
will continue to rise over time. As a result, a coating of dust or
“soiling” will develop. The absorption of irradiation for energy
conversion is reduced in the presence of soiling. The PV system’s
overall efficiency and energy output will suffer as a result. This
issue has to be investigated both before and after the PV system
is built since it impacts the return on investment for the owner,
investor, or user. As a result, this article is being carried out
to solve the serious issue of soiling. The attributes of dust, PV
tilt angle, surface material, and geographical climate factors all
influence the amount of dust deposited on a PV system. If models
are not cleaned, PV power output can be reduced anywhere
from 5% to over 50%, depending on the area. The stochasticity
of sources in renewable integrated systems creates uncertainty,
which is primarily discussed in the functioning of economic
systems in [1] and [2]. However, SL is frequently overlooked in
field operations.

There are currently tools for estimating SLs and degradation
rates directly using solar PV power datasets and weather pa-
rameters. However, in systems with a lot of soiling, degradation
rates are hard to retrieve due to the combined effect of these
processes on PV performance [3]. The improvement in soiling
estimation assists in developing a proper maintenance schedule
for PV panels. Various literature can be found to predict the
soiling on PV system and its impact on power output of PV
panels [4]. This power loss in the case of PV modules is also
known as SL. The tools for predicting degradation factors and SL
using PV production data are available in the literature [5], [6].

In the literature, most of the case studies or test scenarios
related to soiling are performed for equatorial, full tropical,
and temperate climate regions. Here, the seasonal changes are
predictable and seasonal variability impact on soiling can be
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Fig. 1. Parameters impacting soiling of PV panels.

assessed with relative ease [7], [8]. In the previous articles,
performance of the PV modules in areas of high dirt accumula-
tion is performed by comparing the power yield from modules
during dusty and clean scenarios. Skomedal et al. [9] proposed a
model for estimating the losses in PV systems due to degradation
and soiling. Here an iterative solution was proposed using the
Kalman filter to estimate the losses and assess the performance
by comparing it with year-on-year data from the PV system.
Research work has been found where image processing has been
implemented with deep learning techniques to accurately predict
the SL [10], [11]. Yuan et al. [12] proposed a mechanism to
predict PV soiling due to evaporation and formation of dew on
the glazing surface of modules. The impact of dust and effective
cleaning performance of PV panels for maximizing profits from
solar plants is presented by Mithhu et al. [13]. The various factors
affecting the soiling on PV modules are depicted in Fig. 1.

According to the updated world map of the Koppen–Geiger
climate classification [14], Saudi Arabia is a hot arid desert in a
semi-tropical region. Due to Vision 2050 of Kingdom of Saudi
Arabia, the boost in the solar PV sector is massive, but the geo-
graphical conditions pose a bigger challenge to the performance
of the installed PV system. Thus, this article is focused to study
the impact of dust and dirt accumulation on the PV system in a
semi-tropical hot arid desert country. Saudi Arabia, being in the
early stages of adopting solar PV technology, has a wide scope
for application of this article. Moreover, this article attempts
to develop a model to estimate the power loss in PV systems
due to dirt and dust accumulation on the surface of the modules.
The proposed methodology utilizes measurements of rooftop PV
power generation as an input and outputs an estimate of the SL
over time, expressed as a power loss compared to the unsoiled
performance. Secondary data like total loss and monthly loss
patterns may be computed using this technique.

This article further discusses different derating factors associ-
ated with the PV system in Section II of this article. Section III
explains the methodology incorporated for modeling the dirt
derating factor. Further, data analysis and results discussion is
presented in Section IV of this article. Section V presents the
conclusion of the research work done followed by references
and author biographies.

II. SOILING AND DERATING FACTOR

Degradation is the gradual deterioration of PV system per-
formance caused by mechanisms that are not reversed in the

appropriate field circumstances. It is widely acknowledged that
all PV systems degrade. To decrease the risk associated with
investing in PV, PV engineers must be able to detect underper-
forming systems and the reasons for such performance, while
the field as a whole must be able to estimate normal degradation
rates using fleet-scale data. Unrecovered soiling appears as
deterioration in the current application and is indistinguishable
from other degradation modes without the use of extra sensors
intended to assess soiling.

For a PV module with rated voltage (Vr) and current (Ir), the
generated voltage (Vpv) and current (Ipv) for incident irradiance
(E) is given as follows:

Vpv = Vr (1 + α (Tm − Ta))

[
1 + β

(
ln

(
E

Er

))]
(1)

Ipv = Ir (1 + α (Tm − Ta))

(
E

Er

)
. (2)

When dirt accumulated PV module is incident to the irradi-
ance the output of the PV system is reduced and modified as
follows:

V ′
pv = Vr (1 + α (Tm − Ta))

[
1 + β

(
ln

(
E

Er
∗ ϕ

))]
(3)

I ′pv = Ir (1 + α (Tm − Ta))

(
E

Er
∗ ϕ

)
(4)

ϕ = exp

(
− 3.ε.meff

8εPMAPV rdcosθcosΦ

)
(5)

where ϕ is the reduced transmittance of the PV module, and
α and β are current and voltage temperature coefficients, re-
spectively. Tmis the module temperature and Ta is the ambient
temperature, meff is the remaining portion of the accumulated
dust after rebounding [15], ε is the transmittance of a particle,
Φ is the angle of incidence, εPM is PM concentration, and APV

is the area of PV module.
For power engineers with increasing penetration of renewable

energy, predicting the output power of a PV system is of key
importance. Considering atmospheric conditions for PV system,
the power output from PV system can be calculated by multi-
plying (3) and (4), whereas a simplified method to estimate the
power of the PV system is

PPV = APV

(
Esun

tpsh

)
× cd ×Kd ×Kt (6)

Here, cd is the derating coefficient. These derating coefficients
signify the PV system efficiency losses. Esunis the daily solar
irradiation. tpsh is the period of peak sunshine hour. Meanwhile,
ηPV and ηINV are the efficiency of the panel and inverter, re-
spectively. The derating factors involve module power tolerance,
module mismatch, wiring, soiling, shading, and downtime [16].
Here, the derating coefficient cd is defined as

cd = ηPV × ηINV × εcable ×Kaging (7)

Considering the environmental conditions along with physical
parameters of the PV system, cd has been carefully modeled. The
reduction in performance of the modules due to absorbing of the
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TABLE I
PV SYSTEM DETAILS

heat is given byKt. Effect of wiring and panel age are defined by
εcable, Kaging, respectively. This article is focused on predicting
the derating factor due to dirt and soiling, i.e., Kd. In most of
the literature, the prediction of Kd is studied by comparing the
performance of PV module/system in two conditions: dusty or
dirty module and clean module [17], [18], [19], [20], [21]. This
data of clean and dusty PV panels were recorded by the following
methods:

1) Two similar panels at the same location were installed,
one regularly cleaned and maintained, whereas the other
one was kept dusty and dirty.

2) PV panel was kept dirty for a specific period and then was
cleaned regularly for a specific period.

3) The data were recorded for the nonrainy season and then
data were recorded for the rainy season when natural
cleaning was done.

All of the above methodologies have their drawbacks, either
these methods require relatively higher costs for analysis or
they are dependent on environmental factors. In addition, during
some methods, the changing meteorological parameters are
ignored as the data were recorded on different times or days
or months when the panels were cleaned.

III. PROPOSED METHOD

In this article, Kd for a 6300 Wp solar PV system is measured
for a location in Saudi Arabia. The PV system installed has 14
panels of 450 Wp in 7× 2 configuration, further details about the
PV system is presented in Table I. The PV system is installed
at the rooftop of the College of Engineering, Qassim Univer-
sity, Saudi Arabia. It has an online energy and meteorological
parameters monitoring system for PV system. This monitoring
system logs the irradiance (W/m2), module temperature (°C),
wind speed (m/s), and PV power (W). The following parameters
were recorded for every 5 min.

The majority of Saudi Arabia has hot, arid desert weather with
extremely high temperatures. Sandstorms strike Saudi Arabia
from 12 to 30 times every year, with the likelihood in the east
being higher than the rest of the nation. Thus, PV generation
is affected by these challenging environmental conditions. This
article presents a mathematical model for estimating the losses
due to dirt and soiling of PV plants. In this methodology,
manual cleaning was not performed since the installation of PV
system and the only cleaning of modules due to rain water was
considered and analyzed.

Fig. 2. Methodology adopted for the research work.

Fig. 3. Irradiance and module temperature of the rooftop site.

Fig. 4. PV power production at the site.

The proposed article follows the methodology described in
Fig. 2. The daily average irradiance incident on the PV system
and module temperature of PV modules is presented in Fig. 3.
PV power generated at the rooftop site is depicted in Fig. 4. The
data represented in Figs. 3 and 4 are from September 2021 to
May 2022. To study the impact of dirt and soiling during this
period on the power generation of PV system, estimation of the
derating factor is of key focus. This approach overcomes the
limitations of the previously mentioned methods. In this article,
dirt derating factor is modeled considering predicted PV power,
PV power (thermal coefficient), and ac power stored by online
energy monitoring system for PV system.

To study the impact of soiling or dirt on the performance of
the PV panel, following steps have been followed:

Step 1: Using the data of irradiance, temperature and wind
speed predict the PV power. The rated power of the PV module
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TABLE II
VALUES OF DERATING CONSTANTS

should be noted and note the ac power of PV system from the
monitoring system.

Step 2: Model the temperature coefficient for the PV system
to estimate the PV power for the 6300 Wp system.

Step 3: Calculate the dirt derating factors (Kd1and Kd2) with
respect to the ac power from PV system considering predicted
power and mathematically estimated power, respectively.

Step 4: Kd and meteorological parameter analysis are per-
formed.

In this method, Kd1 and Kd2 are considered because the
rooftop PV system does not have a cleaning schedule. Thus,
the effect of soiling and dirt on the PV system is estimated using
both predictive PV power and regression model. The power
prediction method incorporated is presented in [22]. This power
is represented by the term Pp. The power from the online energy
management system is defined byPPVs

. The rated module power
is denoted as PPVr

. The primary objective of the article is to
retrieve the data from the data logging device and perform math-
ematical operations to calculate power and estimate derating
factors. Here, two similar approaches of have been incorporated
into one method. First, Kd1 has been calculated using PPVs

and Pp and second Kd2 has been calculated using PPVs
and

PV power of the system considering thermal derating factors
(PPVt

).

Kd = mean (Kd1 +Kd2) (8)

ActualPVPower = Kd × β × PpVr
(9)

β = ηPV × ηINV × εcable ×Kaging ×Kt (10)

Here, β is the derating constant and is defined by (10).
ηPV, ηINV, εcable are constants with fixed values for a particular
PV system. Kaging is the factor representing degradation in the
performance of the PV panels due to aging. Few authors have
proposed different methods to model this factor [23], [24]. The
values for each of the factors are defined as in Table II.

A. Calculation for Kd1

From [22], the predicted PV power is calculated and (9) is
further modified as

PPVs
= Kd1 × Pp (11)

As this article does not incorporate cleaning of the PV system,
in this article natural cleaning, i.e., rain water cleaning, is ana-
lyzed, and records the data of the grid online rooftop PV system
and calculates the derating factor using values from estimated
power and recorded data.

TABLE III
REGRESSION ANALYSIS OF β VS TMOD

Fig. 5. β and Tmod variations for the PV system.

B. Calculation for Kd2

From (9) and (10), the thermal coefficient of the PV system
and its effect on the power is modeled using regression analysis

PPVs
= Kd2 × PPVt

(12)

Kd2 =
PPVs

PPVt

(13)

PPVt
=ηPV×ηINV × εcable×Kaging ×Kt ×APV ×G (t) (14)

Kt = 1 +Ktmp (Tmod − Tstc) (15)

G(t) is the irradiance incident on the module at time t,
Ktmp is the temperature coefficient of the PV module for the
power output at maximum power point, i.e., standard testing
conditions. This factor signifies the reduction in peak power
of the PV system for every °C, Tmod is the module tem-
perature in °C, and Tstc is 25 °C. Hence, the variation of
(ηPV × ηINV × εcable ×Kaging ×Kt) for varying conditions for
PV system is modelled using regression analysis. The data
of considered for this analysis are available using online data
monitoring system, such as power, temperature, and irradiance.
Hence, from this regression analysis, β is defined as follows and
parameters for this analysis are given in Table III:

β = −0.003352 Tmod + 1.015 (16)

Thus, using (15), (13) is modified as

Kd2 =
PPVs

(−0.003352 Tmod + 1.015)PPVr

(17)

Here, Fig. 5 shows the variation of β and Tmod for the effective
correlation between module temperature and derating constant
as defined in (15). From Fig. 5, it can be observed that during low
PV module temperature conditions, β is considerably higher in
the range of 0.90–0.98, whereas during hotter conditions with
module temperature ranging in between 35 °C and 55 °C, β is
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Fig. 6. (a) Variation in PPVt , Pp, and PPVs . (b) Monthly power loss.

considerably in lower ranges from 0.83 to 0.89. Thus, showing
a negative correlation as modeled in (16).

IV. RESULTS AND DISCUSSION

In this portion of the article, the results and discussion are
presented for the dirt–soiling derating factor of the 6.3 kWp
PV system. The reduction is power due to the effect of dirt
accumulation on the PV modules is analyzed using mathematical
modeling and regression analysis. Furthermore, the Pearson
correlation coefficient is presented for the relationship between
wind speed, dirt–dust accumulation, and reduction in power for
the PV panels in dry arid desert type of locations (specifically
Saudi Arabia). The results and data analysis of the research
article is categorized in two sections. First, the calculation of
Kd and its impact on PV power generation capability, followed
by developing a relationship between Kd and meteorological
parameters for the site.

A. Calculation of Kd

Fig. 6(a) presents the average monthly power for the nine
months from September 2021 to May 2022. These values
represent the different PV power required for calculation of
soiling derating factor Kd. PPVt

is the power calculated using
temperature coefficient, PPVs

is the ac power stored by the data
logging system for monitoring of PV system and Pp is the
predicted PV power using real-time meteorological parameters.
From Fig. 6(b), it can be observed that the losses in PV power
show a linear increase with every month since the installation.

Since the PV modules of the PV system are not cleaned
regularly and are cleaned naturally due to rain, there is an
increased accumulation of dust and dirt particles on the module

Fig. 7. (a) Daily variation of dirt derating factor. (b) Monthly variation of dirt
derating factor.

surface resulting in more power loss every month as shown in
Fig. 6(b). These losses in power are defined as follows:

P L1 = Pp − PPVs
(18)

P L2 = PPVt
− PPVs

(19)

For the installed 6300 kWp PV system, the two dirt derating
factors (Kd1 and Kd2) is shown in Fig. 7 alongside Kd. Kd

has been calculated using Kd1 and Kd2 , because this method
considers modeling of dirt derating factor with mathematical
model and also with the artificial neural network prediction
model. Thus, the estimated dirt derating factor is more robust and
accurate than previous methods. Fig. 7(a) and (b) presents the
daily and monthly variations in Kd, Kd1, and Kd2, respectively.
The average value of Kd is 10.15%. The derating factor is very
small in September 2021, i.e., approximately 2.5% because the
PV system was setup in August 2021 and due the system being
in its early stages the accumulation of dust and dirt on panels is
less as compared to in November and December. The maximum
value for Kd obtained for December 2021 and January 2022 at
16.40% and 14.50%, respectively.

Meanwhile, in Fig. 8, the graph compares the part of the PV
system’s output power reduction caused by soiling to the total
amount of output power generated in percentage. Both statistics
indicate that the impact of soiling on this plant was considerable
and that the percentage of the power decrease due to soiling may
exceed 15% over an extended period of time. This implies that
soiling might occasionally result in a reduction in output power
of 20% for the entire system.
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Fig. 8. Percentage of PV power loss due to Kd. with respect to overall
generation.

Fig. 9. Scatter plot for Kd vs Tmodwith best fit line.

B. Relationship Between Kd and Tmod

The PV site considered in this article is subjected to vary-
ing meteorological parameters, such as wind speed, module
temperature (Tmod), and irradiance (G) coupled with constant
accumulation of dirt without cleaning. Soiling not only provides
with soft and partial shading of PV panels, but also impacts
the overall temperature of the surface. The regression analysis
was performed for finding the relationship of Kd with different
parameters, but the best results were obtained for Kd vs Tmod.
Thus, a correlation factor between dirt derating factor and mod-
ule temperature has been developed for the PV system. Scatter
plot and curve fitting is performed to best suit the relationship
between Kd and Tmod. The data analysis and regression analysis
presented in this article ate performed on MATLAB coder
and curve fitting application. For reference, the results from
MATLAB were compared with IBM SPSS and Microsoft Data
Analytics tools and were found to be satisfactory. The scatter
plot of Kd vs Tmod is given in Fig. 9.

The regression analysis for finding the best-fit curve and
relationship is presented in Table IV. Here, R and R2 are the
regression coefficient determining a good relationship between
factors namely, Kd and Tmod. From Table IV, it is observed
that the cubic relationship for Kd and Tmod is the best as the
values of R and R2 is nearest to 1. To further analyze this cubic
relationship, ANOVA test is performed and Table V represents
this. ANOVA is an analysis of variance that implies if the results
of the research are significant.

Table IV helps in establishing the type of relationship between
Kd and Tmod. , whereas Table V assists in formulating the
mathematical equation with Tmod as the independent variable

TABLE IV
REGRESSION ANALYSIS OF Kd VS TMOD

TABLE V
ANOVA TEST

Fig. 10. (a) Comparison of best fit curve from different relationships.
(b) Residual plot of from the relationship.

and Kd being the dependent variable. Hence, the regression and
curve fitting analysis is obtained as

Kd = 145.49 − 10.393 × Tmod + 0.2672 × (Tmod)
2

− 0.0023 × (Tmod)
3 (20)

For effective and robust analysis, the formulated relationship
between Kd and Tmod in (20) has to be compared with (8). The
plot from both the equations is shown in Fig. 10(a). The residual
plot is shown in Fig. 10(b).

The performance indices such as root mean squared error
(RMSE), mean average percentage error (MAPE), mean average
error (MAE), and residual some of squared (RSS) are given
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TABLE VI
PERFORMANCE INDICES

Fig. 11. Monthly wind speed and module temperature.

in Table VI. These values are within admissible limit thus
establishing the relationship formulated in (20) is acceptable.

Thus, the relationship formulated between Kd and Tmod

indicates that the effect of the dirt derating factor decreases
with an increase in the module temperature. Moreover, it can
be concluded that the effect of Kd on PV power during cold
temperatures is higher in comparison to hot conditions. Hence,
it is further analyzed that wind speed for the hot temperature
months is higher, whereas for December and January with
low temperatures the wind speed is low, thus impacting the
dispersion of soiling and dirt on the PV panels. The plot for
monthly wind speed and Tmod is presented in Fig. 11 for better
understanding.

The developed relationship in (20) is a much simpler model
with an accuracy of more than 95%. The empirical model
defined in (8) requires Pp, PPVt

, β, and cd values, whereas this
prediction requires Tmod. Hence, it can be utilized for estimating
the performance of the PV system due to soiling, dirt, and dust.

V. CONCLUSION

The power generation capability of the PV system crucially
depends on the soiling of the modules, especially for a hot arid
desert in semi-tropical region. This article had been performed
for 6.3kWp PV system installed in Burydah, Saudi Arabia (i.e.,
Qassim region) in August 2021. The article focuses on analyzing
the performance of the installed PV system considering different
meteorological parameters. Furthermore, the impact of dirt, dust,
and soiling on the system is studied and a robust empirical model
has been developed. It is concluded that from the first month of
installation of a PV system about 3% of power is reduced. This
reduction in power is increased to 18% within four months of
setup. This article also aimed at studying the impact of different
meteorological parameters on Kd. This helped in developing a
simpler relationship between Kd and Tmod using mathematical
regression and curve-fitting tools. Hence, the performance of

the empirical model with the regressed model developed using
Tmod is compared using performance indices. The values of
RSSE, RMSE, MAE, and MAPE are 26.35%, 0.57%, 0.32%,
and 4.71%, respectively. Moreover, this methodology can be
applied to other locations and sites to develop this correlation
and regression to estimate the soiling performance of the PV
system. This forecasting ofKd is essential for planning a new PV
system for prior assessment of the performance, and scheduling
cleanup to mitigate its impact.

ACKNOWLEDGMENT

The authors extend their appreciation to the Deputyship for
Research & Innovation, Ministry of Education, and Saudi Arabia
for funding this research work through the project number (QU-
IF-1-3-3). The authors also thank to the technical support of
Qassim University.

REFERENCES

[1] J. Wei, Y. Zhang, J. Wang, X. Cao, and M. Khana, “Multi-period planning
of multi-energy microgrid with multi-type uncertainties using chance
constrained information gap decision method,” Appl. Energy, vol. 260,
2020, Art. no. 114188.

[2] J. Wei, Y. Zhang, J. Wang, and L. Wu, “Distribution LMP-Based demand
management in industrial park via a bi-level programming approach,”
IEEE Trans. Sustain. Energy, vol. 12, no. 3, pp. 1695–1706, Jul. 2021.

[3] K. Ilse, B. Figgis, V. Naumann, C. Hagendorf, and J. Bagdahn, “Funda-
mentals of soiling processes on photovoltaic modules,” Renewable Sustain.
Energy Rev., vol. 98, pp. 239–254, 2018.

[4] M. Maghami et al., “Power loss due to soiling on solar panel: A review,”
Renewable Sustain. Energy Rev., vol. 59, pp. 1307–1316, 2016.

[5] D. Jordan, C. Deline, S. Kurtz, G. Kimball, and M. Anderson, “Robust
PV degradation methodology and application,” IEEE J. Photovolt., vol. 8,
no. 2, pp. 531–525, Mar. 2018.
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Abstract
The urban reach of River Yamuna at Delhi is contaminated with a high volume of wastewater inflows amounting to a flow of 
about 3600 MLD consisting of BOD as high as 200 mg/l entering through sixteen outfalling drains within the 22 km of reach. 
The present study intended to develop water quality management approaches to bring out the BOD and DO concentrations 
within the prescribed limits. Four different scenarios with twelve cases have been developed to attain this objective. The 
model QUAL2Kw was calibrated and validated with secondary data. RMSE values were determined to validate the predicted 
and observed values. Four scenarios, including bottom algal modification, pollutant load modification, pollutant load modifi-
cation with diversion, and diversion with flow augmentation, were assessed for February 2019 with low flow conditions. The 
study showed that flow augmentation and diversion of some drains (D1, D11, D12, D13) could ensure the required criteria 
for BOD < 3 mg/l throughout the reach. At 33 km from upstream, local oxygenation was required to maintain DO above 
4 mg/l. Advanced treatment in drain 1 and diversion of a few smaller drains can also maintain the required standards. Results 
indicated that the reach required a combination of bottom algal reduction, flow augmentation, load modification, and local 
oxygenation to sustain the river quality. The present study attempts to develop a novel strategy for river water management 
under different scenarios for the urban reach of the Yamuna River, which is almost anoxic after outfalling drain 1.

Keywords  Water quality management · Water quality model · Pollutant load · QUAL2Kw · Diversification · Flow 
augmentation

Introduction

The rapid population growth is putting high pressure on 
the water bodies of developing countries like western and 
southern Africa and south Asia (Turan et al. 2018). The 
anthropogenic activities release harmful contaminants into 
the aquatic environment and threaten living organisms 

(Abbas et al. 2022). These contaminants lead to destroy-
ing the aquatic ecosystem. High oxygen-demanding pol-
lutants discharged from agriculture, municipal, and indus-
trial activities decrease the dissolved oxygen concentration 
below the extreme level in the receiving water. The aquatic 
ecosystem of the river becomes unbalanced and causes the 
mortality of fish and other organisms, produces odors, and 
becomes unaesthetic (Cox 2003). The wastewater coming 
from municipal sewage contains organic and inorganic 
substances, including toxic household chemicals such as 
insecticides, pesticides, detergents, personal care products, 
and other nonbiodegradable substances that cause harmful 
effects to human health when agricultural lands are irrigated 
with the water from receiving water resources (Khalil et al. 
2022). Agricultural runoff contains residual synthetic ferti-
lizer, and pesticides contain micronutrients (Tauqeer et al. 
2022a, b). These microcontaminants also accumulate in the 
aquatic ecosystem and threaten living organisms (Abbas 
et al. 2022). Industrial wastewater contains inorganic and 
toxic substances demanding oxygen.
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Water quality management approaches involve a highly 
multi-disciplinary decision related to the parameter’s data 
input, response, and control (McIntyre 2004). Water quality 
models can evaluate the river water quality and predict the 
highly complex relationship between the wastewater and the 
system’s response (Deksissa et al. 2004). These models can 
predict the water quality after wastewater discharges into 
the river and, therefore, can decide the degree of treatment 
required of wastewater for the designated use. A vast amount 
of municipal and industrial wastewater is generated due to high 
population growth, non-systematic urbanization, fast indus-
trialization, and irrigation projects. With uncontrolled and 
accelerated development, wastewater discharged into the river 
negatively impacts water quality (Singh et al. 2007). Hence, 
surface water bodies urgently require a sustainable manage-
ment system. Water quality management aims to reduce pol-
lution’s environmental impact (Ghosh and Mujumdar 2010).

The Yamuna River, Delhi segment is the most polluted 
water reach in India as partially treated, and untreated sew-
age disposal from wastewater sources cause almost no dis-
solved oxygen (DO) and high biochemical oxygen demand 
(BOD) throughout the year (Sharma 2013; Sharma et al. 
2009; Yamuna et al. 2020). The deterioration caused due 
to sixteen main drains outfalling to 22 km of this reach 
with high oxygen demanding pollutants as point sources in 
between Wazirabad to Okhla, and a large volume of water 
is abstracted for the water supply of Delhi at Wazirabad 
barrage located 24 km from Palla (CPCB 2008). After 
Wazirabad, the stretch has almost no freshwater (CPCB 
2006), and the river becomes a sewage line. Before enter-
ing Delhi, at Palla, the DO and BOD concentrations were 
within the desired limit (BOD < 3 mg/l; DO > 4 mg/l). 
These concentrations of BOD and DO at Palla are due to 
the non-appearance of the wastewater contribution from 
the enclosing catchment (Jaiswal et al. 2019). The present 
study analyzed the different scenarios by reducing the 
BOD from the contributing drains to increase the DO to 
the acceptable limit throughout the reach. The strategies 
have been created by varying flow augmentation in the 
upstream, diversification of different point sources, and 
increasing the percentage of treatment. QUAL2Kw was 
used to find a managerial approach for maintaining the 
Yamuna, Delhi water quality. QUAL2Kw is the enhanced 
version of QUAL2E, including new elements such as the 
unequal spacing of reach, anoxic conditions, slow and first 
biochemical oxygen demand, chemical oxygen demand 
(COD) as a generic constituent, algal death conversion, 
and DO interaction with the fixed plant (Peletier and 
Chapra 2006). QUAL2Kw analyzes steady and dynamic 
conditions with multiple (Hobson et al. 2015) loadings 
and abstractions in any reach. In addition, QUAL2Kw 
analyzed bottom algae, sediment–water fluxes, nitrifica-
tion, and pH. The present study intended to develop some 

management options using this model QUAL2Kw. This 
model is suitable for the study reach as this segment is 
almost anoxic after joining the Najafgarh drain (D1). This 
model reduces the oxidation reaction to zero when oxygen 
availability is deficient (Pelletier and Chapra 2008a). This 
model has been successfully used for water quality man-
agement of the Zarjub River, north Iran (Zare Farjoudi 
et al. 2021), the Mousi River, south Sumatra (Lestari et al. 
2019), Wenatchee River, Washington State, USA (Carroll 
et al. 2006), Bagmati River, Nepal (Kannel et al. 2007), 
The Yeongsan River, southwestern Korea (Cho and Lee 
2019), Bedog River, Indonesia (Setiawan et al. 2018), The 
Wenatchee River with two tributaries, USA (Cristea and 
Burges 2010), Silver Creek, Utah (Hobson et al. 2015), Jor-
dan River, Utah, USA (Neilson et al. 2013), Zarjub River, 
Iran (Nikoo et al. 2016), Cértima River, Portugal (Oliveira 
et al. 2012), South Umpqua River, Oregon (Turner et al. 
2009), and Minho River, Portugal (Santos et al. 2013). 
Studies show that this model is used worldwide for water 
quality management and waste load allocation projects. For 
the study reach, various water quality assessments research 
has been performed (Bhargava 1985; Kazmi and Hansen 
1997); Paliwal and Sharma 2007; Sharma et al. 2009; Par-
mar and Keshari 2014a; Sharma et al. 1999). The water 
quality management and waste loading were analyzed 
using the model QUAL2E (Parmar and Keshari 2014a; 
Paliwal and Sharma 2007) and generated scenarios with 
varying load and flow augmentation. Paliwal and Sharma 
(2007) stated the requirement of advanced treatment with a 
minimum flow of 10m3/s to maintain water quality for this 
reach. Parmer and Keshari (2014a) also used QUAL2E for 
waste load allocation of Yamuna River reach, Delhi, and 
concluded that flow augmentation is not feasible for this 
reach. However, QUAL2E can only simulate equal spacing 
segments while outfalling drains of this reach are unequally 
spaced. Moreover, this reach is almost anoxic after mas-
sive water withdrawal at Wazirabad, and QUAL2E cannot 
predict under this circumstance. The enhanced version of 
QUAL2E, the QUAL2Kw model, is most suitable for this 
reach as it can accommodate the unequal spacing of input 
load and anoxic conditions with almost zero oxygen level. 
The present study’s objectives were to arrive at approaches 
to manage the BOD and DO level of the river reach by 
bottom algae modification, augmenting flow, diverting the 
major drains, enhancing treatment, and local oxygenation. 
The QUAL2Kw model was established with populated 
and validated to attain these objectives. Statistical analy-
sis was used to check the relationship between predicted 
and observed values. The present study is a novel approach 
for the river water management of urban reach, Yamuna 
River, Delhi, by varying scenarios and using the model 
QUAL2Kw for obtaining a strategy to retain the oxygen 
level above 4 mg/l throughout the reach.



Arab J Geosci         (2022) 15:1767 	

1 3

Page 3 of 17   1767 

Materials and methods

Study area

The river Yamuna originated from Saptrishi Kund, and after 
traveling 1376 km, it confluences to the river Ganga. After 
flowing from its source, the river travels through several val-
leys, approximately 172 km of the Himalayan segment, to meet 
the upper part. The upper segment started at Tajewala Barrage, 
and after 224 km, the river reached Delhi at Palla (CPCB 2006). 
Furthermore, traveling 22 km toward Delhi, the river runs the 
Wazirabad barrage, where water abstracts the domestic water 
supply of Delhi. After abstraction, the river contains low flow 
except during the monsoon season (Yamuna et al. 2020). Six-
teen main drains contribute to partially treated and untreated 
wastewater between Wazirabad and Okhla, making the stretch 
highly polluted (Fig.  1) (Yamuna et  al. 2020). Najafgarh 
drain, Delhi Gate drain, Sen Nursing Home drain, Barapulla, 
Tughlakabad, and Shahdara drain contribute approximately 
86% of wastewater and 75% of organic matter as BOD (Yamuna 
et al. 2020). In 2019, the Najafgarh drain contributed 1938.38 
MLD wastewater with 133.82 TPD BOD (CPCB, 2020). This 
point source contributes 64% of the total wastewater and 50% 
of the total BOD load into the Delhi reach. For the present 
study, 44 km of the Delhi reach of Yamuna River has been 
taken and shown in Fig. 1. Study area locations are shown in 
Table 1. The total catchment area covering the Delhi mega met-
ropolitan city is approximately 1483 km2 which is 0.4% of the 
total catchment area of the river. Four monitoring stations, Palla 
(M1) at the upstream point; old railway bridge (M2), approxi-
mately 27.4 km upstream; Nizamuddin (M3), around 36.4 km 
upstream; and Okhla (M4), about 44 km upstream, have been 
taken. Sixteen main drains are shown in Fig. 2 as point sources, 
and water quality management options have been determined.

Methodology

Modeling framework

The model QUAL2Kw assumes the river to be in a 1-dimen-
sional and steady-state condition. It stimulates the river and 
does not incorporate the branches and tributaries. QUAL2kw 
accommodates features such as a software interface, une-
qually spaced reaches instead of equally spaced reaches 
with multiple loading and abstractions at any point, anoxia 
by reducing sediment oxygen demand, nutrient fluxes, bot-
tom algae, pathogenic bacteria, suspended solids, light 
extinction, pH, alkalinity, total inorganic carbon, hyporheic 
exchange, and sediment pore water. These features are auto-
matically calibrated using a genetic algorithm ((Hobson et al. 
2015; Pelletier and Chapra 2008a, b). This model studies 

the interaction of DO, plants, CBOD, and denitrification 
(Elshorbagy et al. 2005) and includes hyporheic and surface 
transient storage for each reach (Pelletier and Chapra 2008a, 
b). The model can also use for kinematic wave flow rout-
ing. For QUAL2Kw, a mass balance equation for a substance 
except for bottom algae can be presented in Eq. 1 (Pelletier 
and Chapra 2008a, b).

where Qi is the outflow from i into reach (i + 1) in m3/day, 
Wi is the external loading to reach i (mg/day(, Si is the sources 
and sinks of the constituents (mg/m3/day), E′

hyp,i
 is the mass 

exchange between the water and the hyporheic sediment zone 
(m3/day), reach i (in m3/day), Qi–1 is the inflow, upstream 
reach (i − 1) (m3/day), Qin,i is the total inflow from point and 

diffused sources (m3/day), Qab,i is the total outflow or abstrac-
tions (m3/day) to the reach, V is the volume of the reach, and 
C is the constituent concentration (Fig. 3).

The model has the option of auto-calibration using a 
genetic algorithm to maximize fitness by adjusting the sig-
nificant parameters. The fitness is calculated with the fol-
lowing equation (Pelletier and Chapra 2008b)

where Oi,j is the measured values, Pi,j is the predicted val-
ues, m is the predicted and measured pairs, Wi is the weighting 
factors, and n is the different state variables numbers. The 
model QUAL2Kw (Pelletier and Chapra 2008a, b) was used 
to evaluate the water quality parameter’s fate and develop a 
management strategy for the Yamuna River Delhi stretch.

Data input

In the present study, the model QUAL2Kw was used to cali-
brate and validate data for four monitoring stations, M1, M2, 
M3, and M4 (Fig. 1), sixteen major outfalling drains named 
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Table 1   Study area locations

Name of the stations Longitude Latitude

Palla (upstream) 28°49″46′ N 77°13″27′ E
Old railway bridge (monitoring station) 28°39″ 33′ N 77°14″42′ E
Nizamuddin (monitoring station) 28°35″ 31′ N 77°18″21′ E
Okhla (downstream) 28°32″40′ N 77°18″49′ E
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Fig. 1   Yamuna river segment, 
Delhi
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D1–D15 (D6 has joined two drains), two abstraction points 
A1 and A2 (Wazirabad barrage and Agra canal), and one 
significant tributary T1 (Hindon cut). The river reach has 
been divided into 21 segments and six sub-segments for the 
first segment (Palla to Wazirabad). QUAL2Kw can simulate 
unequal spacing, and the river segmentation is taken based 
on significant changes such as contributing drains and tribu-
taries or abstraction points. Figure 2 illustrates the segmen-
tation of the river reach with the flow profile. Water quality 
data for pH, alkalinity, BOD, COD, and conductivity were 
collected from 1999 to 2008 (CPCB 2006, 2008, 2009), per-
sonal communication with the Central Water Commission 
(CWC), and Delhi Pollution Control Committee (DPCC).

Daily flow and monthly water quality data, including 
river cross-section, were collected from personal com-
munication with the CWC and DPCC. Table 2 shows the 
length, width, and depth of the river. Table 2 shows the entire 
reach is not very deep except for the location where D12 
meets. Hence, it satisfies the one-dimensional flow system 
as the model assumes. Therefore, the O’Connor–Dobbins 
Eq. (1958) has been used for calculating reaeration coef-
ficients for slow-moving shallow rivers (Chapra 1997). This 
study has assumed 100% sediment oxygen demand (SOD) 
coverage and prescribed SOD as 1, 10 cm of hyporheic sedi-
ment thickness, sediment porosity of 0.4, and 0% hypor-
heic exchange flow (Pelletier and Chapra 2008b). Other rate 
constants were taken as global values (Pelletier and Chapra 
2008a, b). The model was used to simulate BOD, DO, pH, 
alkalinity, and COD. The calibration and validation were 
performed with the average data from February (1999 to 

2005) and (2006 to 2008), respectively. Again, the modeling 
was performed for February 2019 (DPCC) data, and water 
quality management options were developed with the recent 
data. Data for February month have been taken as this is the 
dry season with low flow conditions. As India is a develop-
ing country with an inadequate monitoring system, monthly 
average data has been accepted for calibration and valida-
tion. Air temperature data was collected from IMD (Indian 
Meteorological Department), and hourly data were used for 
calibration and validation. Hydraulic characteristics have 
been calculated from rating curves (Eqs. 3–5) using regres-
sion methods

where V, Q, D, and W are the average velocity, discharge, 
depth, and width, respectively, for each segment, and a, c, and 
e are the velocity, depth, and width coefficients, as well as 
b, d, and f are the exponent, respectively. By solving these 
equations with regression analysis, rate constants were deter-
mined. After calibration, the model was verified, and RMSE 
values were calculated to check the minimum error. Automatic 
calibration was done after manual calibration. Water quality 
management options were developed by varying the upstream 
flow and diversification of the drains. The river segment was 
divided into twenty-one segments, and segment one was again 

(3)V = aQb

(4)D = cQd

(5)W = eQf

Fig. 2   Monitoring stations, 
drains, and abstraction locations
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divided into six sub-reaches. Palla, old railway bridge, Niza-
muddin bridge, and Okhla upstream (M1–M4) were taken as 
four monitoring stations. The river reaches are divided con-
sidering the significant drain discharges with high pollutants. 
Monthly average data were collected from 1999 to 2008 for 
pH, DO, BOD, COD, conductivity, alkalinity, temperature, 
NH4, and NO3 from CPCB and CWC. The model has been 
calibrated and validated, taking time step 5.625 to avoid insta-
bility. The 10-year data were divided into a 7:3 ratio for cali-
bration and validation. In February, air temperature and flow 
are low due to the late post-monsoon period. Wind speed is 
low, so aeration and minimum dew point temperature are also 
low. Therefore, the model was simulated for this month. The 
fitness was established with root mean squared error variance 
(RMSEV) for the predicted and observed values of calibration 
and validation. The model was verified with another dataset, 
and RMSEV values were calculated for fitness. Table 2 shows 
the hydraulic characteristics of the river reach, and Table 3 and 
Table 4 show the water quality parameters used for calibration 

and validation. After calibration and verification, RMSEV val-
ues were calculated using Eq. 6 and shown in Table 5.

where Pi is the predicted values, Oi is the observed val-
ues, n is the no. of observation, and mean is the average of 
observed values.

Water quality management scenarios

After setting the model, different management strategies 
were analyzed. Four scenarios have been developed varying 
bottom algal concentrations, modifying pollutant load in the 
main drains, diversion with load modification, and diversion 
with flow augmentation. Twelve cases were generated for 
these scenarios. Four cases were generated for the scenario 
keeping bottom algal concentrations 100%, 50%, 60%, and 

(6)RMSE = 1∕mean

[

√

∑i

1

{

(

Pi − Oi

)2
}

∕n

]

Fig. 3   Schematic Diagram of 
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75% (Fig. 5), covering the river bed to study the BOD reduc-
tions and increment of DO. For this scenario, there was no 
external load contributed to the reach. The second scenario 
was developed by varying the pollutant load concentration 
in the significant drains D1 and D14. The prescribed BOD 
load for scenario 2 was varied from 30 mg/l to 0 mg/l for 
case 1 and case 2, respectively. For case 3, BOD load was 
kept 0 for D1 and D14, and the rest outfalling sources were 

assumed with flow containing 4 mg/l DO and 30 mg/l BOD 
as prescribed for the effluent wastewater standard by CPCB. 
Bottom algal conditions were kept 50% covered. In scenario 
3, for D1, BOD load has been changed to 0 mg/l, 15 mg/l, 
and 5 mg/l for case 1, case 2, and case 3, respectively. Also, 
D13–D15 were diverted to D12, and the load for D12 has 
been modified for different cases. In scenario 4, D1 has been 
diverted, and flow augmentation was assumed upstream. In 

Table 2   Hydraulic 
characteristics of the river reach

* Yamuna et al. (2020). **Sharma et al. (2017)

Segment name Location (km)* Length (km)* Depth (m)** Width (m)** Velocity 
(m/s)**

Palla 0 0 0.95 206.30 0.12
Wazirabad 22.00 22.0 0.50 119.70 0.04
Najafgarh drain 22.44 0.44 1.26 158.70 0.13
Magazine road drain 23.58 1.14 1.34 136.50 0.15
Sweeper colony drain 23.78 0.20 1.31 149.30 0.13
Khyber pass drain 23.92 0.14 1.51 115.30 0.15
Metcalf house drain 24.70 0.78 1.50 109.30 0.16
ISBT + Mori gate drain 26.02 1.98 1.45 130.61 0.14
Tonga stand drain 27.38 1.36 1.71 110.90 0.14
Old railway bridge 28.30 0.92 1.71 110.90 0.14
Shastri park drain 28.40 0.10 1.07 175.03 0.12
Civil mill drain 29.05 0.65 1.07 175.03 0.13
Kailash Nagar drain 29.16 0.11 1.28 150.44 0.13
Delhi gate drain 31.26 2.10 1.39 124.20 0.22
Sen nursing home drain 32.64 1.58 4.50 82.90 0.08
Drain 14 33.64 1.00 1.57 122.41 0.16
Nizamuddin bridge 36.34 2.70 1.97 121.60 0.13
Barapulla drain 37.49 1.15 1.97 121.60 0.13
Maharani Bagh drain 40.49 3.00 0.95 105.40 0.08
Agra canal 41.50 1.05 1.19 79.60 0.08
Okhla 44.00 2.50 1.19 79.60 0.08

Table 3   Water quality data for four monitoring stations

Data from CPCB (2006), Sharma (2013), and CPCB (2008)

Station name Distance (km) Con (umhos) DO (mg/l) BOD (mg/l) COD (mg/l) Alkalinity (mg/l) pH NH44-N 
(µg/l)

NO3-N (µg/l)

For calibration
  M1 0 384.14 8.47 1.61 5.51 336.18 7.8 241 576
  M2 28.4 918.43 0.09 42.9 65.43 202.81 7.06 10,695 1035.7
  M3 37.5 962.86 0.01 23.0 49.67 195.47 6.82 12,980 480.00
  M4 44.00 895.29 0.15 22.7 40.43 188.07 6.88 14,257 1064.29

For validation
  M1 0 332 8.65 2.10 5.13 131.65 7.85 213 816
  M2 28.4 1192.25 0.08 23 63.33 318.5 7.2 8627.5 810
  M3 37.5 1508 0.02 33 39 318 6.93 11,422.5 460
  M4 44 1477 0.03 40 29 321.5 6.975 11,422.5 582.5
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case 1 and case 2, 50 cumecs and 60 cumecs flows have been 
augmented. The model was run for the average values of pol-
lutant load for February 2019. Table 6 shows the pollutant 
load added to the river segment to develop the scenarios. 
The upstream water quality parameters used to develop the 
scenarios are shown in Table 7. Abstraction for Wazirabad 
has been taken as 1100 MLD (Yamuna et al. 2020), and 
upstream flow has been taken as the average decadal flow 
of 21.7 cumecs. In the present study, except for Fig. 9, COD 
was kept at 100 mg/l. NGT (National Green Tribunal) of 
India has directed to keep 10 mg/l of BOD and 50 mg/l of 
COD in the effluent wastewater. Hence, in Fig. 9, outfall-
ing drains containing 50 mg/l of COD and 10 mg/l of BOD 
concentration have been assumed.

Results and discussion

Calibration and validation of the model

The water quality parameters used for calibration and 
validation are shown in Tables 3 and 4. Figure 4 shows 
the predicted and observed values for calibration and 
validation. Table 5 shows the RMSEV for DO, BOD, 
COD, and ammonia nitrogen (NH4-N). The predicted 
and observed values agreed well, except for some deals. 
Variations in predicted and observed values might be 
due to the use of monthly average data. At M1, DO 
concentration was more than 8 mg/l for both datasets. 
However, after adding pollutant load from the Najafgarh 
drain (drain 1), the BOD level and DO were changed to 
high and 0, respectively. The scarcity of fresh water and 
high oxygen-demanding wastewater with elevated BOD 
and COD caused the abrupt degradation of DO at this 
point (Paliwal and Sharma 2007).

The RMSE values of dissolved oxygen for the pre-
dicted and observed values for calibration and validation 
are 0.021 and 0.0206, respectively. It emphasizes that 
the model is quite applicable to simulate the dissolved 
oxygen for this river reach. For BOD, the predicted and 
observed values in some stations are different. The BOD 
upstream was 1.81 mg/l, under the required standard, 
i.e., < 3 mg/l. However, the Najafgarh drain (Table 4) 
contributed 61.43 mg/l of BOD load with 25.39 cumecs 
wastewater. This drain contributes approximately 58% of 
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Table 5   RMSE values for calibration and validation

RMSEV Calibration Validation

DO 0.02 0.02
BOD 0.43 0.36
COD 0.38 0.41
NH4-N 0.22 0.24
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the total BOD load (Paliwal et al. 2007). Hence, Fig. 4 
shows a sudden increment of BOD for both calibration 
and validation. Discrepancies were between the observed 
and predicted values at some points, possibly due to the 
sampling and monitoring system, as India has limited 
financial resources for frequent monitoring like Nepal 
(Raj Kannel et al. 2007), and improvement is required 
to the monitoring system. Additionally, observed values 
were high as diffused sources due to bathing, washing 
clothes, cattle wading, and religious activities (Paliwal 
et al. 2007), which are not included in the present study. 
However, the RMSE values of BOD for calibration and 
validation are 0.4167 and 0.3568, respectively. The RMSE 
values for BOD, COD, and ammonia showed that the 
model is reasonably fit for this reach except for some 
variation.

Management approach

Four scenarios were attempted to arrive at management 
options. The model was run with the monthly average value of 

February 2019 (Table 6 and Table 7), taking the decadal aver-
age flow of 21.7 cumecs for upstream (Sharma et al. 2017). As 
flow is varied throughout the year, the decadal average value 
has been considered for management options. Four scenarios 
were investigated, and the best combination for effective water 
quality management was established. Earlier studies stated 
(Paliwal and Sharma 2007; Bhargava 1985; Parmar and Kes-
hari 2014b) that a combination of wastewater treatment, flow 
augmentation, and a diversion was necessary for this reach. 
This study attempted to maintain the water quality standards 
for this reach stated by the Central Pollution Control Depart-
ment of India. As D1 (Najafgarh drain) is the highest con-
tributing source, load modifications and diversification were 
considered for D1.

Bottom algal modification

In scenario 1, the model was run without any load input 
throughout the stretch and varying bottom algae conditions 
to check the assimilation capacity of the river bed with 
existing hydrological and meteorological conditions. For 
the development of management scenarios, meteorological 
and hydrological data have been taken for the study period. 
Cases were analyzed for 100%, 75%, 60%, and 50% bottom 
algal coverage. Table 8 shows the predicted values for dif-
ferent bottom algal concentrations. From Table 8, without 
external load, the river has a low assimilation capacity to 
reduce BOD from 2.4 mg/l to0.73 mg/l for 100% bottom 
algae. Figure 5 shows the DO and BOD concentrations 
of the river for the reach with varying bottom algal con-
ditions; when the bottom algae concentration was reduced 
to 50%, DO concentration increased by 38% after 22 km 
and 84% at the end of the reach compared to 100% bottom 

Table 7   Headwater input for water quality management scenario

Headwater quality Values

Temperature 12.80 °C
Conductivity 470.0 umhos
Dissolved oxygen 8.40 mg/l
BOD 2.40 mg/l
COD 12.00 mg/l
Alkalinity 143.00 mg/l
pH 7.9 s.u

Table 6   Waste load input/
abstraction for February 2019 
(DPCC)

Name Distance (km) Flow (cumecs) Temp (°C) DO (mg/l) BOD (mg/l) COD (mg/l)

A1 22 12.71 19 6.77 1.42 21.32
D1 22.44 24.91 19.43 0 62 152
D2 23.58 0.22 19.43 0 210 520
D3 23.78 0.43 19.43 0 30 92
D4 23.98 0.15 19.71 0 35 80
D5 24.7 0 0 0 0 0
D6 26.02 0.16 19.42 0 62 192
D7 27.38 0.45 19.43 0 60 172
D8 28.40 0.09 19.14 0 54 208
D9 29.05 0.58 19.14 0 130 400
D10 29.16 0.79 19.14 0 93 320
D11 31.26 0.58 18.86 0 52 152
D12 32.64 1.07 18.86 0 180 450
D13 33.64 1.81 19.10 0.96 40 128
D14 37.49 0.81 19.77 0.16 92 272
D15 + T1 40.49 10.69 18.81 0 78 196
A2 41.50 37.58 18.81 0 88 336
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Fig. 4   Observed and predicted 
values for calibration and vali-
dation of the model
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algal concentration. After 40% reduction of bottom algae, 
the stretch can maintain a DO concentration of more than 
4 mg/l without external pollutant load. Therefore, the per-
cent reduction of bottom algae can also be combined with 
the water quality management plan to get better results. Kori 
et al. (2013) also suggested maintaining 75% bottom algal 
coverage of the Karanja River, India, for getting the pre-
scribed water quality.
Pollution load modification

In scenario 2, 50% algal modification and 30 mg/l BOD 
and 4 mg/l DO in all contributing sources are taken, and 
modeling has been performed. In case 1, with 30 mg/l of 
BOD in all outfalling drains, abrupt changes occurred after 
0.44 km of the Wazirabad barrage (Table 9) (CPCB 2006). 
Due to less freshwater availability and high wastewater con-
tribution from D1, the BOD concentration became high, and 
the DO concentration changed to nil. In case 2, after load 
modification for D1, 30 km from upstream of the river reach 
maintained the required BOD value (< 3 mg/l). The reason 
may be due to the wastewater contribution was much less 
from other drains than D1 (Table 6). Assuming the BOD 
concentration of contributing wastewater was 5 mg/ l from 
D1 and D14, all the reach could maintain BOD below 4 mg/l 
up to 40 km from upstream. DO concentration decreased 
after 30 km from upstream below the required concentra-
tion. Hence, some reaeration was required to increase the 

DO concentrations. Thus, case 3 was generated with 100% 
removal of BOD from the Najafgarh drain and Barapullah 
drain, as these were the higher contributing sources. A minor 
improvement was found (Table 9 and Fig. 6). Therefore, 
multiple treatment options and diversion were also necessary 
for this highly polluted stretch (Paliwal et al. 2007).

Diversion of drains with load modification

As advanced treatment costs may be higher, the concen-
tration of BOD and DO after increasing the flow at the 
upstream location and diverting D1 was observed (Fig. 7). 
The Najafgarh drain, which contributes a considerable 
amount of wastewater, can be diverted to other sites. This 
diversion was suggested in 1979 (Bhargava 1985), and it was 
proposed to shift drain 1 (Najafgarh drain) to the Agra canal. 
After Wazirabad, the water flow is very little to the river, 
and wastewater from D1 contributes to the flow of the river. 
Therefore, in scenario 3, instead of diversion D1, modifica-
tion of the load for D1 and diversion of D13, D14, and D15 
were studied. Case 1, case 2, and case 3 were assessed by 
taking BOD as 0 mg/l, 15 mg/l, and 5 mg/l, respectively, 
for the D1 and D12 (after diverting D (13–15), and leaving 
all drains with 30 mg/l BOD and 4 mg/l DO). Figure 7 and 
Table 10 show the predicted values for BOD and DO. For 
case 1, DO concentration was not satisfied after 33 km from 

Table 8   Predicted values for 
scenario 1 changing the bottom 
algal concentrations (distance in 
km, BOD and DO in mg/l)

Distance Case 1 Case 2 Case 3 Case 4

DO BOD DO BOD DO BOD DO BOD

0 8.40 2.40 8.49 2.40 8.40 2.40 8.40 2.40
22.22 4.98 1.03 6.48 0.79 6.44 0.80 6.03 0.87
23.01 4.68 0.98 6.29 0.73 6.21 0.74 5.81 0.81
23.68 4.62 0.97 6.25 0.72 6.20 0.73 5.76 0.81
23.85 4.58 0.97 6.23 0.71 6.18 0.72 5.74 0.80
24.31 4.34 0.93 6.08 0.66 6.03 0.68 5.56 0.76
25.36 4.15 0.89 5.98 0.62 5.94 0.63 5.44 0.72
26.70 3.84 0.86 5.81 0.52 5.76 0.58 5.22 0.67
27.84 3.86 0.85 5.85 0.54 5.80 0.56 5.26 0.65
28.35 3.84 0.85 5.83 0.54 5.79 0.56 5.24 0.65
28.73 3.72 0.85 5.78 0.52 5.73 0.54 5.17 0.63
29.11 3.71 0.84 5.77 0.51 5.73 0.53 5.16 0.63
30.21 3.66 0.82 5.81 0.46 5.77 0.48 5.18 0.59
31.95 3.18 0.81 5.49 0.43 5.43 0.45 4.77 0.56
33.14 2.92 0.81 5.36 0.39 5.27 0.42 4.57 0.55
34.99 2.73 0.82 5.29 0.35 5.16 0.38 4.41 0.52
36.92 2.43 0.84 5.08 0.33 4.94 0.37 4.14 0.51
38.99 2.40 0.81 5.05 0.28 4.68 0.32 3.85 0.48
40.99 2.68 0.79 5.23 0.26 4.76 0.31 3.94 0.47
42.75 2.92 0.73 5.37 0.24 4.63 0.29 3.84 0.44
44.00 2.92 0.73 5.37 0.24 4.63 0.29 3.84 0.44
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upstream. Therefore, local oxygenation is needed at 33 km, 
consistent with earlier studies (Paliwal et al. 2007).

Diversion with flow augmentation

Najafgarh drain (D1), as a primary contributor to waste-
water, can be diverted to the Agra canal or other places, 
as suggested by earlier studies (Bhargava 1985). After the 

diversion of D1, the flow of water will be very deficient, so 
flow augmentation must be required upstream to increase 
the self-assimilation capacity of the reach. Scenario 4 stud-
ied flow augmentation with diversion. Figure 8 shows the 
variation of increasing flow at the upstream location Palla. 
When the upstream flow is kept at 50 cumecs at Palla and 
diverting D1, the DO and BOD are satisfied up to 30 km 
upstream. Therefore, the last three drains were diverted, and 

Fig. 5   Scenario 1: BOD and 
DO profile with bottom algae 
modification
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Fig. 6   DO and BOD profile for 
the different cases of scenario 2
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the water quality improved. However, the contribution from 
the tributary Hindon cut caused the DO concentration to be 
reduced in the last segment. Therefore, higher treatment may 
be required for T1. As stated in previous studies, it is pos-
sible to change the situation by increasing the upstream flow 
(Parmar and Keshari 2014b). Furthermore, obtaining the 
designated standard requires more treatment. A recent order 
from NGT (Deshpande, 2019) suggested effluent standards 
for BOD as 10 mg/l and COD as 50 mg/l. The model is 
run with 50 cumecs flow upstream by keeping these values, 
shown in Fig. 9. However, it was observed that this river seg-
ment required advanced treatment. Moreover, after 30 km 
upstream, aeration was also needed. Although many studies 
and management plans have been taken to rejuvenate this 

reach, the river reach could not attain the desired standard 
for the complexity of load distribution and proper monitor-
ing systems. This study did not include oxygen demand for 
the nitrogenous matter, and diffused sources were also not 
calculated. Hence, the predicted results may differ from the 
observed results.

Conclusion

A receiving water quality model, QUAL2Kw, was used to 
calibrate and validate the secondary data for the Yamuna 
River Delhi segment. The field and predicted data showed 
a good relationship, except for some variation. The model 

Fig. 7   DO and BOD profiles for 
the different cases of scenario
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Table 9   Predicted values for 
scenario 2 (50% bottom algal, 
BOD 30 mg/l, DO 4 mg/l for 
all reaches in case 1, in case 
2: BOD 0 at D1 and rest same, 
case 3 BOD 0 mg/l at D1 and 
D14, and the rest were same) 
(distance in km, BOD and DO 
in mg/l)

Distance Case 1 Case 2 Case 3

DO BOD DO BOD DO BOD

0 8.40 2.40 8.40 2.40 8.40 2.40
22.22 6.47 0.84 6.47 0.84 6.47 0.84
23.01 0.06 22.07 4.81 0.61 4.81 0.20
23.68 1E-06 22.13 4.80 0.39 4.80 0.39
23.85 1E-06 22.23 4.79 0.75 4.80 0.75
24.31 1E-06 22.30 4.72 0.81 4.72 0.81
25.36 1E-06 22.34 4.74 0.75 4.74 0.75
26.70 1E-06 22.43 4.65 0.81 4.65 0.81
27.84 1E-06 22.56 4.68 1.12 4.68 1.12
28.35 1E-06 22.57 4.67 1.11 4.67 1.12
28.73 1E-06 22.62 4.61 1.13 4.61 1.13
29.11 1E-06 22.75 4.58 1.58 4.58 1.58
30.21 1E-06 23.01 4.32 1.95 4.32 1.95
31.95 1E-06 23.16 3.49 2.14 3.49 2.14
33.14 1E-06 23.41 2.89 2.67 2.89 2.67
34.99 1E-06 23.80 1.84 3.38 2.39 2.20
36.92 1E-06 23.86 1.19 3.16 1.98 2.04
38.99 1E-06 24.11 0.14 3.56 0.99 2.11
40.995 1E-06 25.37 1E-06 9.08 1E-06 7.89
42.75 1E-06 25.39 1E-06 9.13 1E-06 7.92
44.00 1E-06 25.39 1E-06 9.13 1E-06 7.92
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Table 10   Predicted values 
for scenario 3 (distance in 
km, BOD and DO in mg/l) 
(modification of load for D1 and 
D12; diversion of D(13–15) at 
D12; case 1: 0 mg/l BOD for D1 
and D12; case 2: 15 mg/l BOD 
for D1 and D12; case 3:5 mg/l 
BOD for D1 and D12)

Distance Case 1 Case 2 Case 3

DO BOD DO BOD DO BOD

0 8.4 2.4 8.4 2.4 8.4 2.4
22.22 6.69 0.89 6.69 0.89 6.69 0.89
23.01 4.88 0.22 3.98 10.28 4.57 3.56
23.68 4.88 0.40 3.83 10.24 4.52 3.68
23.85 4.87 0.76 3.74 10.37 4.49 3.96
24.31 4.80 0.83 3.12 9.75 4.23 3.79
25.36 4.83 0.77 2.68 9.08 4.08 3.51
26.70 4.74 0.82 2.11 8.43 3.82 3.31
27.84 4.77 1.14 2.07 8.39 3.83 3.50
28.35 4.77 1.13 2.03 8.34 3.81 3.47
28.73 4.72 1.15 1.82 8.06 3.69 3.38
29.11 4.67 1.61 1.81 8.36 3.67 3.78
30.21 4.44 1.98 1.50 8.06 3.38 3.90
31.95 3.57 2.18 0.51 7.95 2.38 3.91
33.14 2.40 1.47 0.20 9.70 1.43 3.96
34.99 2.37 1.30 0.22 9.34 1.27 3.57
36.92 2.20 1.22 0.12 9.23 1.06 3.39
38.99 2.02 0.97 0.11 8.86 0.79 2.88
40.99 2.20 0.86 0.23 8.50 0.94 2.62
42.75 2.18 0.80 0.19 8.32 0.90 2.48
44.00 2.18 0.80 0.19 8.32 0.90 2.48

Fig. 8   Scenario 4 Flow aug-
mentation with diversion
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Fig. 9   Flow augmentation with 
a maximum BOD of 10 mg/l
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has been applied for different water quality management 
approaches during low flow conditions to maintain the DO 
concentration above 4 mg/l and BOD concentration below 
3 mg/l. Scenarios have been established by bottom algal 
modification, load modification, load modification and 
diversion, and diversion with flow augmentation. It has been 
observed that without load input and 40% reduction of bot-
tom algal could attain the desired conditions, and modifica-
tion of bottom algal condition can be combined with water 
quality management approaches. Scenario 2 represented 
that load modification of D1 and D14 (5 mg/l) could main-
tain BOD level below 3 mg/l throughout the reach. Local 
oxygenation was required at 30 km downstream to keep the 
DO concentration above 4 mg/l. Scenario 4 shows that flow 
augmentation with 60 cumecs at the upstream and diversion 
of D1 may satisfy the required limit for BOD around 40 km 
and DO up to 37 km downstream. Hence, the present study 
shows that this highly polluted reach needs a combination 
of treatment, including reduction of bottom algae, diversion 
of major contributing pollutant sources, flow augmentation 
at the upstream, and local oxygenation in some particular 
reaches to manage the water quality of the urban reach of 
Yamuna. The different scenarios and cases studied in this 
paper can be used to develop a real-time water quality man-
agement strategy for various urban reaches of the river. How-
ever, diffused sources and the oxygen demand for the nitrog-
enous matter can also be incorporated into further studies,

Model

The model has been downloaded from Models & Tools for 
TMDLs—Washington State Department of Ecology.
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ABSTRACT

Recent works on fake news detection have shown the efficacy of using emotions as a feature or
emotions-based features for improved performance. However, the impact of these emotion-guided
features for fake news detection in cross-domain settings, where we face the problem of domain
shift, is still largely unexplored. In this work, we evaluate the impact of emotion-guided features for
cross-domain fake news detection, and further propose an emotion-guided, domain-adaptive approach
using adversarial learning. We prove the efficacy of emotion-guided models in cross-domain settings
for various combinations of source and target datasets from FakeNewsAMT, Celeb, Politifact and
Gossipcop datasets.

Keywords Fake News Detection · Domain Adaptation · Emotion Classification · Adversarial Training · Cross-domain
Analysis

1 Introduction

In recent years, our reliance on social media as a source of information has increased multi-fold, bringing along
exponential increase in the spread of fake news. To counter this, researchers have proposed various approaches for
fake news detection (Shu, Cui, Wang, Lee and Liu, 2019; Sheng, Cao, Zhang, Li, Wang and Zhu, 2022). However,
models trained on one domain are often brittle and vulnerable to incorrect predictions for the samples of another domain
(Saikh, De, Ekbal and Bhattacharyya, 2019; Pérez-Rosas, Kleinberg, Lefevre and Mihalcea, 2018). This is primarily
due to the shift between the two domains, as depicted in Figure 1(1). To handle this, some domain-adaptive frameworks
(Zhang, Wang, Chen, Zeng, Guo, Miao and Cui, 2020; Huang, Gao, Wang and Shu, 2021; Li, Lee, Kordzadeh, Faber,
Fiddes, Chen and Shu, 2021) have been proposed which help align the source and target domains in the feature
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space to ameliorate domain shift across different problems. These frameworks guide the feature extractors to extract
domain-invariant features by aligning the source and target domains in the feature space, thus generalizing well across
domains. However, due to the absence of labels in the target-domain data, the adaptation is often prone to negative
transfer, which can disturb the class-wise distribution and affect the discriminability of the final model, as shown in
Figure 1(2).

Some recent studies have observed a correlation between the veracity of a text and its emotions. There exists a prominent
affiliation for certain emotions with fake news, and for other emotions with real news (Vosoughi, Roy and Aral, 2018),
as illustrated in Figure 1(3). Further, some works have successfully utilized emotions as features, or emotion-guided
features to aid in fake news detection (Guo, Cao, Zhang, Shu and Yu, 2019; Zhang, Cao, Li, Sheng, Zhong and Shu,
2021; Choudhry, Khatri and Jain, 2022). However, we observe that these works only consider the in-domain setting
for evaluation, without analyzing the robustness of these frameworks to domain shift in cross-domain settings. This is
another important direction that needs to be explored.

In this paper, we study the efficacy of emotion-aided models in capturing better generalizable features for cross-domain
fake news detection. Table 1 shows the improvements observed in various cross-domain settings when our emotion-
guided models were evaluated in cross-domain settings. We observe that emotion-guided frameworks show improved
performance in cross-domain settings, as compared to their baseline models without the said emotion-aided features,
thus underscoring the generalized feature extraction in emotion-aided models. We further propose an emotion-guided
unsupervised domain adaptation framework, which utilizes emotion labels in a multi-task adversarial setting for better
feature alignment across domains. The emotion labels for emotion classification, trained parallel to the fake news
detection branch in the multi-task learning setup, help provide additional supervision for improved alignment during
domain adaptation, mitigating the issue of incorrect alignment of domains. This is illustrated in Figure 1(4)). This
leads to better discriminability. We experimentally prove the efficacy of our approach across a variety of datasets

Domain A
Domain B

Fake Real
Emotion 1
Emotion 2

1 2

3

Emotion 3
Emotion 4

4

Figure 1: (1) Cross-domain texts not aligned. (2) Domain adaptation leads to some alignment. (3) Emotion-guided
classification in one domain. (4) Emotion-guided domain adaptation leads to improved alignment of the two domains.

2
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in cross-domain settings for various combinations of single-task or multi-task, domain-adaptive or non-adaptive,
emotion-guided or unguided settings on the accuracy of the models.

Our contributions can be summarized as follows:

• We suggest the use of emotion classification as an auxiliary task for improved fake news detection in cross-
domain settings, indicating the applicability of emotion-guided features across domains.

• We compare how Ekman’s and Plutchik’s base emotion classes individually affect the performance of our
multi-task domain-adaptive framework, and if there are meaningful differences between them.

• We propose an emotion-guided domain-adaptive framework for fake news detection across domains. We show
that domain-adaptive fake news detection models better align the two domains with the help of supervised
learning using emotion-aided features.

• We evaluate our approach on a variety of source and target combinations from four datasets. Our results prove
the efficacy of our approach.

2 Related Works

Several studies over the last few years have explored the correlation of fake news detection with emotions. K, P and
L (2020) emotionized text representations using explicit emotion intensity lexicons. Guo et al. (2019) utilized the
discrepancies between publisher’s emotion and the thread’s comments’ emotions to detect fake news. However, most of
these methods relied upon some additional inputs during evaluation. Choudhry et al. (2022) proposed an emotion-aided
multi-task learning approach, where emotion classification was the auxiliary task implicitly aligning fake news features
according to emotion labels.

Inspired by Ganin, Ustinova, Ajakan, Germain, Larochelle, Laviolette, Marchand and Lempitsky (2015), Zhang et al.
(2020) proposed the first fake news detection work to tackle domain shifts between different datasets. They proposed
a multi-modal framework with a Gradient Reversal Layer (GRL) to learn domain-invariant features across different
domains and used a joint fake news detector on the extracted features. Huang et al. (2021) proposed a robust and
generalized fake news detection framework adaptable to a new target domain using adversarial training to make the
model robust to outliers and Maximum Mean Difference (MMD)-based loss to align the features of source and target.
Li et al. (2021) extended the problem by treating it as a multi-source domain adaptation task, using the labeled samples
from multiple source domains to improve the performance on unlabeled target domains. They also utilized weak labels
for weak supervision on target samples to improve performance.

However, no previous work has aligned features between different domains using emotion-guided features and domain
adaptation using adversarial training. We show that applying both of these approaches leads to improved performance
due to better alignment of inter-domain features.

3 Proposed Methodology

3.1 Datasets, Emotion Annotation & Preprocessing

We use the FakeNewsAMT (Pérez-Rosas et al., 2018), Celeb (Pérez-Rosas et al., 2018), Politifact1, and Gossipcop2

datasets for cross-domain fake news detection. FakeNewsAMT is a multi-domain dataset containing samples from
technology, education, business, sports, politics, and entertainment domains. The Celeb dataset has been derived from
the web, and contains news about celebrities. Politifact is a web-scrapped dataset containing political news, while
Gossipcop contains news extracted from the web, manually annotated via crowd-sourcing and by experts.

We use the Unison model (Colnerič and Demšar, 2020) to annotate all datasets with the core emotions from Ekman’s
(Ekman, 1992) (6 emotions: Joy, Surprise, Anger, Sadness, Disgust, Fear) and Plutchik’s (Plutchik, 1982) (8 emotions:
Joy, Surprise, Trust, Anger, Anticipation, Sadness, Disgust, Fear) emotion theories. During preprocessing, we convert
text to lowercase, remove punctuation, and de-contract verb forms (eg. “I’d” to “I would”).

3.2 Multi-task Learning

We use multi-task learning (MTL) to incorporate emotion classification as an auxiliary task to our fake news detection
branch. Multi-task learning enables a model to learn the shared features between two or more correlated tasks for

1https://www.politifact.com
2https://www.gossipcop.com
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Figure 2: Pictorial depiction of our emotion-guided domain-adaptive approach for cross-domain fake news detection.

improved feature extraction and performance. We use Ekman’s or Plutchik’s emotions labels for emotion classification
branch in our MTL models to see which performs better, and compare the performance with the corresponding
single-task (STL) models in domain-adaptive and non-adaptive settings.

3.3 Emotion-guided Domain-adaptive Framework

We propose the cumulative use of domain adaptation and emotion-guided feature extraction for cross-domain fake news
detection. Our approach aims to improve the feature alignment between different domains using adversarial domain
adaptation, by leveraging the correlation between the emotion and the veracity of a text (as shown in Figure 1(4)).
Figure 2 shows our proposed framework. We use an LSTM-based (Hochreiter and Schmidhuber, 1997) feature extractor,
which is trained using the accumulated loss from fake news classifier, emotion classifier and the discriminator (aids in
learning domain-invariant features). LSTM can be replaced with better feature extractors. We used it specifically for
easier comparison to non-adapted emotion-guided and non-adapted single-task models. The domain classifier acts as
the discriminator. In our proposed framework, we do not use the truth labels for the target dataset for domain adaptation.
However, we utilize the target domain emotion labels in our approach to better align the two domains using the emotion
labels for supervised learning. The fake news classification loss, emotion classification loss, adversarial loss, and total
loss are defined as in Equations 1, 2, 3, and 4:

LFND = min
θl,θf

ns∑
i=1

Lif (1)

Lemo = min
θl,θe

ns∑
i=1

Lies +

nt∑
j=1

Ljet)) (2)

Ladv = min
θd

(max
θl

(

ns∑
i=1

Lids +

nt∑
j=1

Ljdt)) (3)

LTotal = (1− α− β) ∗ LFND + α ∗ (Ladv) + β ∗ (Lemo) (4)

where ns and nt are number of samples in source and target sets; θd, θf , θe and θl are parameters for discriminator,
fake news classifier, emotion classifier and LSTM feature extractor; Lds and Ldt are binary crossentropy loss for source
and target classification; Les and Let are crossentropy loss for emotion classification; Lf is binary crossentropy loss for
Fake News Classifier; α and β are weight parameters in LTotal. We optimised α and β for each setting for optimal
performance.

We used 300 dimension GloVe (Pennington, Socher and Manning, 2014) embeddings. All models were trained for up
to 50 epochs, stopped when the peak validation accuracy for the in-domain validation set was achieved. We used a
batch size of 25 for every experiment. Each model used the Adam optimizer with learning rate 0.0025. We used an
LSTM layer with 256 units for feature extraction, while both fake news detection and emotion classification branches
consisted of two dense layers each.
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Source Target Setting Accuracy

FakeNewsAMT Celeb

STL 0.420
MTL(E) 0.520
MTL(P) 0.530
DA STL 0.560

DA MTL(E) 0.540
DA MTL(P) 0.600

Celeb FakeNewsAMT

STL 0.432
MTL(E) 0.471
MTL(P) 0.476
DA STL 0.395

DA MTL(E) 0.501
DA MTL(P) 0.551

Politifact Gossipcop

STL 0.527
MTL(E) 0.555
MTL(P) 0.603
DA STL 0.585

DA MTL(E) 0.698
DA MTL(P) 0.671

Celeb Gossipcop

STL 0.488
MTL(E) 0.501
MTL(P) 0.490
DA STL 0.525

DA MTL(E) 0.555
DA MTL(P) 0.587

FakeNewsAMT Gossipcop

STL 0.451
MTL(E) 0.652
MTL(P) 0.620
DA STL 0.790

DA MTL(E) 0.805
DA MTL(P) 0.795

FakeNewsAMT Politifact

STL 0.363
MTL(E) 0.450
MTL(P) 0.530
DA STL 0.621

DA MTL(E) 0.704
DA MTL(P) 0.621

Table 1: Cross-domain evaluation of non-adaptive and adaptive models on FakeNewsAMT, Celeb, Politifact and
Gossipcop datasets. Emotion-guided domain-adaptive models (DA MTL(E) and DA MTL(P)) outperform their
corresponding STL models in cross-domain settings. Domain-adaptive MTL models consistently outperform baseline
STL, non-adaptive MTL and domain-adaptive STL models.

4 Experimental Analysis & Results

We evaluated our proposed approach on various combinations of source and target datasets. Each model was optimized
on an in-domain validation set from the source set. Table 1 illustrates our results proving the efficacy of using
emotion-guided models in non-adapted and domain-adapted cross-domain settings. It compares non-adaptive models,
domain-adaptive models, and our emotion-guided domain-adaptive models in various settings. MTL(E) and MTL(P)
refer to emotion-guided multi-task frameworks using Ekman’s and Plutchik’s emotions respectively. STL refers to
the single-task framework. DA refers to the use of the domain-adaptive framework, containing a discriminator. Some
findings observed are:

MTL(E) and MTL(P) models outperform their STL counterparts in cross-domain settings, as seen in Table 1.
This indicates improved extraction of generalizable features by the emotion-guided models, which aids in improved
fake news detection across datasets from different domains. MTL(E) and MTL(P) further perform comparably for most
settings, and each outperforms the other in three settings respectively.

5
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DA STL models generally outperform STL models in cross-domain settings across multiple combinations of
datasets. However, we see the STL model outperformed the DA STL model for Celeb dataset as the source dataset
and FakeNewsAMT dataset as target, confirming that unguided adaptation can sometimes lead to negative alignment,
reducing the performance of the model.

DA MTL(E) and DA MTL(P) models improve performance in cross-domain settings. Table 1 shows improved
results obtained using the emotion-guided adversarial DA models over their non-adaptive counterparts. This shows the
scope for improved feature extraction even after using DA, and emotion-guided models act as a solution aiding in correct
alignment of the samples and features extracted by the adaptive framework from different domains. Emotion-guided
DA models mitigated the issue of negative alignment when Celeb dataset was the source and FakeNewsAMT dataset
the target, where STL model outperformed the DA STL model. The emotion-guided DA models helped correctly align
the two domains, leading to significantly improved performance.

5 Conclusion

In this work, we showed the efficacy of emotion-guided models for improved cross-domain fake news detection and
further presented an emotion-guided domain-adaptive fake news detection approach. We evaluated our proposed
framework against baseline STL, emotion-guided MTL, DA STL and emotion-guided DA MTL models for various
source and target combinations from four datasets. Our proposed approach led to improved cross-domain fake news
detection accuracy, indicating that emotions are generalizable across domains and aid in better alignment of different
domains during domain adaptation.
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Abstract— Electric vehicle (EV) technology is developing at 
a very fast pace. The Vehicle to grid (V2G) and Grid to vehicle 
(G2V) technology enables bidirectional power transfer between 
an electric vehicle and the grid. It is an emergent area of 
research. In the G2V operation mode EV, batteries are 
charged from the grid. The energy stored in the batteries may 
also be supplied back to the power grid during the V2G 
operation mode, which helps in maximum demand saving, load 
balancing voltage management and improved system reliability. 
An onboard bilateral battery charger for EV is proposed in 
this research paper, with G2V and V2G applications. Bi-
directional power electronics-based converter is interfaced 
between EV and the grid to provide G2V and V2G modes. A 
Second Order Generalized Integrator (SOGI) control 
technique is used to control the H-bridge inverter which shows 
stable steady state and good dynamic performance. The 
battery charging/discharging current and voltage are 
controlled using a PWM controller further effect of nonlinear 
load dynamics on the system performance is also studied. 
Exhaustive simulation study is performed in
MATLAB/Simulink environment which is also reflected in this 
paper. 

Keywords— G2V (Grid to Vehicle), V2G (Vehicle to Grid), 
GSC (Grid side converter), BSC (Battery side converter), EV 
(Electric Vehicle), OBC (On Board Charger).  

I. INTRODUCTION: 
Moreover, the world population is growing at a very fast 

rate as compared to limited availability of natural resources. 
The rising prices of fossil fuels such as diesel and gasoline 
has boosted the demand of EVs. EVs have the capability to 
reduce our dependency on fossil fuels. Moreover, India has 
targeted to develop, battery-interfaced vehicles at a CAGR 
(Compounded Annual Growth Rate) of 90%, reaching $150 
billion by 2030. 

In EV, an onboard battery charger connects the battery to 
the grid. The On-Board Charger (OBC) allows electric 
vehicles to get charged  from the AC grid, it is commonly 
utilized in the automobile industry due to its simplicity, 
especially when compared to off-board charging systems, 
which are expensive and need a huge amount of space. [1-4]

Unidirectional OBCs are widely utilized due to its low 
battery deterioration and simplicity but they do not support 
V2G technology [5]. So, bidirectional OBCs which can 
achieve V2G capability by returning electrical energy to the 
grid are very beneficial during peak power demand [6-7].
Single phase bidirectional IGBT switches are used for both 
G2V and V2G mode of operation. In paper [8], a 
bidirectional EV charger with an adjustable DC link voltage 
is proposed. It focuses on minimizing the ripple of higher
frequency in the Igrid. Paper [9] discusses a bidirectional EV 

charger employing the SOGI approach to improve overall 
system performance and reliability and PLL may be used in 
the control loop. Paper [10] proposed, an onboard 
bidirectional battery charger for EVs having G2V, V2G and 
Vehicle-to-Home (V2H) technologies combined. In G2V 
mode of operation, the charging the battery of EV must be 
controlled to conserve the quality of power in grids.  

It is envisioned that with the increase in number of EVs, 
a significant quantity of energy will be stored in their 
batteries and this will create future possibility of an energy 
flow in the reverse direction duringV2G mode. This can be 
helpful in managing energy crisis in future. 

Paper [11] lists various battery charger topologies and 
charging power levels are presented in accordance with 
industry standards. The issues of EV/ Plug-in hybrid EV 
charging infrastructure are also highlighted and the state of 
the art industrial electronics solutions are presented. In [12], 
the role of power electronics in onboard energy storage and 
battery management in EV is examined. This paper also 
proposed methods to improve productivity and effectiveness 
by minimizing charger size, charging time, quantity and cost 
of power extracted from the grid. 

Paper [13] focusses on design and modeling of 
bidirectional battery charger and control algorithm for EV 
has been investigated. Two converters configuration is used 
in which a common DC link is present. One of the converter 
is connected to the grid and the another is connected to the 
battery. The bi-directional AC-DC converter on grid side 
converter (GSC)  that is responsible for maintaining UPF 
operation of grid and the second converter is responsible for 
maintaining charge on the battery. 

Paper [14] discuss the design and modelling of converter 
using a front end AC-DC PFC converter and a bidirectional 
DC-DC converter is investigated. Paper[15] discusses a 
bidirectional isolated DAB (Dual Active Bridge) DC-DC 
converter. A single phase full-bridge 53.2-V, 40-A•h Lithium 
ion battery bank is integrated with a bidirectional DC–DC 
converter. The bidirectional converter shows high efficiency 
in low-voltage and high-current mode of operation. Although 
bidirectional OBCs face numerous challenges [16] increased 
system such as cost, low power density, high weight etc. 
However, due to V2G technology power transfer from 
vehicle to grid will enable a remarkable improvement in 
system reliability [17-18].In future it is widely expected that 
bidirectional OBCs will become the primary charging 
solution [19]. 

In this paper an onboard bidirectional EV charger is 
proposed with additional power quality improvement 
features. SOGI technique is used for fundamental current 
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extraction, which is necessary for the generation of reference 
current for the H-bridge inverter controlled as shunt 
compensator. The proposed system offer G2V, V2G modes 
of operation along with harmonic reduction, power factor 
improvement on the source side. 

II. CONFIGURATION OF PROPOSED SYSTEM

The proposed system is depicted in Fig.1. The system has 
two converters, one is Grid Side Converter (GSC) and other 
is Battery Side Converter (BSC). Both GSC and BSC show a 
common DC link. 

The GSC is a bidirectional AC-DC converter, In G2V 
mode it operates as a rectifier to supply to the battery via dc 
link capacitor and in V2G mode it feeds energy into grid 
from batteries which acts as filter to high frequency 
harmonic converters current. The battery is connected via 
bidirectional buck boost converter to DC link. The buck 
converter is used to manage the charging current and voltage 
during G2V mode. The boost converter elevates the battery 
voltage; allowing the battery power to be fed into grid. The 
GSC is connected to grid via a coupling inductor Lc utilize.

III. CONTROLLER DESIGN

G2V side AC-DC converter is delineate for 2.5 KW. Where 
its minimal dc link voltage vital for power transfer is 260 
volts. Therefore, dc link capacitor is delineate for 400 volts. 

A. SECOND ORDER GENERALIZED INTEGRATOR    
METHOD: [SOGI] 

The SOGI controller is used to create two orthogonal 
components in alpha-beta reference frame from the input.  

The fundamental component of load current as well as unit 
template is generated using SOGI controller and it is 
described in following section. 

1) Generation of gating pulses for GSC:

 In the SOGI controller developed for extraction of load 
fundamental current as shown in Fig. 2, the error between 
input and alpha component of the output signal is amplified 
by a factor of ‘K’ and it is compared to the beta component 
signal. The total performance of SOGI is influenced by the 
parameter ‘K’. To make the system flexible to frequency 
changes, SOGI controller employs the angular frequency  

block created by the second half of the circuit as shown in Fig 
2. The higher order frequency component occurs in the 
measured sample can be removed using SOGI block. In the 
frequency domain, SOGI has the following structure: 

where, TF is the transfer function of SOGI and ‘  depicts the 
resonance frequency, often known as the angular frequency of
fundamental. The transfer function of closed loop for  and 
current is shown in equation (2) and (3), respectively. 

 
 
 (2)

(3)

  (1)

Ls

R

L

Lc

dcV
dcC bL

bC

1S

2S

3S

4S

5S

6S

V grid

I bat

I grid

Vbat

BIDIRECTIONAL AC-DC 
CONVERTER

BIDIRECTIONAL DC-DC 
CONVERTER

XL RL

Fig:1 Circuit diagram of complete system with H-bridge inverter and bidirectional battery charger.

loadI
I_

_

I

Fig 2: Block diagram of the SOGI controller.
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frequency(rad/s) frequency(rad/s)

Fig.3 Bode plot of SOGI filter (a). Hα(S) for different values of K. (b). Hβ(S) for different values of K.

Fig.3 shows the bode plot of three different values of ‘K’ 
(0.25, 0.707, 2) for alpha and beta current transfer function 
depicted by equation (2) and (3). Hα(s) is defined as a 2nd
order band-pass filter having zero phase shift and Hβ(s) is 
defined as a 2nd order low-pass filter having a unity gain 
with 900 phase deviation at ‘ ’taken as 314 rad/s.

It is observed that bandwidth of the system is directly 
proportional to gain K. For Hα(s), if the value of ‘K’ is less, 
the bandwidth is less and filtering response may not be good. 
At K=0.707 as compared to other values, bandwidth is 
optimized so the system has good filtering performance. 
Similarly, in Hβ(s), smaller the value of ‘K’, the bandwidth 
lowers which effects the filtering effect.  

The fundamental component of load current is extracted 
by the use of SOGI filter. The input signal (Iload) is passed 
through the SOGI block and in-phase, quadrature phase 
signals, given as I  and I  respectively are obtained at the 
output. The fundamental current (If) thus can be obtained 
using 

(4)

For the calculation of switching losses in the shunt 
compensator, the DC-link voltage (Vdc) is passed through low 
pass filter and it is computed with the reference DC-link 
voltage (Vdc_ref*). The error of dc link voltage is given to a 
PI (Proportional Integral) controller, which calculates the 

switching loss (Iloss) of the proposed system. The DC link 
voltage is maintained at 400V. The equation is shown below, 

(5)

where, kp and ki are the gain coefficients of PI controller.  

The total reference current magnitude (Itot) is calculated by 
adding fundamental load current component and DC link loss 
component which is provided in equation (6). 

 (6)

  
Now, for the generation of unit template, first v  and v , is 
generated by the SOGI block and provided in equation (7) and 
(8).  

 
(7)

 (8)

Now, the unit template (ua), is generated using following 

equation  

loadI

_

_

LPF PI
dcV
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Fig 4: Proposed control scheme.

3

Authorized licensed use limited to: DELHI TECHNICAL UNIV. Downloaded on December 15,2022 at 04:41:18 UTC from IEEE Xplore.  Restrictions apply. 



(9)

The reference current is generated by  multiplying total 
reference current and unit template.

 (10)

Finally a hysteresis current controller (HCC) is used to 
generate gating pulses for IGBT switches (insulated gate bi-
polar transistor) of GSC. The entire control scheme is 
depicted in Fig.4.   

b). Generation of gating pulses for BSC: 

The reference battery current(Ibref) and actual battery 
current (Ibat) are compared to get error signal. As illustrated 
in Fig.5, the error signal is sent into the PI controller, and the 
output of the PI controller is fed into the PWM generator, 
which provides the pulses for the bi-directional DC-DC 
converter. When switch S5 is high and S6 is low, it is 
discharging operation, similarly charging operation results 
when S5 is low and S6 high. 

PI PWM
generator

brefI

batI

5S

6S_
bateI ed

 Fig 5: Bidirectional DC-DC converter.

Where, Ibate is the error between Ibat and Ibref .

IV. RESULT ANALYSIS:

A Matlab/Simulink model is developed and analysis 
under G2V, V2G mode is performed along with PQ 
improvement. A detailed description is shown in the 
following section. 

A). Operation in G2V mode: 

The matlab/simulink result of the grid voltage (Vgrid), grid 
current (Igrid), battery voltage (Vbat), battery current (Ibat) , % 
SOC and DC link voltage (Vdc) for G2V mode is depicted in 
Fig.6.  The proposed charger is design to operate with 230 V, 
50 Hz, single-phase supply and the battery rating selected is 
240V, 35Ah. The battery charging current is negative 
indicating it is providing power to grid. In G2V mode 
(charging condition) the signals Vgrid and Igrid are in same 
phase . 

Fig 6: G2V charging, (a) Vgrid (b) Igrid  (c) Vbat  (d) Ibat  (e) % SOC (f) Vdc

Fig 7. V2G discharging, (a) Vgrid (b) Igrid  (c) Vbat  (d) Ibat (e) % SOC (f) Vdc

4
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Fig 8. Load Increase, (a) Vgrid (b) Igrid  (c) Iload  (d) Vdc

Fig 9. Load decrease, (a) Vgrid  (b) Igrid  (c) Iload  (d) Vdc

Fig 10. Harmonic spectrum of (a) Vgrid (b) Igrid  (c) Iload

B.  Operation in V2G Mode:  
In V2G mode (discharging condition), the 

matlab/simulink results of the grid voltage, grid current , 
battery voltage, battery current, % SOC and DC link voltage 
are shown in Fig.7.

The grid voltage and current are observed to be in phase 
opposition to each other. For charging and discharging mode, 
the DC link voltage (260V) is used for minimizing the high 
frequency ripple in the grid current. 

The performance under load change is observed in Fig.8 
and Fig.9. Under the load increase and decrease conditions, 
the grid voltage, grid current, load current and DC link 
voltage are shown in Fig.8(a)-(d) and Fig.9(a)-(d) 
respectively. In these results, as the load increases/decreases 
at 0.4 S , the Vgrid remains constant but the Igrid and Iload  
increases/decreases respectively. In both conditions, the DC 
link voltage has small transients around Vdc =400 volts 
which is the reference value. The total harmonic distortion 
(THD) of the Vgrid , Igrid are 0.35% , 2.61%  respectively 
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as depicted in Fig.10 (a)-(b). In Fig. 10(c), a non-linear load 
having Iload’s  THD is 18.98%. 

IV. CONCLUSION: 
In this paper, modelling and simulation of single-phase 

on-board bi-directional battery charger for an electric vehicle
have been presented in detail. Two converters in the form of 
a AC-DC bidirectional converter and a bidirectional DC-DC 
converter have been considered. The grid side converter 
operation is controlled with a SOGI controller. 
Matlab/Simulink results shows the operability of the 
proposed method. The bidirectional controller has been 
designed for the control of EV in G2V and V2G modes. 
Additionally power quality improvement using SOGI 
controller for GSC is also achieved and demonstrated.  
Simulation study in steady state as well as dynamic condition 
is also carried out to show the effectiveness of the SOGI 
controller. 
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Abstract. Hydrological jump characteristics in a rectangular open channel flume 
with sluice gates at both ends are the focus of this article. Among the many aspects 

of hydraulic jump that have been examined analytically and experimentally are: (i) 

Sequent depth relation ( ), (ii) Length of the jump, (iii) Relative loss of energy 

( ), (iv) Water profile of the jump. There was a total of 15 inflow tests conducted. 

With values between 1.5 and 1.7, Froude's number displays considerable variation. 

The results show that when the slope increases, the sequent depth ratio, leap length, 

and Relative energy loss all decrease. The fluctuation of the relative energy loss 

( ) with Pre-jump Froude's number (F1) for different slopes is also indicated by 

the graph. The graph also depicts the water profile of the leap. Continuous flow is 
shown by the relatively uniform discharge at each location. 

Keywords. Hydraulic jump, froude number, rectangular flume, sequent depth, 

jump length 

1. Introduction 

The hydraulic jump is a well-known hydraulics performance that often occurs in open 

channel flow (such rivers and spillways). As a high-velocity supercritical flow 

decelerates to a subcritical flow, the fast-following flow gradually slows and rises, 

transforming part of the flow's kinetic energy into potential energy. This phenomenon 

is known as a hydraulic jump. Hydraulic jumps are typical in open channels as flows 

move from supercritical to subcritical. When the depth or width of a channel changes, a 

flow transition occurs. 

1.1. Types of Jumps 

The jump on a horizontal floor might be categorized as follows, depending on the 

incoming Froude No. F1: 

� The flow is essential when F1 = 1, thus no jump is conceivable. 

� The jump is known as an undular jump when F1 is between 1 and 1.7, when 

the water surface undulates. 
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� A succession of little rollers forms on the surface of the jump at F1 = 1.7 to 2.5, 

while the water downstream remains smooth. This is referred to as a faint 

jump. 

� For F1 = 2.5 to 4.5, an oscillating jet dips into the bottom of the jump and rises 

to the surface without a noticeable effect. This kind of jump is known as an 

oscillating jump. The entering Froude number for barrages and canal 

regulators is often in this zone or the preceding zone, i.e. the weak jump zone. 

� The jump is nicely balanced and performs at its optimum for F1 = 4.5 to 9.0. 

The amount of energy dissipated varies between 45 and 70%. A steady jump 

is a name for this type of jump. 

� For F1 = 9.0 and larger, the jump is a strong jump, with energy dissipation 

reaching up to 85%. 

� Studying the feasibility of a hydraulic jump has been studied for close to two 

centuries. Bidone was the one who initially looked into the situation (1819). 

After then, researchers paid a lot more attention to the issue, and several well-

known hydraulicians conducted extensive experiments and theoretical 

analyses of free hydraulic jump on horizontal beds. As a common method of 

energy dissipation, hydraulic jumps are frequently used in hydraulic structures. 

In the smooth rectangular open channel, Belanger asserted that a hydraulic jump 

will occur when the depth ratio or velocity ratio is: 

                                             (1)        

It is performed in the interval between the start of the project and the completion of 

the hydraulic jump. This indicates that hydraulic jump will occur in a smooth 

rectangular channel if the initial depth y1, the subsequent depth y2, and the inflow 

Froude number F2 all fulfil the aforementioned momentum equation. The flow regime 

is specified in terms of the Froude number, which is calculated by dividing the unit 

inertial force by the unit gravitational force (F2). 

For inflow, the Froude number F2 is calculated as follows: 

       where         where                           (2) 

Supercritical flow occurs when F2 ≥ 1; critical flow occurs when F2 = 1; and 

subcritical flow occurs when F2 ≤ 1. 

Subcritical flow is caused by F1 ≤ 1, critical flow is caused by F1 = 1, and 

supercritical flow is caused by F1 ≥ 1. 

Typically, the following eight factors are involved in any hydraulic jump: F1, V1, 

y1, F2, V2, q and HL. Four independent equations link these variables, as shown below 

[1]: 

                                                  (3) 

                                                       (4) 
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                                                           (5) 

                                                           (6)  

Many Researchers as Elnikhely (2014), Neluwater et al. (2013), Imran and Akib 

(2013), Chern and Syamsuri (2013), Habibzadeh et al. (2012), Habibzadeh et al. (2011), 

Elsebaie and Shabayek (2010), Carallo et al. (2007), Ead and Rajaratnam (2002) Ali 

Mohamed (1991), Hughes and Flack (1984) etc..have Performed Experiments for 

Analysis of the Hydraulic Jump; 

Elnikhely studied the "Effect of staggered roughness element on flow 

characteristics in rectangular channel," in which an artificial staggered roughness was 

established at the flume's base and the profile of the water's surface was measured at 

various points. The experimental data matches the estimates for relative depth and 

energy loss very well [2,3]. The following experiment was carried out by Imran and 

Akib: A evaluation of hydraulic jump qualities in various channel bed conditions. 

When compared to a smooth bed, the jump and subsequent depth were reduced. It was 

discovered that the performance of a corrugated or rough bed outperformed that of a 

smooth bed [4]. The "Effect of corrugated bed on hydraulic jump characteristic using a 

S.P.H (smoothed particle hydrodynamic) approach" was investigated by Chern and 

Syamsuri, the hydraulic jump is common in open channel flows [5]. The following 

experiment was carried out by Habibzadeh et al. on "Baffle Block Performance in 

Submerged Hydraulic Jumps. For a single one flow region, empirical equation was 

produced, for critical value prediction of submergence factor [6]. Habibzadeh et al. 
performed an experiment on “Exploratory study of submerged hydraulic jump with 

blocks. It was found that efficiency of energy dissipation was justification or role of 

submergence function with efficiency maximum excess efficiency parallel to Froude 

jump [7]. The following experiment was carried out by Elsebaie and Shabayek on the 

"Formation of hydraulic jump on a corrugated bed", to create the roughness, a variety 

of corrugated beds were used. The jump is shorter on different corrugated beds than it 

is on a smooth bed. The shear stress produced by supercritical flow is reduced as a 

result of interaction with the corrugated bed [8]. Carallo et al. performed the following 

"Hydraulic jump on bumpy bed". As bed roughness grew, the subsequent depth ratio, 

as well as Froude number decreased [9]. A "Hydraulic jump on corrugated bed" 

experiment was carried out by Ead and Rajaratnam. With a small departure from the 

plane wall jet profile, the velocity profiles at various sections were found to be equal 

[10]. Ali Mohamed performed an experiment on the Effect of roughened bed stilling 

Basin on length of rectangular hydraulic jump. For the optimum length of roughness, a 

render practical equation is required to express the hydraulic jump characteristics by 

the use of roughness [11]. Hughes and Flack tested "Hydraulic jump properties over 

rocky bed" as follows, to produce roughness on a smooth bed, a strip roughness bed 

and densely packed gravels were used [12]. The experiment was conducted by Yu 

Zhou, Jianhua Wu, Fei Ma, and Jianyong Hu, and it was titled "Uniform flow and 

energy dissipation of hydraulic-jump-stepped spillways". [13]. R. E. E. Antigha, E. 

Nyah, and J. G. Egbe, in this paper, researchers conduct experimental studies of energy 

loss during hydraulic jump When compared to a level-bed confined flume, the amount 

of energy lost during a weir-created hydraulic jump is greater. [14]. Sonia Cherhabil 

and Mahmoud Debabeche conducted "Experimental Study of Sequent Depths Ratios of 

Hydraulic Jump in Sloped Trapezoidal Channels" [15]. The experiment "Reproduction 
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of Water Surface Profile Using ANSYS – CFD" was conducted out by Prasanna S V S 

N D L and Suresh Kumar N: Numerical analysis is a valuable tool for acquiring a 

comprehensive understanding of the flow field's characteristics, which is difficult to 

achieve using traditional methods. The purpose of this inquiry is to draw the water 

surface profile for varied discharges. Both experimental and analytical calculations 

agree with the water surface profile for the selected discharges [16-19]. 

In this paper Laboratory experiment was conducted in the hydraulics lab on a 

rectangular open channel flume which has a width of 0.30 m and length of 10 m. After 

calculating pre- and post- jump depth of the rectangular flume, various results were 

calculated in which the type of water profile which is shown by the graph of Length of 

jump vs. Height of the jump is calculated, type of jump and graph of sequent depths vs. 

Froude no. (F1) is also calculated. After calculating these parameters, the results were 

also verified with the previous studies of these parameters. 

2. Methodology 

2.1. Experimental Set-up 

i) Open Channel Rectangular Flume: Flumes are used in open channels to assess flow 

rate (discharge). They usually range in width from a few centimetres to over 15 metres. 

The flume used in the experiment is represented in figure 1. The water depth in the 

approach portion of flumes can range from a few centimetres to over two metres. 

 

Figure 1. Rectangular flume used in this project placed in the Laboratory. 

Rectangular flumes have a constriction at the throat and/or a raised invert (bottom) 

at the throat to work. In a properly operated flume, either characteristic can create 

critical flow near the throat. These flumes are easier to build and may be readily 

integrated into an existing channel. 

ii) Brick: The figure 2 shows the brick used as the obstruction in the experiment. 

As the end point goes upward, the roller downstream of the hydraulic leap moves 

upward to the point where it almost overflows.  
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Figure 2. The brick. 

iii) Point Gauge: The sequent depths y1 and y2 is measured in the experiment with 

the help of Point gauge. The instrument represented in figure 3 is used to measure the 

flow depth. It is generally fitted on rails over the flume so that it can slide from one 

point to another for easy measurement. 

   

Figure 3. Point Gauge. 

iv) Storage Tank: The Tank shown in figure 4 was used for transferring the water 

and measuring the discharge. 

 

Figure 4. The Storage Tank. 

v) Inlet valve: It used to control the rate of flow during the experiment, increase or 

decrease in the flow is controlled by the inlet valve and the same is presented in figure 5 

and the sluice gate is used to control the inlet and outlet boundary condition during the 

experiment.  
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Figure 5. The inlet valve. 

vi) Water pump: It is necessary for the flow of water through the flume and it is 

working for the lift of water through the source to the flume. 

3. Experimental Process 

� As a means of controlling hydraulic jump, the schematic diagram is presented 

in the figure 6, and maximizing hydraulic jump efficiency, a brick has been 

installed in the center of the flume as presented in figure 8. The force acting 

on such an impediment in a hydraulic jump rapidly decreases to a minimum as 

depicted in figure 7 when the end point of the roller downstream of the 

hydraulic jump rises up to the point where it is almost overflowing as shown 

in side view of the hydraulic jump in figure 9.  
� The scour danger zone may be less than in a regular hydraulic jump because 

of the obstruction. In this case, the force on the barrier increases as the 

hydraulic leap decreases in length and moves upstream. Such a rapidly 

changing flow is characterized by a dispersed dispersion of velocities. 

Therefore, in a cross-section with different speeds, momentum is easily gained. 
� To explore the characteristics of hydraulic leap and to analyse the water 

profile distribution, a physical experiment modelling the behaviour of a sluice 

gate and an associated hydraulic jump experiment were carried out in various 

settings.  

� The physical experiment collects data, which is then utilised to identify 

relationships that are then used as design requirements. The open-channel 

Rectangular Flume system used in this experiment. For flow monitoring, the 

10.0 m long, 0.30 m wide, and 0.8 m tall straight-line pipe has reinforced glass 

sides. To induce steady-state input, it has three distribution plates at the inlet.  

� Although the inflow flows through the distribution plates and becomes stable, 

a sluice gate was constructed at places 2.0 m out from the intake to reduce the 

inlet contraction impact. The cross section of a channel is shown in figure 5.  

The installed pump's maximum water delivery was 0.056 m
3
/s. 
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Figure 6. Schematic diagram of brick placed in the 

rectangular flume. 

Figure 7. Occurrence of hydraulic jump in the 

rectangular flume. 

  

Figure 8. Brick placed in the flume and used as an 

obstruction to regulate the flow. 
Figure 9. Side view of the hydraulic jump. 

4. General Experimental Procedure 

1. Conduct a general examination of the channel's condition. 

2. Adjust the bed to a slope of 1
◦
, 2

◦
, 3

◦
 by turning the screw-jack at the channel 

outlet nine times. 

3. Fill the reservoir with water with the help of water pump. 

4. Disconnect the sluice gate and provide a consistent water flow to the channel, so 

that water can flow in the rectangular flume. 

5. Keep track of the water flowing and measure the necessary metrics such as pre-

jump depth (y1), post-jump depth (y2), length of the jump (L), velocity at int inlet (v1) 

and velocity at the outlet (v2). 

6. Step 5 should be repeated for 15-20 times to measure the different parameters at 

different slopes. 

7. Increase or decrease flow by adjusting the flow valve to make the jump in the 

rectangular flume. 

8. Carry out the experiment with at least five distinct flow patterns that are y1, y2, L, 

v1 and v2. 

b = channel width = 30 mm = 0.030 m, 

v1 = measured pre-hydraulic flow velocity,  

v2 = measured post-hydraulic flow velocity, 

y1 = measured pre-hydraulic jump depth,  

D. Singh et al. / Experimental Simulation of Hydraulic Jump for the Study of Sequent Depth 9



y2 = measured post-hydraulic jump depth, 

Q = discharge = 0.012 sec, 

g = 9.806 m/  

y’= sequent depth ratio, i.e., , where y2 is equal to 

 

5. Results and Discussions 

The position and kind of hydraulic jumps were found to be affected by the sluice gate 

through extensive physical laboratory studies (table 1). As the opening of the sluice 

gate increases, the experimental findings reveal that the hydraulic jump moves closer to 

the gate, until the gate is eventually submerged.  

According to the research, the type of hydraulic leap is linked to both the gates and 

the discharge. The Froude number (Fr1) rises from 1.55 to 1.73 when discharge (Q) 

rises from 20 to 30 l/min in supercritical flow with constant y2 and gate opening.  

However, increasing post-jump depth (y2) from 0.0755 m to 0.1038 m increases 

Fr1 from 1.55 to 1.73 for continuous discharge and gate opening. The simulated post-

jump depth (y2) is roughly 5 cm bigger than the measured data when pre-jump depth 

(y1) is 0.01 m and discharge (Q) is 50 l/sec.   
Furthermore, a 0.45 m shift in energy is caused by a change in upstream and 

downstream depth. 

Table 1. The table represents the pre jump depth (y1), post jump depth (y2), Froude numbers F1 and F2, 

Energy loss (EL) and Length of the jump. 

S No. Pre-

Jump 

(y1) in 

(m) 

Post- 

Jump 

(y2) in 

(m) 

Sequent 

Depth 

y’ in (m) 

Froude 

Number 

(F1) 

Froude 

Number 

(F2) 

Length 

of the 

Jump 

(Lj) in 

(m) 

Height 

of the 

jump 

H=y2-y1 

(m) 

Energy  

Loss 

(EL) 

E1 EL/E1 

1. 0.0375 0.0755 2.01 1.7345 0.04158 4.51 0.038 0.514 0.0947 5.92 

2. 0.0380 0.0760 2 1.7330 0.04165 4.65 0.038 0.494 0.0952 5.84 

3. 0.0387 0.0770 1.98 1.7324 0.04186 4.71 0.0383 0.507 0.0952 5.75 

4. 0.0392 0.0775 1.977 1.7265 0.04900 4.85 0.0383 0.472 0.0962 5.55 

5. 0.0400 0.079 1.975 1.7233 0.04042 4.92 0.0390 0.469 0.0972 5.30 

6. 0.0412 0.0815 1.97 1.7161 0.0398 5.010 0.0403 0.497 0.0982 5.18 

7. 0.0425 0.0828 1.94 1.7087 0.0392 5.062 0.0403 0.574 0.0992 5.02 

8. 0.0432 0.0841 1.94 1.6954 0.0386 5.15 0.0409 0.478 0.1002 4.92 

9. 0.0462 0.0873 1.88 1.6827 0.03702 5.26 0.0411 0.440 0.1032 4.85 

10. 0.0485 0.0898 1.85 1.6545 0.03765 5.354 0.0413 0.424 0.1052 4.72 

11. 0.0497 0.0922 1.855 1.6339 0.03637 5.467 0.0425 0.447 0.1062 4.55 

12. 0.05102 0.0940 1.842 1.6015 0.03658 5.556 0.04298 0.414 0.1082 4.30 

13. 0.05380 0.0970 1.80 1.5876 0.03685 5.742 0.0432 0.415 0.1102 4.18 

14. 0.0548 0.0987 1.80 1.5624 0.03549 5.80 0.0439 0.419 0.1112 4.07 

15. 0.0587 0.1038 1.76 1.5549 0.03570 5.852 0.0451 0.400 0.1152 3.92 
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(1) Froude no. vs sequent depth ratio: The Froude number was calculated using the 

ratio of the sequent depth ( ). When the approaching Froude number and channel 

slope change, as seen in the figure 10, the ratios of the sequent depth vary. As the 

channel bed slope and approaching Froude number increase, the subsequent depth ratio 

appears to grow. 

 

Figure 10. Experimental results of present study are plotted between sequent depth and the Froude Number 

(F1). 

(2) Length of jump vs height of jump: The Height of jump varies with Length of 

jump as shown in figure 11. The height of jump increases with the increase in the 

length of the jump. 

 

Figure 11. Experimental results of the water profile show the M3 water profile. 

(3) Energy Dissipation: Figure 12 demonstrates the relationship between the 

Froude number and the relative energy loss ( ) for various kinds of slope. It is noticed 

that the relative energy loss non-linearly increases with the increase in the approaching 

Froude number from 1.5 to 1.7.  
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 Figure 12. Present study of variation between the percentage of dissipation of energy. 

(4) Hydraulic Jump Length: Figure 13 represents the relation between hydraulic 

jump length (Lj) and the sequent depth (y2) for different slopes. It clears that the 

hydraulic jump length increases by 70% and the sequent depth increases by 100%. 

 

Figure 13. Present study variation of the hydraulic jump length (Lj) and the post Jump depth (y2). 

(6) Type of jump: Subcritical fluxes are indicated by Froude values ranging from 

0.035 to 0.041 (0.035<Fr2<0.041). The Froude values range from 1.5549 to 1.7309 

(1.5549<Fr1<1.7309) at the pre-hydraulic jump phase, indicating that the fluxes were 

supercritical and the jump in the hydraulic jump shown in the figure 14 acquired was 

an undular jump. 

 

Figure 14. Shows the undular jump formed in the hydraulic jump. 
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6. Conclusion 

A flow is performed in this study employing a waterway with a movable sluice gate to 

analyses the hydraulic jump. The following are some of the most important 

interpretations drawn from the study of hydraulic jump properties:  

� In the results, several graphs show the change in the pattern of the properties 

of the hydraulic jump. These results have been concluded from the experiment 

performed in the laboratory. 

� The Froude number has a great impact in the reduction of the jump length and 

subsequent depth. The amount of reduction was minimal for small Froude 

numbers, but it was higher for large Froude numbers. The hydraulic jump 

experiment was performed in an open channel flume which was rectangular in 

shape.  

� Subcritical flows are denoted by Froude number values varying from 0.035 to 

0.041 (0.035<Fr2<0.041). At the pre-hydraulic jump phase, the Froude number 

values vary from 1.5549 to 1.7309 (1.5549<Fr1<1.7309), indicating that the 

flow was supercritical and the jump obtained was an undular jump.  

� For the level-bedded restricted flume, the energy loss due to hydraulic jump 

ranged from 0.37 to 0.48, denoting some energy gain with a faster rate of 

discharge through the flume. Because it indicates a supercritical flow area, the 

movable sluice gate may cause hydraulic problems.  

� To address the constraints of this hydraulic jump experiment, subsequent 

hydraulic and numerical experiments will most likely incorporate more 

diverse settings. Overall, the experiment demonstrated that in an open channel 

flow, when the flow continuity exists, then the hydraulic jump takes place and 

the flowing liquid transition takes place which converts the flow into the 

subcritical flow from the supercritical flow. 
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Abstract: Alzheimer’s disease (AD) is considered as progressing brain disease, which can be slowed down with the 

early detection and proper treatment by identifying the early symptoms. Language change serves as an early sign that 

a patient’s cognitive functions have been impacted, potentially leading to early detection. The effects of language 

changes are being studied thoroughly in the English language to analyze the linguistic patterns in AD patients using 

Natural Language Processing (NLP). However, it has not been much explored in local languages and low-resourced 

languages like Nepali. In this paper, we have created a novel dataset on low resources language, i.e., Nepali, consisting 

of transcripts of the AD patients and control normal subjects. We have also presented baselines by applying various 

machine learning (ML) and deep learning (DL) algorithms on a novel dataset for the early detection of AD. The 

proposed work incorporates the speech decline of AD patients in order to classify them as control subjects or AD 

patients. This study makes an effective conclusion that the difficulty in processing information of AD patients reflects 

in their speech narratives of patients while describing a picture. The dataset is made publicly available. 

Keywords: Alzheimer’s Disease, Deep Learning, Natural Language Processing, Machine Learning, Nepali Language, 

Low Resourced Language 

1. Introduction 

Alzheimer’s disease (AD) is a progressive neurodegenerative condition affecting more than 50 

million population across the globe. With someone developing the disease every three seconds, 

AD renders to be the most common form of dementia [1]. According to the 2018 World Alzheimer 

Report [2], the number of patients suffering from AD will cross the mark of 150 million by 2050, 

and the cost of treatment of Alzheimer’s Disease is expected to cross 2 trillion US dollars by 2030. 

Currently, there aren’t any approved drugs that can cure or completely stop how AD progresses 

[3]. However, there are some drugs and medications that can aid patients who are diagnosed in the 

earlier stages of AD. The early diagnosis of AD thus also helps in better management of the disease 

for both patients and caretakers. Hence, it is extremely necessary to find out the methods for the 

early diagnosis of AD for our aging society. AD patients show a wide range of symptoms due to 

the changes in the cortical anatomy [4]. One of the essential early indications of AD is cognitive 

impairment. Such cognitive impairments are mostly due to biological factors like atrophies in the 

various regions of the brain [5]. For example, atrophies in the left anterior temporal lobe impair 

naming tasks, such as picture description problems [6]. Such atrophies in the brain regions can be 

detected only by imaging techniques such as Magnetic Resonance Imaging (MRI) or Computed 

Tomography (CT) scans of the brain. Analyzing such imaging modalities would help us to classify 

the AD patients from the CN subjects, but analyzing them should be highly mediated by medical 

personnel. On the other hand, the patients with cognitive impairments show some visible 

symptoms like aphasia or limited ability in producing and understanding speech even for day-to-

day tasks [7]. Such cognitive impairment is also often characterized by semantic memory deficits 



and is mostly evidenced by naming impairment and the use of substitution words [8]. AD patients 

tend to reduce the amount of information, and such impaired subjects tend to use reduced working 

vocabulary. These impairments become noticeably evident with the progression of AD. Faber-

Langendoen et al. [9], in the study of aphasia in AD patients, found out that 100% of the AD 

patients and 36% of the patients with mild cognitive impairment (MCI) had problems aphasia 

whose severity increased with increased severity of dementia. Such anomalies in linguistic features 

of speech produced by AD patients can be leveraged in building intelligent predictive systems for 

the diagnosis of AD in earlier stages. 

Ahmed et al. [10] found that more than two-thirds of the participants showed significant changes 

in speech production way earlier before the medical diagnosis of AD. The speech patterns were 

significant as early as one year before the diagnosis of AD. Thus, speech can be a simple yet most 

prominent feature that can be used to build a powerful model for AD diagnosis. Kirshner et al. 

[11] found that all the participants had naming impairments despite absolutely normal speech in 

other respects. So, picture description tasks that heavily involve naming and identifying objects 

can be useful for learning the problems in speech. Also, thematic coherence, the ability of the 

speaker to maintain flow or theme in their speech, is heavily impaired in AD patients [12]. Their 

discourse lacked coherence as compared to CN (Control Normal) individuals. Currently, there are 

various neuropsychological tests available to assess the cognitive abilities of patients with AD. 

Some of the most widely used tests are Mini-mental State Examination (MMSE) [13], Rowland 

Universal Dementia Assessment Scale (RUDAS) [14], Alzheimer's Disease Assessment Scale-

Cognitive (ADAS-Cog) [15], etc. The neuropsychological tests are mostly general, and since the 

memory impairment cannot be assessed with narrow criteria, the questions in such tests cannot 

assess cognitive abilities effectively. The same set of questions does not fit all the patients because 

the questions in which one patient may excel can be found difficult by other patients [16]. Also, 

most neuropsychological tests are used for an extended period and require psychologists or trained 

personnel to intervene throughout the assessment process. Similarly, ethics over the collection of 

personal information in neuropsychological assessment is also a problem to be looked upon. 

Moreover, AD diagnosis becomes difficult in times when the patients keep the symptoms to 

themselves only [2]. In such scenarios, the assessment of cognitive impairment can be done using 

self-generated speech on problems like picture description tasks [6].  

When psychologists try to use naturally spoken language for the analysis of dementia or AD, it 

takes much time because of different linguistic patterns for different individuals. When 

computational linguistics is used for this purpose, the learning models trained on a large corpus of 

speech transcripts can show promising results as such models can be instrumental in learning the 

pattern in speech narratives of the subjects. Natural Language Processing (NLP) can hence be an 

alternative as well as a more appropriate technique for analyzing and interpreting the AD patient’s 

speech. With computers becoming faster and faster, the speech narratives of subjects under study 

can be processed using NLP in real-time for the detection of AD. With the prospects of NLP being 

explored for mental illnesses like depression or schizophrenia, NLP can thus be significantly useful 

in improving the care delivery system for AD as well [17].  Apart from the difficulties in carrying 

out daily activities due to the severe symptoms of AD, it also poses an unprecedented burden and 

stigma upon those diagnosed with the disease. This study is also in the direction of lessening the 

stigma around AD by leveraging NLP tools. Due to the very limited amount of work done in the 

South Asian region and especially in low resources languages, the study employs a work-around 

for procuring data and underlying NLP experiments for the purpose. The dataset we have created 

is a translation from the pre-existing DementiaBank dataset in the English language. The 



motivation behind this work is majorly the use of automation and mainly NLP for detection of AD 

in the low-resource language, as the advanced computational tools are still lagging in this region. 

This way of detecting AD is fast, cost-effective, and very accurate. If this approach can be 

demonstrated, it would provide an economic augmentation to both traditional assessments and 

primary data collection in AD detection on several under-resourced languages in various regions 

of the world. 

The main contributions of the paper are: 

• A novel manually annotated Alzheimer’s disease dataset for low resource language, i.e., 

Nepalese, consisting of 168 Alzheimer’s disease patients and 98 Control normal subjects, 

is presented. The dataset is made publicly available to the research community. 

• An NLP-based framework is presented for the early detection of AD patients using Nepali 

transcripts and developed a visualization of content present in textual data. In addition to 

this, a word cloud of the most common words is presented to give qualitative analysis. 

• The performance of different state-of-the-art machine learning-based textual classification 

mechanisms are presented with the baseline results. 

Section 2 of the paper describes the works that have been done to detect AD from the linguistic 

features of the speech. The literature includes the work done using speech and transcripts for early 

detection of AD. Section 3 describes the methodology that has been used in this paper. The 

experimental results are discussed in section 4, and section 5 is the conclusion section that 

summarizes the findings of the paper, along with the future works that need to be done. 

2. Related Works 

In recent times, there have been various research going around in the task of the early diagnosis of 

AD using speech narratives of the subjects under study. In the last decade or so, much research is 

being conducted to figure out ways for the detection of AD using speech and linguistic features as 

the impairment of speech is one of the earliest symptoms of AD or Mild Cognitive Impairment 

(MCI). Thus, various machine learning (ML) methods are being used to detect anomalies in the 

speech narratives of subjects under study. Orimaye et al. [18] took syntactic, lexical, and n-gram 

based features for building the diagnostic model. The n-gram models had improved performance 

as compared to those models which used syntactic and lexical features alone. Using the top 1000 

n-gram features, the model gave the Area Under Curve (AUC) value of 0.930, which was estimated 

using the Leave-Pair-Out Cross-Validation (LPOCV) technique. Also, Vincze et al. [19] used 

transcripts to classify patients with MCI and AD. The importance of morphological and speech-

based features was highlighted in the research. Using only statistically significant features, Support 

Vector Machines (SVM) provided accuracy as high as 75%. These previously mentioned works 

used machine learning models. ML techniques require hand-crafted features. Such hand-crafted 

features vary extensively because of the different levels of expertise of the researchers in the 

diagnosis of AD. Also, hand-picked features are very easily outdated as the culture and language 

keep evolving continuously.  

To overcome this drawback of using ML methods for the diagnosis of AD using transcripts of 

speech, some of the recent works have used intelligent deep learning models which can learn the 

intrinsic complexities of speech transcripts to automatically identify the linguistic features that 

reflect in narratives of AD patients with multiple levels of abstraction. Fritsch et al. [20] used a 



neural network language model (NNLM) with Long Short-Term Memory (LSTM) cells to enhance 

the statistical approach of n-gram language models. The model was evaluated by measuring its 

perplexity. The scripts were evaluated by the model in a Leave-One-Out Cross-Validation 

(LOOCV) scheme. The perplexity values showed that the model could classify the AD and CN 

subjects with an accuracy of 85.6%. This suggests that the AD patients described the picture in an 

unexpected manner leading to unpredictable language structures that resulted in higher perplexity 

values. Chen et al. [21] proposed an attention-based hybrid network for automatic detection of 

AD. The hybrid model of attention-based Convolutional Neural Networks (CNN) and attention-

based Bidirectional Gated Recurrent Unit (BiGRU) categorized the transcripts with an accuracy 

of 97.4%. The paper suggests that including attention mechanisms allowed the network to 

emphasize the decisive features of the subjects. Much work has been done in the English language, 

and some of the experiments have resulted in state-of-the-art (SOTA) models. The linguistic 

components of the English language, which affect the classification of CN vs. MCI vs. AD, are 

well explored. On the other hand, the research for the early detection of AD using linguistic 

features in languages other than English is not well explored. According to WHO, among the total 

number of dementia patients worldwide, 58% of the patients are from low and middle-income 

generating countries [22]. Building models only in the English language would leave a 

considerable fraction of the population without diagnostic tools that use NLP. 

Much work has been done in major languages like Mandarin Chinese, German [23], Hungarian 

[24], etc. For instance, Liu et al. [25] used a dependency network approach to examine syntactic 

impairments of Chinese AD patients. Most of the AD patients showed regular syntactic 

impairments, which is evidence that there is language deterioration. Apart from Chinese, linguistic 

and acoustic features have been explored in various other languages like German [23], Hungarian  

[24], etc. There have also been researches on how spontaneous speech in various languages can be 

used in the analysis of AD through speech. Weiner et al. [23] used spontaneous conversational 

speeches in the German language to build models. Using Linear Discriminant Analysis (LDA) 

classifier with singular value decomposition, the researchers could get an F1-score of 0.800. They, 

however, used models for three classes classification viz. Control Normal (CN), Aging-associated 

Cognitive Decline (AACD), and Alzheimer’s Disease (AD). Similarly, low resource language 

researchers have researched this domain using telephonic conversations also. Khodabakhsh et al. 

[26] used 10 minutes of telephonic conversations recorded using microphones for Turkish 

speakers. The texts were manually transcribed, and the learning algorithms were used. With 

conversational recording transcripts of 20 AD patients and 20 healthy individuals, the models were 

built. The features like hesitation and puzzlement features, Part of Speech (POS) based features, 

unintelligible word rate, complexity features like phonemes per word, etc., were used. They used 

algorithms like Support Vector Machine (SVM), LDA, and decision trees. With the LOOCV 

scheme, the researchers were able to get accuracy as high as 90%. It can be seen that there have 

been many initiatives to build models in multiple languages. However, there has not been any 

research in this domain in the South Asian regional languages. For a low-resource language like 

Nepali, where there is very limited research in NLP, this work in the detection of AD using speech 

narratives by exploiting linguistic cues is the first of its kind. 

3. Methodology 

The proposed framework for the experiment is as shown in Fig. 1. The process starts with data 

collection, which involves extracting the transcripts from the dementia bank and translating them 

into the Nepali language. The text is further pre-processed, and features are extracted. Similarly, 



the models are trained and tested using a 10-fold stratified cross-validation scheme. After that, the 

various performance measures like precision, recall, accuracy, and F1-score are calculated. The 

components of the framework are explained below in great detail. 

 

Fig. 1 Flow diagram of the Framework Used in Experiment 

 

3.1 Data Collection 

In this study, DementiaBank’s Pitt Corpus has been utilized. The DementiaBank is one of the 

largest available datasets of audio recordings and transcripts of subjects who participated in the 

research conducted by Becker et al. [27] of the University of Pittsburgh School of Medicine. The 

recordings were manually transcribed by the CHAT protocol  [28]. CHAT stands for (Codes for 

the Human Analysis of Transcripts), which was the format used for the CHILDES (Child 

Language Data Exchange System). 

This study uses the transcripts of audio recordings for the Cookie Theft picture description task 

explicitly. The cookie theft description task was first used by the Boston Diagnostic Aphasia 

Examination protocol and hence mentioned as the Boston Cookie Theft picture description task in 

literature [29]. In this task, participants were asked to describe the kitchen scene, as shown in Fig. 

2. There were 292 participants in this study conducted by the University of Pittsburgh School of 

Medicine. Among 292 participants, 194 had at least one sort of dementia. Some of the participants 

had several recording sessions. Thus, the dementia category consists of 309 transcripts. Since this 

study deals with AD diagnosis, only the transcripts of patients with AD are taken. So, 255 CHAT 

transcripts belonging to 168 AD patients were taken. Similarly, there were 244 transcripts from 98 

CN participants used in this experiment. Furthermore, all the participants of Becker’s [27] study 

were over the age of 44 and had a minimum MMSE score of 10. The demographic information 

about the subjects under study can be shown in Table 1. The mean of attributes, along with their 



standard deviation, can also be found in Table 1. 

 

Table 1. Demographic information of subjects from Dementia Bank 

Attributes Control Normal (CN) Alzheimer’s Disease (AD) 

No. of participants 98 CN subjects 168 AD patients 

Gender 31M / 67F 55M / 113F 

Age 64.7 (7.6) 71.2 (8.4) 

Education 14.0 (2.3) 12.2 (2.6) 

MMSE 29.1 (1.1) 19.9 (4.2) 

Originally, the available transcripts of the recordings are available in the English language, which 

was translated into the Nepali language for this study. The translations were done by two native 

Nepali language speakers who had at least 13 years of formal education in the Nepali language. 

Translating the entire dataset took around eighty-four hours. After the entire translation, they were 

again sent for verification to an independent linguistic expert, who assessed and verified the 

adequacy of the translations. We chose manual translation, as this has a better chance of capturing 

cultural nuances required for the target language. Justification in the literature will be shown in the 

Discussion section. Here, we will urge the readers to take this at face value and move forward. 

 

An example of the manual translation of each category is shown in Table 2(a). Words such as uhm, 

uhh, and other pause words were not removed and translated as it is. Such words are not removed 

from translation to retain more accurate transcripts of the actual recordings. Khodabakhsh [30] 

Fig. 2 Cookie Theft Picture 



suggested that such filter sounds like uhm, uhh, etc., are used more often by AD subjects and form 

a significant feature in their speech. AD patients tend to use longer pauses than cognitively normal 

individuals. The repetitions, linguistics, and syntactic errors and the words that depict confusion 

of the AD participants have been translated as they are to retain the originality. The transcripts 

have been translated in a way that maximum linguistic characteristics are preserved. However, the 

annotations in the transcripts, such as clears throats, laughs, etc., have not been included as they 

are not a part of the linguistic feature used by the subjects. The ten most frequently used words are 

given in Table 3, with their number of occurrences.  

We have also developed a dataset by machine translation (google translate) for comparison. The 

manual and machine translations are being compared in Tables 2(a) and Tables 2(b). The 

translations from google translate did not show the accurate translation of the text. Moreover, in 

many of the NLP tasks that require annotations, machine translation fails to show accurate 

translation at par with human translation. Even though the translations involving deep learning 

methods provide substantial advantages, they still lack human performance on data that require 

cultural nuances to be preserved [31]. Hence, manual translation was incorporated into the study 

for better perseverance and assertion of the general tone of the texts. The word clouds of the 

English and Nepali texts are shown in Fig 3. Fig. 3 (a) shows the word cloud of the transcripts of 

CN individuals, and Fig. 3 (b) shows the word cloud of the transcripts of AD patients in the English 

language. Similarly, Fig. 3 (c) and Fig. 3 (d) represent the transcripts in the Nepali language by 

CN and AD subjects, respectively.  

 

 

 

 

 

 

Table 2 (a). Examples of the Manual Translation of the DementiaBank 

CHAT ID English Sentence Nepali Sentence 

015-2.cha 

you have two children and the boy is on a stool getting 

to the cookie jar. and the stool is tilting over and he's 

probably going to fall. his mother in the meantime is 

wiping dishes, looking out what is obviously the 

kitchen window. she has the water on in the sink and 

the sink is overflowing. there are two cups and one 

plate sitting on the sink. the little girl is laughing at the 

little boy who's getting into the cookie jar and is going 

to fall. 

दुईजना बच्चाहरू छन् र केटो कुर्सीमा चढेर 

कुकी जारबाट कुकी लिन खोलजरहेको छ कुर्सी 

बालिएको छ र ऊ र्सायद िड्ने वािा छ उर्सकी 

आमा यो र्समयमा भााँडा पुसै्द छे ऊ झ्याि 

बालहर हेरररहेकी छे लर्सिंकमा पानी छ र पानी 

भररएको छ लर्सिंकमा दुईवटा कप र एउटा पे्लट 

छ र्सानी केटी र्सानो केटो मालि हााँलर्सरहेकी छे 

ऊ कुकी लिाँदै छ र िड्ने वािा छ 

472-0.cha 

the boy and the girl are playing and he's gonna fall 

down off the ladder. and the mother's washing the 

dishes and it's flying out over the sink down to the 

floor. what else do you want me to tell you whatever 

you see happening. yeah that's it. 

केटो र केटी खेलिरहेका छन् अलन ऊ भर्‍याङ 

बाट िड्नेवािा छ अलन आमा भााँडा 

मालिरहेकी छे अलन त्यो लर्सिंकबाट मािी 

उलडरहेको छ, भुइाँमा पुलिरहेको छ अरू के 

चाहन्छौ लक म भनौ ाँ भनेर.. यलि हो 



Table 2 (b). Examples of the Google Translate Translations of the DementiaBank 

CHAT ID English Sentence Nepali Sentence 

015-2.cha 

you have two children and the boy is on a stool getting 

to the cookie jar. and the stool is tilting over and he's 

probably going to fall. his mother in the meantime is 

wiping dishes, looking out what is obviously the 

kitchen window. she has the water on in the sink and 

the sink is overflowing. there are two cups and one 

plate sitting on the sink. the little girl is laughing at the 

little boy who's getting into the cookie jar and is going 

to fall. 

तपाईंका दुई बच्चाहरू छन् र केटा सू्टलमा 

कुकी जारमा पुगिरहेको छ। र मल मागि 

झुकेको छ र ऊ सायद खसै्दछ। यस बीचमा 

उनकी आमा भान्साकोठा पुगछरहेकी गछन्, 

स्पष्ट रूपमा भान्साको झ्याल हेदै। उसको 

गसङ्कमा पानी छ र गसङ्क भररएको छ। त्यहााँ 

गसङ्कमा दुई कप र एउटा पे्लट छ। सानो केटी 

कुकीको भााँडोमा पसेको सानो केटालाई देखेर 

हााँसै्द छ। 

472-0.cha 

the boy and the girl are playing and he's gonna fall 

down off the ladder. and the mother's washing the 

dishes and it's flying out over the sink down to the 

floor. what else do you want me to tell you whatever 

you see happening. yeah that's it. 

केटा र केटी खेगलरहेका छन् र ऊ भयााङबाट 

तल खसे्नछ। र आमाले भााँडा धुाँदै हुनुहुन्छ र यो 

गसङ्क मागि भुइाँमा उगडरहेको छ। अरु के 

चाहान्छौ म गतमीलाई जे भइरहेछ देख्छु। हो त्यो 

हो। 

 

Table 3: top 10 most used words in the transcript 

Words Number of Appearances 

कुकी (cookie) 1092 

भााँडा (utensil) 588 

पानी (water) 580 

केटो (boy) 448 

आमा (mother) 384 

केटी (girl) 326 

कुर्सी (chair) 276 

बालहर (outside) 252 

र्सानी (small) 222 

र्सायद (maybe) 213 

 



  

(a) Word Cloud of CN English Text (b) Word Cloud of AD English Text 

  

(c) Word Cloud of CN Nepali Text (d) Word Cloud of AD Nepali Text 

Fig 3. The word clouds of the English and Nepali texts  

 

3.2 Data Preprocessing 

The preprocessing step usually includes the removal of filter words, unnecessary noise, and 

unwanted information that does not add any value to the true meaning of the text [32]. In the 

English language, a major preprocessing step would be to make all the words uppercase or 

lowercase. The Nepali language is a case insensitive language. Hence, it does not require any such 

conversion. In this study, as a preprocessing step, the punctuation marks like commas, semicolons, 

etc., that do not add any semantic meaning to the text are removed. Another general practice in 

classification tasks using NLP involves removing stop words, which usually helps improve 

performance metrics. Since AD vs. CN is also a text classification task, anyone would think of 

proceeding with preprocessing the text by removing the stop words. The domain knowledge of 

AD helps tackle the ways to preprocess the CHAT transcripts used in this study. The AD patients 

tend to repeat stop words like ‘and, ‘therefore,’ etc. more often, and in this experiment, stop words 

are not removed since they preserve the linguistic characteristics of AD patients [30].  

 

 



3.3 Feature Extraction 

Text feature extraction is the process of extracting a list of words and creating a vocabulary from 

the text data [33]. These words are transformed into a feature set that a classifier can use. In this 

experiment, word statistics-based feature extraction techniques have been used. Vectorization 

techniques are used to transform the words into vectors. They give positional weights to the words 

used in the text data. Similarly, word embeddings are a way of transforming words into vectors by 

capturing the similarity between words. Words with similar meanings appear in the same feature 

space. The various feature extraction techniques used in this experiment have been discussed 

below: 

3.3.1 Vectorization Methods 

The experiment uses two popular vectorization methods, namely CountVectorizer and Term 

Frequency Inverse Document Frequency (TF-IDF). CountVectorizer is used to build a dictionary 

of known words from the test dataset. It is also used to encode the new documents using the 

vocabulary [34]. CountVectorizer tokenizes and creates a respective vector representation of each 

word fed to a machine learning model. TF-IDF is another popular vectorization technique for 

generating vector representations of the text [35]. TF-IDF represents the importance of a word to 

a document. It does so by being able to count the number of occurrences. TF-IDF punishes the 

words that are used very often in the documents, hence being able to give more weightage to the 

words that are more relevant and important to a particular document.  

3.3.2 Word embeddings 

After the text is preprocessed, real-valued vectors are assigned to words or phrases using word 

embeddings. Word embeddings are based on the idea that if features have similar meanings, it is 

useful to represent the features to depict this similarity [36]. Bengio et al. [37] proposed a 

probabilistic neural model where the words in the vocabulary were mapped to a distributed word 

feature vector. The feature vector represents several aspects of the word. These features are smaller 

than the size of the vocabulary. This study makes use of the two most efficient word embeddings 

viz. Word2Vec and fastText. Both the pre-trained and domain-specific Word2Vec [38] and 

fastText [39] models are trained to produce embeddings.  

Domain-specific Embeddings: Domain-specific embeddings are trained on the dataset being used. 

It has been found that the pre-trained word embeddings perform very well in a large text corpus, 

but in sparse and specialized texts, the pre-trained word embeddings generally fail to produce 

appropriate vectors [40]. In this study, 300-dimensional embeddings have been used for both 

Word2Vec and fastText embeddings, and the maximum length is set to 270. Gensim [41] library 

is used to generate Word2Vec and fastText models from the text used in the study. 

Pre-trained Embeddings: The pre-trained Nepali Word2Vec model created by Lamsal [42] is used 

in the study. This pre-trained Word2Vec model has 300-dimensional vectors for more than 0.5 

million Nepali words and phrases. The embedding dimension is 300, and continuous bag-of-words 

(CBOW) architecture was used to create the given Word2Vec model. Similarly, for the pre-trained 

fastText embeddings, the pre-trained word vectors trained on Common Crawl and Wikipedia using 

fastText were used [39]. The model was trained by using CBOW with position-weights, in 

dimension 300, with character n-grams of length 5, a window of size 5, and 10 negatives. 

3.3 Learning Models (Classifiers) 

For the classification of the transcripts of CN and AD patients, some learning models should be 



used. In this paper, both machine learning models and deep learning models were used to find the 

better model that would classify the transcripts with greater accuracy. 

3.3.1 Machine Learning Baselines 

Since the work of such classification in the Nepali language is the first of its kind, machine learning 

baselines are taken to evaluate the performance of machine learning algorithms in the delineation 

of the transcripts of AD patients from that of CN subjects. The machine learning algorithms like 

Decision Tree (DT) [43], K-Nearest Neighbors (KNN) [44], Support Vector Machines (SVM) 

[45], and Naïve Bayes (NB) [46] were used. Also, ensemble learners like Random Forest (RF)  

43], AdaBoost [47], and XGBoost (XGB) [48] were used. Apart from the traditional vectorization 

techniques, such as CountVectorizer and TF-IDF vectorizer, word embeddings were also used for 

vectorizing the input text to feed them to the machine learning model. 

3.3.2 Deep Learning Models 

The deep learning models have recently shown very promising results in text classification, 

especially when the classification tasks deal with intrinsic and complex details of the linguistic 

features in the text. In our experimentation, three deep learning models have been used, viz, 

Convolutional Neural Network (CNN) [49], Bidirectional Long Short-Term Memory (BiLSTM) 

[50], and a combination of CNN and BiLSTM [51]. 

Convolutional Neural Network: Convolutional Neural Network (CNN) is a deep neural network 

architecture that uses layers with convolving filters. CNNs have been traditionally used for 

computer vision for identifying images. However, CNNs have also proven to be significantly 

useful for NLP. They have been used for various NLP tasks such as semantic parsing, search query 

retrieval, sentence modeling, and other traditional NLP tasks. The convolving filters, as well as 

applying max-pooling extract relevant n-gram features of the texts used. The input of the 

convolutional layer is the vector produced by word embeddings. A one-dimensional Convolutional 

Neural Network has been used in this study. As a 300-dimensional embedding with a maximum 

length of 270 has been used in this study, the input size is a matrix of size 270x300. Four 

convolutional layers with ReLu as the activation function have been used, and after every two 

layers, a max-pooling [52] of size three was done. For kernel regularization, L2 regularizers have 

been used. The optimizer used is Adam [53]. After flattening the convolutional layers, the output 

is connected to a fully connected dense layer. The softmax function is used in the output layer to 

predict the probabilities of the CN and AD categories. The number of epochs and batch size has 

been fixed to 20 and 50, respectively, for all embeddings. 

Kim’s Architecture: Apart from the CNN model mentioned above, the famous Kim’s CNN 

architecture [54] has also been used. In Kim’s architecture, after every convolutional layer, max-

pooling is applied. In this experiment, three convolutional layers with tanh as the activation 

function have been used, and after each layer, a max pool of filter size three has been applied. 

After the last max pool filter, the flatten layer reshapes the input size, followed by the dropout 

layer with a rate of 0.5. The dropout layer randomly sets inputs to 0 and prevents overfitting. The 

output layer has softmax as the activation function that transforms the results into probabilities of 

each class. The number of epochs and batch size has been fixed to 20 and 50, respectively. 

BiDirectional Long Short-Term Memory (BiLSTM): Unlike Long Short-Term Memory (LSTM)  

[55], in BiLSTMs, the signal propagates in both directions, i.e., backward and forward. BiLSTMs 

train first on the input sequence and then on the reversed input sequence. The forget, input, and 



output gates and the cell states decide what information to throw away, update the cells, and then 

produce the output by carrying only the relevant information. In this work, four BiLSTM cells 

with 16, 8, 4, and 2 nodes subsequently and tanh as the activation function have been used. The 

input is the same as the convolutional layer, i.e., 270x300 dimensional vector of word embeddings. 

After the first BiLSTM layer, a dropout with a 0.5 rate has been used for regularization. After the 

three BiLSTM layers, again, a dropout of 0.25 has been used. The output of the BiLSTM cell has 

been connected to a dense layer with four nodes and ReLU as the activation function. The output 

layer has softmax as the activation function in order to predict probabilities for the two categories. 

To prevent overfitting, L2 regularizers have been used. Similarly, for optimization, an Adam 

optimizer has been used. The number of epochs and batch size has been fixed to 20 and 50, 

respectively, for all embeddings. 

 

CNN with BiLSTM cells: CNNs learn the local features of the text, and RNNs learn long-term 

dependencies. Combining these architectures can better perform in various NLP tasks such as 

sentiment analysis and text classification [56]. In this experiment, four convolutional layers and 

two BiLSTM cells have been used. The word embeddings are fed to the convolutional layer. After 

every two convolutional layers, a max-pooling of size three has been applied. To prevent 

overfitting, L2 regularizers have been used in both networks. Tanh has been used as the activation 

function for the BiLSTM cells. After the first BiLSTM cell, batch normalization [57] has been 

done. Adam optimizer has been used. The output of the BiLSTM cell has been connected to a fully 

dense layer with ReLu as the activation function and twenty nodes. One more dense layer has been 

added with ReLU as the activation function with ten nodes. The softmax function in the output 

layer transforms the vectors to predict the category of the transcripts. The number of epochs and 

batch size has been fixed to 20 and 50, respectively. 

Deep Learning Models with Attention Mechanisms: Attention mechanisms are used in encoder-

decoder architectures to attend to the encoder and previous hidden states. With an input sentence 

and all the associated hidden states, attention layers decide what part of the input was most relevant 

and useful with each output instance. Attention preserves the context from beginning to end hence 

achieving great results on various NLP tasks such as machine translation [58], text summarization  

[59], text classification, etc. All the deep learning models used in this study have also been trained 

with an attention layer [60]. Apart from attending to the encoder and previous hidden states, 

attention can also be used to get a distribution over features, such as the word embeddings of a text  

[61]. The attention used in this study is the multiplicative self-attention layer because of its space 

efficiency and less operation time. Self-attention [62] is used to extract the relevant features by 

enabling it to attend to itself. The architecture of the models is the same as described above, with 

only an attention layer after the first layers in every model. 

Deep Learning Models with Vectorization Techniques: Apart from pre-trained and domain-

specific word embeddings, deep learning classifiers were also fed with the vectorized texts done 

by CountVectorizer and TF-IDF vectorizer as inputs. The input was a matrix of dimensions (499, 

270). The remaining layers of the architecture of the deep learning models were kept the same as 

described above. 

3.5    Performance Measures 

In all the architectures afore-mentioned, binary cross-entropy has been used as the loss function. 

The validation has been done using stratified k-fold cross-validation. The stratified K-fold cross-

validation is a variation of k-fold cross validation that returns stratified folds in which the 



percentage of samples of each class is preserved. After stratified 10-fold cross-validation, the 

performance of the proposed architectures has been measured using four evaluation metrics viz. 

accuracy (acc), precision (pre), recall (rec), and F1-score as shown in equations (1)-(4). 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =  
𝑇𝑃+𝑇𝑁

𝑇𝑃+𝑇𝑁+𝐹𝑃+𝐹𝑁
                                          (1) 

    𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =  
𝑇𝑃

𝑇𝑃+𝐹𝑃
                                         (2) 

        𝑅𝑒𝑐𝑎𝑙𝑙 =  
𝑇𝑃

𝑇𝑃+𝐹𝑁
                                                     (3) 

𝐹1 − 𝑠𝑐𝑜𝑟𝑒 = 2 ∗
𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛∗𝑅𝑒𝑐𝑎𝑙𝑙

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛+𝑅𝑒𝑐𝑎𝑙𝑙
                           (4) 

where TP, TN, FP, and FN represent True Positive, True Negative, False Positive, and False 

Negative respectively. 

4. Results and Discussion 

The baseline is established with various machine learning algorithms. TF-IDF, CountVectorizer 

(CV), Word2Vec, and FastText were used to convert the text document into vectors for the 

experiment. The results of the machine learning baselines with the TF-IDF and CountVectorizer 

are shown in Table 4. For machine learning models, the Naive Bayes classifier performed the best 

for both the vectorization techniques. With CountVectorizer, the model had an F1-score of 0.940. 

With TF-IDF vectorization as well, the model was able to achieve an F1-score of 0.940. TF-IDF 

seemed to perform slightly better when vectorization methods are compared than CountVectorizer 

for different machine learning models. A possible explanation for this is that TF-IDF, instead of 

just representing words with vectors in terms of their number of appearances, balances the most 

frequent words by giving them less weightage. Rarer words common in a particular class would 

be scored higher, eventually leading to better performance of models. 

Similarly, with domain-specific Word2Vec word embeddings, the decision tree performed the best 

with an F1-score of 0.937. As far as pre-trained word embeddings are concerned, pre-trained 

Word2Vec performed the best with the XGBoost algorithm giving an F1-score of 0.828. On the 

other hand, with pre-trained fastText, the SVM classifier outperformed other models with an F1-

score of 0.934. It can be inferred from the comparison of vectorization techniques with word 

embeddings that vectorization techniques performed better than word embeddings with machine 

learning models. The reason behind this is that the data corpus was small to train the word 

embeddings. Hence, the similarity between words is not captured well. The results with Word2Vec 

and FastText embeddings with the machine learning models are shown in Table 5 and Table 6, 

respectively. 

Table 4. ML Classifiers with CV and TF-IDF 

ML 

Classifier 

TF-IDF Count Vectorizer (CV) 

Accuracy Precision Recall F1-score Accuracy Precision Recall F1-score 

DT 0.900 0.903 0.900 0.900 0.854 0.855 0.854 0.854 

KNN 0.910 0.918 0.910 0.909 0.870 0.892 0.870 0.868 

SVM 0.936 0.939 0.936 0.936 0.902 0.907 0.902 0.902 

NB 0.940 0.944 0.940 0.940 0.940 0.945 0.940 0.940 



RF 0.934 0.937 0.934 0.934 0.936 0.939 0.936 0.936 

ADB 0.886 0.889 0.886 0.886 0.904 0.907 0.904 0.904 

XGB 0.926 0.929 0.926 0.926 0.920 0.924 0.920 0.920 

 

Table 5. ML Classifiers with Word2Vec 

ML Classifiers 
Domain-Specific Word2Vec Pre-trained Word2Vec 

Accuracy Precision Recall F1-score Accuracy Precision Recall F1-score 

Decision Tree 0.938 0.949 0.938 0.937 0.695 0.698 0.695 0.694 

KNN 0.718 0.780 0.716 0.694 0.547 0.564 0.547 0.464 

SVM 0.940 0.947 0.940 0.931 0.764 0.771 0.764 0.760 

Naïve Bayes 

(Gaussian) 
0.891 0.930 0.892 0.890 0.529 0.582 0.529 0.414 

Random Forest 0.902 0.912 0.902 0.901 0.788 0.797 0.782 0.785 

AdaBoost 0.890 0.898 0.890 0.889 0.754 0.766 0.754 0.751 

XGBoost 0.918 0.924 0.918 0.917 0.826 0.836 0.826 0.828 

 

As far as the deep learning models are concerned, they seem to have performed better than the 

machine learning models in the experiments. The initial experiments with deep learning models 

showed that with domain-specific Word2Vec, Kim’s Architecture had the best F1-score of 0.964. 

Similarly, with pre-trained word embeddings, pre-trained fastText with the BiLSTM model 

outperformed other models with pre-trained embeddings with an F1-score of 0.887. The deep 

learning models performed slightly better with domain-specific word embeddings than pre-trained 

embeddings. As domain-specific word embeddings are formed from the data corpus, it can capture 

the domain words well and perform better. The dataset is based on the cookie theft description 

task, and hence it contains words related explicitly to the problem than general words. The results 

of the deep learning models with domain-specific and pre-trained word embeddings are shown in 

Table 7. 

Table 6. ML Classifiers with fastText 

ML Classifiers 
Domain-Specific fastText Pre-trained fastText 

Accuracy Precision Recall F1-score Accuracy Precision Recall F1-score 

Decision Tree 0.674 0.683 0.673 0.668 0.794 0.799 0.794 0.792 

KNN 0.599 0.639 0.599 0.56 0.908 0.913 0.908 0.907 

SVM 0.739 0.747 0.739 0.737 0.934 0.944 0.934 0.932 

Naïve Bayes 

(Gaussian) 
0.531 0.575 0.531 0.419 0.523 0.56 0.523 0.400 

Random Forest 0.7876 0.797 0.788 0.7855 0.914 0.92 0.914 0.913 

AdaBoost 0.755 0.762 0.755 0.753 0.918 0.925 0.918 0.917 

XGBoost 0.826 0.837 0.826 0.824 0.914 0.924 0.914 0.912 



 

Table 7. Deep Learning Models with word embeddings 

Deep Learning 

Models 

Word2Vec fastText 

Accuracy Precision Recall F1-score Accuracy Precision Recall 
F1-

score 

D
o

m
ai

n
-

S
p

ec
if

ic
 

Kim’s CNN 0.964 0.965 0.964 0.964 0.936 0.937 0.936 0.936 

CNN 0.950 0.952 0.950 0.950 0.928 0.930 0.928 0.928 

BiLSTM 0.946 0.948 0.946 0.946 0.900 0.910 0.900 0.897 

CNN + 

BiLSTM 
0.962 0.964 0.962 0.962 0.928 0.931 0.928 0.927 

P
re

tr
ai

n
ed

 

Kim’s CNN 0.828 0.834 0.828 0.827 0.870 0.880 0.870 0.867 

CNN 0.861 0.865 0.861 0.861 0.866 0.877 0.866 0.864 

BiLSTM 0.872 0.884 0.872 0.869 0.888 0.892 0.888 0.887 

CNN + 

BiLSTM 
0.872 0.880 0.872 0.871 0.756 0.839 0.756 0.727 

Table 8. Deep Learning Models with vectorizers 

Deep Learning 

Models 

CountVectorizer TF-IDF Vectorizer 

Accuracy Precision Recall F1-score Accuracy Precision Recall F1-score 

Kim's 

Architecture 
0.897 0.900 0.897 0.897 0.847 0.852 0.847 0.846 

CNN 0.793 0.798 0.793 0.773 0.731 0.755 0.731 0.727 

BiLSTM 0.735 0.738 0.735 0.733 0.738 0.743 0.738 0.726 

CNN+BiLSTM 0.83 0.849 0.832 0.831 0.732 0.796 0.732 0.717 

Apart from the initial experiments with word embeddings for the deep learning models, they were 

also trained with vectorization techniques. As done with machine learning models, 

CountVectorizer and TF-IDF were used to vectorize the words for deep learning models. In this 

case, CountVectorizer outperformed TF-IDF with Kim’s CNN architecture. The model was able 

to achieve an F1-score of 0.897. Kim’s CNN contains max-pool filters after each convolution 

operation. This potentially extracts just the relevant features with reducing dimensionality 

simultaneously. The performance of the models with vectorizers is shown in Table 8. 

Attention mechanisms were also applied to deep learning models in the experiments. With 

attention mechanisms, CNN with Word2Vec showed the best performance with an F1-score of 

0.968. From the results obtained, it can be seen that the attention mechanism gave the best results, 

implying that more weightage was given to those words which carried more importance in the 

sentence. Also, CNN outperformed the other models with attention giving an idea that the features 

captured by the model were just the relevant ones, and only they were attended to. With attention 

as well, domain-specific Word2Vec performed better than pre-trained word embeddings. The 

results of the deep learning models trained with word embeddings and attention are shown in Table 

9.  



Table 9. Attention with DL models and word embeddings 

Deep Learning 

Models 

Word2Vec fastText 

Accuracy Precision Recall 
F1-

score 
Accuracy Precision Recall 

F1-

score 

D
o

m
ai

n
 s

p
ec

if
ic

 Kim's 

Architecture 
0.954 0.955 0.954 0.954 0.924 0.927 0.923 0.923 

CNN 0.968 0.969 0.968 0.968 0.932 0.933 0.932 0.932 

BiLSTM 0.956 0.959 0.956 0.956 0.923 0.934 0.924 0.929 

CNN+ 

BiLSTM 
0.962 0.962 0.962 0.962 0.922 0.928 0.922 0.921 

P
re

-T
ra

in
ed

 

Kim's 

Architecture 
0.890 0.907 0.900 0.900 0.922 0.924 0.922 0.922 

CNN 0.902 0.901 0.902 0.901 0.902 0.904 0.907 0.902 

BiLSTM 0.913 0.918 0.913 0.913 0.764 0.825 0.784 0.767 

CNN+ 

BiLSTM 
0.890 0.904 0.890 0.887 0.660 0.711 0.660 0.572 

Table 10. Attention with vectorizer in DL models 

Deep Learning 

Models 

CountVectorizer TF-IDF 

Accuracy Precision Recall F1-score Accuracy Precision Recall F1-score 

Kim's Architecture 0.701 0.712 0.701 0.702 0.627 0.627 0.620 0.623 

CNN 0.765 0.763 0.765 0.766 0.699 0.699 0.689 0.632 

BiLSTM 0.629 0.634 0.629 0.616 0.723 0.723 0.717 0.729 

CNN+BiLSTM 0.678 0.682 0.678 0.685 0.713 0.713 0.710 0.721 

The word embeddings and deep learning models used with vectorization techniques were also 

trained by using an attention layer. The CNN model with CountVectorizer had the highest F1-

score of 0.766 in this experiment. From the results obtained, it can be inferred that attention 

methods with vectorization did not perform well as they did with word embeddings. When 

attention layers are applied, attending to features with vectors as the representations of the number 

of appearances of words, does not perform well. Hence, with attention, the vectorization 

techniques had lower F1-scores overall. The results with attention-based deep learning models 

with vectorization techniques are shown in Table 10. 

It can be seen from the results that the best performing model is the attention-based CNN with 

domain-specific Word2Vec. This model can be utilized in making a clinician-friendly application 

for helping them with identifying Alzheimer’s disease in its earliest stages. A pipeline with a 

mechanism for speech synthesis could also be developed with the given methodologies for better 

detection of the disease.  

5. Discussions and Future Works 

5.1 Discussions 

Computational methods are very significant for clinical research and enable healthcare 

professionals to make clinical decisions about disease identification. There are many emerging 



success stories in NLP applications in the English language. This motivates researchers to bring 

about results in the clinical domain, other than the English language. Hence, to put another 

dimension, the dataset in the clinical research in the domain of Alzheimer’s disease in the Nepali 

language is substantial for further research. The work presented in this paper contributes to the 

growing body of research in the area of clinical applications in AD, albeit a preliminary one. 

The model provides a methodology for early detection of AD using translated corpus in a low 

resource language, which in this case is Nepali. With such a model, we would be able to label, 

identify, and provide an early detection system in low-resourced languages. For this project, we 

were able to reach a reasonable accuracy even without specifically collecting data in the local 

language. The approach makes use of an AD corpus in English and translates the corpus into 

Nepali using human translators. We chose manual translation, as this has a better chance of 

capturing cultural nuances required for the target language. As there is very little amount of text 

data in languages such as Nepali for NLP tasks, manual translation was an effective method for 

collecting data. Even in the best of times, manual data collection in the field requires a lot of 

resources. Now, it is even more challenging to manually collect the dataset from patients in Nepal, 

given the ongoing pandemic, and hence the available data were used. This might seem like a 

contradiction, and also raises the question of why not use machine learning to do the translation at 

all. After all, using machine translations would be a full machine learning approach to detecting 

Alzheimer's using natural language processing. However, the literature search did not support this 

approach with the amount of data available.  

Earlier, Guzman et.al. [63] experimented with machine translations of the FLORES dataset, and 

the results were poor, indicating more annotations and preparatory work might be needed before 

embarking on machine translations. On the other hand, there have been hundreds of years of 

successful manual translations [64][65] even to low-resource languages such as Nepali.  There are 

also previous studies that supported manual translation as a better option at least in the early stages 

of working with low resource languages.  Mohammad et al. [31]  did a sentiment analysis in the 

Arabic language utilizing the available English texts and showed competitive results with the 

manually translated Arabic data. Similarly, Balahur et al. [66] did a sentiment analysis on four 

different languages, namely, Italian, Spanish, German, and French, by translating English data. 

They considered the manual translation as the gold standard of their datasets. Some machine 

translations have been attempted between English and Nepali [67]. In terms of low-resource 

datasets, DARPA programs like LORELEI [68] and the Asian Language Treebank project [69] 

have collected and introduced translations on several low-resource languages. However, these are 

still in the early stages, the coverage is still low, and do not include Nepali. Also, such machine 

learning translation systems need improvements before they can be employed on their own. There 

are reports of about 68% accuracy on TDIL (Technology Development for Indian Languages). 

Some studies employed English-Nepali parallel corpus for machine translation. Therefore, it 

would be some time before we can use the machine-based approach entirely and eliminate manual 

translations.  

The Nepali dataset thus derived by manual translation works well with early detection of 

Alzheimer, and is a good candidate for creating a baseline for detecting Alzheimer’s disease in the 

Nepali language since there is no available data for use for the purpose. As mentioned earlier, the 

translations were later verified by a linguistic expert who is currently working at the University of 

Auckland. The expert corroborated that the translations preserved the emotions of the participants. 

Moreover, the overall intonation of the text has been maintained, and hence there were no cultural 



inconsistencies. Therefore, the experiments were finally conducted with the assurance from the 

expert about the dataset. The expert review should not be surprising, as manual translators could 

address both the message as well as cultural meaning [70]. The reasons for better performance 

through translations could be postulated based on a number of factors. Firstly, English has come 

to be used and studied worldwide, and Nepali speech has a significant degree of code-switching 

that occurs. Code-mixing [71] is common in Nepal, and code-switching between English and 

Nepali is fairly common among urban and educated Nepali speakers [72]. Medical professionals 

tend to fall in these categories. So much so, that the Gurung [72] reports extensive code-switching 

and code-mixing, argues that Nepali-English mixed language has emerged as a dialect in the 

Nepali speech community through the recurrent use of the English elements in the Nepali 

conversation. 

In addition, Nepali is one of the several languages spoken in Nepal and is lingua franca, i.e., a 

common language [73][74][75]. The multi-lingual nature of Nepal’s landscape, along with code-

mixing make the speakers familiar with or have evolved, cultural insertions from English. The 

machine translation of the AD corpus has an inherent limitation, as the cultural nuances are harder 

to replicate algorithmically. Without a significantly annotated corpus, the machine translations will 

not capture cultural and linguistic nuances native to the target language. This will lower the 

accuracy of AD detection. However, in this particular case, the translations were carried out by 

native Nepali speakers with 13 years of formal education in that language and verified by a 

linguistic expert. This is the strength of the research. There are some syntactical differences 

between English and Nepali, especially in the order and placement of elements. For example, 

English follows the default word order of subject-verb-object (SVO). Whereas in Nepali the 

default word order is subject-object-verb (SOV). That is, in Nepali, the verb occurs at the end of a 

sentence. In English, the object complements the verb and occurs after the verb (to the right), while 

in Nepali, the object occurs to the left of the verb. Nepali nouns following numerals will be marked 

for plurality. While translating, considerations have been given to such structural differences 

between English and Nepali grammar. This can be relatively easily codified as described by 

researchers [76]. The features like hesitation and puzzlement, Part of Speech (POS) based features, 

unintelligible word rate, complexity features like phonemes per word, etc. were taken care of. The 

performance has been improved through human translators. However, using human translators and 

linguists does take time, although considerably lower than collecting primary data in Nepali and 

annotating them.  

5.2 Future Works 

The future work could include actually getting medical practitioners to verify and validate the 

translated corpus as representative of actual patient’s language usage. The exercise would provide 

validation as well as promote understanding of the richness and appropriateness of the translation-

based approach. In addition to medical experts, it is also possible to combine alternative 

approaches such as MR-based image recognition of neuroanatomy to build multimodal systems. 

The NLP-based model may still benefit from improvements in the form of injection of native 

features to strengthen the translated corpus. In the future, we will also assess, if any cultural or 

linguistic features are missing in translation, and accordingly, inject language and culturally 

specific features of Nepali (low-resource) language into the translated corpus (as part of translation 

and processing).  

In addition, in the long term, primary data of corpus can be developed in the low resource language, 

in this case, Nepali. This native corpus can be compared with the translated corpus for similarities. 



Also, developing a speech recognition system that helps to analyze the speech of people can be a 

direct method for early detection of Alzheimer’s disease.  Also, the work can be extended to other 

forms of dementia, such as Parkinson’s among Nepalese patients. When collecting data as the 

primary source, the program should be well designed otherwise it would amplify the advantage of 

one sub-groups over others. Through this approach, we can plan where the gaps are and 

compensate for collecting data. This way, it would nullify the enforcement of social disadvantages 

caused by any normative biases and finally expand a language to improve the ML technology in 

the domain. While these improvements will make the solution more efficient, it is also advisable 

that in order to improve efficiency, a combined human-machine translation be explored. 

6. Conclusion 

Detecting Alzheimer’s disease at its earliest stage is still a challenging task. Speech degeneration, 

being one of the most common and earliest symptoms in AD patients, should be leveraged to 

identify the disease. Since there is no clinical medicine or method to cure the disease completely, 

the only practical way would be to identify it in its early stage to stop the progression of the disease. 

Hence, the study aims to detect AD early for the people who speak the Nepali language. This is a 

step towards solving problems in identifying the disease and motivation for further researchers 

working in this field. The significant advantage of this automated system is that it takes 

significantly less time to predict the presence of AD. Also, the treatment costs are highly reduced 

and can be used over a large number of cycles for many people. The further improvement in the 

study can include acoustic features such as the duration of pause a person takes while speaking, 

how confused his words sound, etc. Also, developing a speech recognition system that helps to 

analyze the speech of people can be a direct method for early detection of Alzheimer’s disease. 

Also, the work can be extended to other forms of dementia, such as Parkinson’s among Nepalese 

patients. It is especially vital because healthcare service is not very useful in the country. Thus, it 

can help the health specialist in their decision-making and reduce the time and cost associated with 

the identification of the disease.  
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Failure analysis of a low-pressure stage steam turbine blade
Pooja Rani and Atul K. Agrawal

Department of Mechanical Engineering, Delhi Technological University, New Delhi, India

ABSTRACT
Steam turbine blades are regularly damaged because of their harsh 
working conditions, which include elevated temperatures and fluc
tuating loads. Most investigations of blade failures end with 
a metallurgical analysis, which does not provide sufficient positive 
identification of the mechanisms involved. Hence, in the current 
research work a mechanical analysis is performed in conjunction 
with the metallurgical analysis for competent analysis of blade 
failure. For the purpose of evaluating the damage, non- 
destructive testing (NDT) was carried out. The purpose of this 
examination is to qualitatively examine the blade of a 210 MW low- 
pressure steam turbine after 1,52, 241 h of working to identify the 
critical locations of damage and the reason behind it. Visual exam
ination, chemical analysis, dye penetration testing, and metallurgi
cal testing are all part of this examination. In addition, mechanical 
properties were evaluated using hardness and tensile testing. The 
findings revealed that water droplet erosion accelerated blade fail
ure, preferentially attacking the blade’s edges. These erosion pits 
act as stress concentrators and serve as a potential crack propaga
tor if neglected, which can lead to catastrophic failure of the 
system. Hence, to increase reliability and to avoid such failures in 
future, this type of failure analysis is highly recommended.
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1. Introduction

Steam turbines are very significant and crucial components of thermal power plants, as 
they characterise the entire unit’s lifetime and efficiency, and thus the entire power plant. 
As a result, the steam turbine reliability is critical [1]. Steam turbine blades are a critical 
component and play a critical role in the turbine’s reliability. If turbine blades fail, it will 
lead to more failures and significant financial losses. So, detailed research into the causes 
of turbine blade failure is critical in order to improve turbine system reliability [2,3].

Low-pressure (LP) turbine blades have a higher failure rate than high-pressure (HP) 
and intermediate-pressure (IP) turbine blades, according to statistics. Generally, LP 
blades are expected to last 30 years, although there are several incidents of blades failing 
prematurely in practice [4]. A low-pressure blade failure occurred prematurely at a 110  
MW fossil fuel power plant. The fracture occurs in the profile region near the root, and 
the causes are investigated using various techniques. They found that corrosion fatigue 
was the reason for the failure. There was no evidence of blade material deterioration [5]. 
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Visual inspection, microstructure analysis, chemical analysis, microhardness, and tensile 
testing were used to investigate the untimely demise of steam turbine rotor blades. The 
low-pressure side of the blade’s lower trailing edge had erosion caused by foreign 
particles and water droplet erosion on the upper leading edge [6]. Due to improper filler 
attachment, microcracks in the brazing metal and high cyclic fatigue, which was identi
fied by fractographic observations as the main cause of the blade’s failure in a 17th stage 
steam turbine blade. The fatigue crack was also shown to be initiated and propagated 
adjacent to the lacing hole from the brazing interface between the rod and the blade [7].

There can be various mechanisms involved responsible for the failure of blades in 
a turbine.

LP turbine blades are prone to premature failure, and corrosion, erosion, fatigue, and 
their interactions are the principal causes [8]. Many researchers have done work in this 
area to find the root cause of failure of turbine components. They carried out the failure 
analysis in the form of chemical composition, microstructural degradation and mechan
ical tests. A low-pressure steam turbine blade failed after 13,200 service hours because of 
an environment-assisted fatigue fracture [2]. In a 210 MW plant, Corrosion fatigue 
initiated from pits was the reason for blade‘s failure in LP steam turbine [9]. Foreign 
particle erosion-corrosion was the reason for fatigue failure of a steam turbine blade after 
72,000 h of working [10]. Damage to the steam turbine blade occurred after approxi
mately 165,000 h of operation. Fatigue was found to be the primary cause of failure, 
followed by erosion and the development of notches [11]. A case study concluded that 
high cycle fatigue and impact of the brass ring was the reason for low-pressure turbine 
blade failure [1]. After 8000 h of operation at high temperatures, a failed investigation of 
40 MW gas turbine blades was conducted. Because of the transformation, a continuous 
film of carbides was found in the base material’s grain boundaries. Intergranular cracks 
that developed as a result of high-temperature exposure are identified as the failure’s 
primary cause. When the cracks reached a threshold length after starting at the grain 
boundaries, catastrophic fracture resulted [12].

Cano et al. predicted the damage to last-stage blades in a 110 MW steam turbine. The 
findings revealed that centrifugal force causes damage to the blades, which most likely 
leads to crack initiation due to low cycle fatigue [13]. According to Banaszkiewicz et al., 
stress corrosion cracking was the primary cause of a 60 MW turbine rotor failure after 
197,654 hours of service and 488 starts [14]. A 210 MW thermal power plant’s LP turbine 
blade failed, and the failure analysis presented by Mukhopadhyay et al. and found that the 
blade failed due to high cyclic fatigue caused due to excessive vibrations generated as 
a result of grid frequency fluctuations [4]. Kubiak et al. [15] looked into what causes 
damage to the steam turbine blade’s trailing edge. The corrosion fatigue of the blade was 
determined to be the cause of the damage at the bottom. In reality, due to the presence of 
the flaw in the arrangement, cracks propagated in the area where the greatest amount of 
force was applied. The occurrence of vibration and the flaw between the base platform 
and the tree-like design of the blades were both identified as contributing factors in the 
spread of the cracks. Kubiak et al. [16] evaluated the role that environmental factors have 
in turbine blade failure in another study. Upon investigation, it was determined that 
erosion in the blade led to the emergence of a void, ultimately leading to the failure. Note 
that blade edge degradation is not unusual. Erosion happens when foreign particles and 
pressures are present for a long time. Fei Xue et al. [17] studied the reason of a nuclear 
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power plant’s fractured turbine blade. SEM studied the blade’s fracture surface. 
Experiments comparing fretting-induced fatigue to high-cycle fatigue were designed. 
Finite Element Analysis was used to study the blade’s operational stress. The fourth-stage 
blade crack of the low-pressure steam turbine showed fretting-induced high cycle fatigue 
with trans-granular fracture morphology. The combination of fretting wear and a rather 
high stress level led to fretting fatigue. Also, in order to prove that failure study is the key 
to enhancing turbine efficiency, Poppy Puspitasari et al. discussed various case studies of 
failure in turbine hot section components such as blades [18]. Pitting, fatigue, corrosion, 
and creep are a few of the different types of failure that can occur with blades. These 
failures can be repaired, but doing so would not be safe and replacing the blade would be 
expensive, so it is necessary to conduct a critical analysis of failure to extend the life of 
blades. Once a crack appears in the blade, it will spread and eventually fail the turbine 
blades, forcing the plant to shut down [19].

Understanding how a material degrades is therefore critical not only in the event of 
failure but also when deciding on a new part, a repair, or a modification. Having a clear 
understanding of the deterioration mode allows us to replace and repair turbine parts at 
the optimal time, avoiding unnecessary replacements and avoiding forced shut
downs [20].

This work presents an experimental case study of a low-pressure stage blade after 396 
start-ups of the power plant. Generally, the blades are recommended to be checked after 
100,000 h of operation. This blade has completed over 100,000 h of operation. This LP 
blade has been in use for more than 1,52,241 h, according to the information available. 
Since commissioning, there have been an estimated total of 379 turbine starts till 
Dec. 2017. The details are as follows:

No. of cold starts: 5, No. of warm starts: 205, No. of hot starts: 118
Total no. of starts: 379
During inspection after 152,241 h of service, dent marks and pits are observed on the 

surface of the LP stage-7 blade. In order to assess the material’s state of health and the 
dominant damage mechanism to decide on its further operation, detailed analysis results, 
such as visual examination, chemical analysis, dye penetration testing, metallographic 
study and mechanical testing, are presented. A pictorial view of the studied blade is 
shown in Figure 1.

Pits observed on the blade are due to erosion caused by water droplets. The steam 
received from the (high-pressure) HP turbine is low-quality steam, and further, the steam 
continuously expands in low-pressure turbine. So, when condensed water is sprayed 
against the blades, they can be quickly impinged and eroded by the high volume of water 
droplets [21]. Droplet impact erosion results in blade material loss, making a significant 
change to the aerodynamically optimal blade geometry and causing a significant flow 
disruption. This negatively impacts the machine’s performance, eventually necessitating 
turbine blade replacement [22].

The thinnest regions of the aerofoil are the trailing edges, where material removal 
could modify the stress level. Erosion damage caused by water droplets at high-speed 
swirling from tip to the base of the aerofoil, scarring the trailing edge and forming 
macroscopic notches and ‘worm holes’ at the base of these scars. These notches act as 
stress concentrators, and in a high-stress region become detrimental to the integrity of 
the blade. If unattended, the notches act as crack initiators developing into propagating 
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cracks. In combination with dynamic stresses, this could quickly develop into a blade 
failure. This type of failure analysis plays a very important role in improving the 
reliability of turbine systems and also prevents such failure incidents in the future.

2. Material and experimental procedures

The turbine’s operating conditions are extremely complicated. In the wet steam area, the 
turbine is subjected to centrifugal force, steam power, exciting steam force, corrosion and 
vibration, and high-speed erosion [23]. When choosing a blade material, high stress and 
erosion should be considered [24]. The last stage blades, which are up to about 40 inches 
in height, have been made of 12Cr martensitic stainless steel for many years for 3600-rpm 
designs because of its excellent properties like supreme toughness and resistance to 
corrosion [24]. The chemical composition and mechanical properties of X20Cr13 steel 
are presented in Tables 1 and 2 [25]. 

2.1. Non-destructive testing (NDT)

Damage to steam turbine blades can occur at any step of the design, production, or 
operation. To avoid a major accident and significant economic losses, it is necessary to 
inspect the blades periodically during planned outages and repair or replace damaged or 
deformed blades as soon as they are found to be faulty [23].

Non-destructive evaluation (NDE) is becoming increasingly important in assuring pre- 
service quality and monitoring in-service degradation to avoid premature component or 
structural failure. After visual inspection, Dye Penetration Testing (DPT) was carried out on 
the Steam Turbine Blade according to ASTM E165 [26] to find out the presence of any 

Figure 1. Pictorial view of a steam turbine blade.

Table 1. Chemical composition (wt.%).
C Cr Si Mn P S Ni

0.17–0.22 12.50–14.0 0.10–0.60 0.30–0.80 ≤0.03 ≤0.02 0.30–0.80

Table 2. Mechanical properties.
Tensile strength 
MPa Hardness BHN

Proof stress 
MPa

Elongation 
Min %

Reduction in Area 
Min %

800-950 280 ≥600 15 50
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defect or any crack-like defect over the surface and subsurface. The chemical analysis was 
carried out on LP blade by Spectro analysis according to ASTM E-A448 M [27] to 
determine the chemical composition of the blade material. Metallurgical testing was per
formed for microstructural studies on LP blades by polishing, and chemical etching grain 
size was measured after surface preparation and etching with Kalling II solution as per ASM 
handbook for metallography and microstructure [28]. Mechanical tests such as hardness, 
tensile strength, and proof stress were performed on tube samples. The sample was tested in 
accordance with ASTM-370 [29]. All the tests for the present analysis were performed at the 
AVIS (Aequitas Veritas Industrial Services) laboratory in Vadodara, Gujarat.

3. Result and discussion

3.1. Visual examination

A visual assessment was carried out to look for any markings or pitting on the blade 
surface that would indicate erosion or mechanical failure. Some dent marks were 
observed on the profile and root of the blade. According to visual checks, the erosion 
pits occurred on the edges of the turbine blade, which can increase the stress concentra
tion. However, significant erosion damage was discovered on Blade’s edge parts, which is 
shown in Figure 2. On the surface, there was no sign of a crack or any other fault.

3.2. Dye penetration test (DPT)

In dye penetration testing, the developer either bleeds penetrants out from defects onto 
the surface, resulting in a visible signal known as bleed-out, or pulls dye penetrant- 
containing flaws back to the surface, resulting in a red mark on a white backdrop, as 
shown in Figure 3. Any bleed-out area on the surface can reveal the location, orientation, 
and type of faults present.

It can be seen that there is no defect or crack found on the blade root and only erosion 
pits were present on the edges of the blade. The erosion pits are formed due to striking of 
fine moist droplets formed by condensation of steam. Due to the loss of aerodynamic 
efficiency caused by leading-edge erosion, annual energy production drops dramatically. 
Table 3 shows the detailed results of dye penetration testing.

3.3. Chemical analysis

The chemical composition of the blade material was found to be as shown in Table 4. It 
was found to be consistent with AISI 420 grade martensitic stainless steel.

3.4. Metallurgical testing

The damaged blade was also subjected to microstructural examinations. Standard metal
lographic sample preparation was followed by optical microscopy for this objective. 
Microstructures show uniform and homogeneous structures in the matrix. The hardened 
and tempered martensitic structure can be seen in the micrographs. Figure 4 shows the 
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microstructure of the blade consisting of tempered martensitic and delta ferrite phases in 
the matrix.

Figure 5 illustrates the microstructures of the sample containing very fine tempered 
martensite and ferritic pool areas in the matrixOptical micrographs of blade root and 
airfoil region clearly demonstrate uniformly distributed hardened and tempered mar
tensite. There was no indication of microstructural degradation in the airfoil and root 
regions of the damaged blade, which is in compliance with the X20Cr13 specification 
(AISI 420).

The eroded portion is further studied to understand the changes in microstructure of 
the blade due to erosion pits and it the microstructure shows the bainitic structure and 
retained austenite as shown in Figure 6. Delta ferrite pools have also been observed on the 
top eroded portion of the blade. The bright white phase shows the presence of ferritic 
pools in microstructure shown in Figure 6. The presence of grain boundary carbides as 
shown in Figure 7 was also observed. These grain boundaries provide a path to crack 
propagation resulting in a faster rate of failure.

For the analysis of the failure behaviour of the material surfaces, it was necessary to 
ascertain the grain sizes of the blades under consideration; hence, grain size was mea
sured after surface preparation and etching with Kalling II solution, as per the ASM 
handbook for metallography and microstructure [30]. Though grain boundaries are not 
identified in this structure, the grain size of this blade material was measured by grain size 
number-10 as per ASTM, as shown in Figure 8.

Figure 2. Blade root (a) back (b) front view with some dent marks (c) Erosion signs on blade’s edges.

6 P. RANI AND A. K. AGRAWAL



3.5. Mechanical testing

To determine the change in material properties, the mechanical properties of the 
fractured blade were also investigated by measuring the material’s hardness and subject
ing the material specimen to a tensile test.

3.5.1. Hardness testing
The hardness was carried out on a tube sample. Brinell hardness measurements were 
performed on blade materials using a universal hardness tester shown in Figure 9(a). The 
hardness values of the blades are found to be in the standard range, indicating that they 

Figure 3. Blade root (a) side view (b) front view with no sign of a crack(c) Erosion pits on blade’s 
trailing edge.

Table 3. Dye penetration test results.
Details of parts Qty./No. tested Finding

Steam turbine blade-front 1 no. No defect/crack was observed on the surface.
Steam turbine blade-back 1 no. No defect/crack was observed on the surface.
Steam turbine blade-LHS 1 no. No defect/crack was observed except erosion on edges.
Steam turbine blade-RHS 1 no. No defect/crack was observed except erosion on edges.

Remarks: No crack observed except pitting damage corrosion.

Table 4. Chemical Analysis Results.
Element C Cr Si Mn P S Ni

Observed value in % 0.20 13.3 0.43 0.62 0.029 0.019 0.58
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have been properly tempered. Table 5 shows the observed values for hardness at different 
positions of turbine blade profile and root as shown in Figure 9(b). Figure 10 shows 
a comparison of hardness at different locations of LP blade with the standard hardness 
required for LP turbine blade.

The hardness results were compared with standard requirements, i.e. 280 BHN, and 
the obtained values are slightly lower. We show that no appreciable decrease in hardness 
or creep initiation was observed in blade root and blade profile areas.

However, it was observed that the value of hardness dropped significantly from 500 
BHN to 261 BHN near the tip of turbine blade (approx. 200 mm from the tip) where the 
hardness was increased initially by flame hardening. The hardening was done to improve 
the erosion resistance of the blade tip where pitting occurs due to moisture content of 
steam.

Figure 4. Tempered martensite and ferritic pools can be seen in the microstructure (100x).

Figure 5. Optical micrographs at 100x of the root of damaged blade showing Very fine tempered 
martensite and ferritic pools.
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Flame Hardening: Flame hardening is used to give the blades more durability against 
this erosion. An improper application of this procedure can make the blade material, 
X 20Cr 13, more vulnerable to stress corrosion cracking. Stress corrosion cracking 
requires the presence of sufficiently high tensile stresses. The amount of total surface 
stress at the flame-hardened leading edge of the blade is mostly influenced by the residual 
stresses that remain after the process. Stress corrosion cracking is to be expected after 
a given amount of time in service if there are high tensile residual stresses. Therefore, it is 
very important to estimate the residual stresses to prevent structural failure in industrial 
turbines. For improved resistance to water droplet erosion, Siemens invented x-ray 
diffraction residual stress control of the flame hardened edge in the 1980s. The XRD 

Figure 6. Microstructure shows bainitic and structure retained austenite (40x).

Figure 7. Microstructure shows delta ferrite pool (100x).
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Figure 8. Microstructure showing grain boundary carbides (a) 200x (b) 400x.

Figure 9. Grain size in accordance with ASTM.
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method measures strain by utilising the d-spacing between crystallographic planes. The 
d-spacing of a material will change depending on the direction of stress: it will widen 
when the material is under tension and narrow when it is under compression. A change 
in the angular position of the XRD peak caused by the presence of residual stresses can be 
directly detected by the instrument. Using X-ray or micromagnetic testing tools, the 
crucial residual surface stresses can be precisely identified [31–36]. Pineault et al. dis
cussed how XRD can be used to characterise residual stresses in a component or assembly 
in order to prevent, minimise, or get rid of the impact of residual stress on premature 
failures, and then evaluate corrective measures that alter the residual-stress condition of 
a component [35]. Later on, magnetic Barkhausen noise residual stress measurement 
supplanted the X-ray method. Using a noise-like signal produced by applying a magnetic 
field to a ferromagnetic sample, the Barkhausen noise analysis method measures residual 
stress. Domains, collections of magnetic dipoles that can be thought of as little magnets, 
are found in ferromagnetic materials. Heinrich Barkhausen originally noticed that 
domain walls move back-and-forth under alternating magnetic fields in 1919 [37].

Table 5. Hardness Testing results.

Sr. No.

Steam Turbine Blade (BHN)

Blade Root –Front Side Blade Root – Back Side Blade Profile

1 258 260 261
2 269 257 255
3 250 264 265
4 237 268 252
5 261 258 258
6 262 260 260

The average hardness value for blade root front side, blade root back side and blade profile are 256, 259, 
and 261 respectively.

1 2 3 4 5 6
Blade Root –Front Side 258 269 250 237 261 262

Blade Root – Back Side 260 257 264 268 258 260
Blade Profile 261 255 265 252 258 260
Standard Requirement 280 280 280 280 280 280

210
220
230
240
250
260
270
280
290

B
H

N

HARDNESS LOCATIONS

Blade Root –Front Side Blade Root – Back Side

Blade Profile Standard Requirement

Hardness at different locations of blade

Figure 10. (a) Hardness testing machine (b) blade profile and root hardness locations.
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3.5.2. Tensile testing
The tensile test was performed on steam turbine blade specimen with specification 
detailed in Table 6.

Table 7 summarises the important tensile property data obtained by tensile testing 
specimens prepared from blade material. It can be argued that the blade did not 
significantly lose strength values while it was in use, disproving the idea that a decline 
in mechanical qualities would cause the blade to fail. It can be seen from the table that 
X20Cr13 blade material qualifies the requirement of mechanical properties.

Summarising the test results, it can be seen that all of the determined parameters, like 
chemical composition, tensile strength, hardness and yield strength, meet the standard 
requirements for the given material.

4. Discussions

● Damage mechanisms affecting components within complex machines are typically 
difficult to detect and diagnose, especially if they are difficult to reach, examine, and 
are in constant use, jeopardising system reliability and performance.

● The blades shall be free from folds due to forging, cracks, tearing, material defects, 
elongated non-metallic inclusions, seams, etc. Any blade containing such defects 
shall be rejected for further use.

● The failed blade’s material was discovered to have the same chemical composi
tion and hardness as standard martensitic stainless-steel grade AISI 420. There 
was no sign of microstructural deterioration. As a result, the blade material is 
found to be in compliance with the standard, indicating that material is not 
a factor in this failure.

● Distribution and pattern of erosion pits on the edges of the final stage low-pressure 
blade in a steam turbine shows that quenching cannot eliminate the erosion of the 
surface completely.

● Erosion scars and notches create stress concentrations that can lead to crack 
initiation and growth.

Table 6. Tensile Testing specimen and loading details.
Diameter 
(mm)

Area 
(mm2) Initial Gauge Length (mm) Yield Load Tensile load Final Gauge Length (mm)

12.54 123.44 50.0 83.94 108.38 590.0

Table 7. Tensile Testing results.

Sr No. Details
Yield Strength 

(MPa)
Elongation 

% Tensile Strength (MPa)

1. Required ≥600 MPa ≥15 Min. 800-950
2. Obtained 680 18 878
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5. Conclusions

● Modern turbine blade’s last two low-pressure (LP) stages are expected to operate in 
a wet steam medium in steam turbines. Condensation during steam expansion 
typically produces fine mist droplets.

● This study analysed stainless steel ex-service steam turbine blades. (Water droplet 
erosion) WDE on different portions of the blade was identified.

● No crack or any other defect-like appearance was noticed on the surface during 
visual inspection of the turbine blade. No sign of corrosion or thermal fatigue was 
found on the surface. However, considerable erosion damage was observed in the 
edge sections of Blade.

● It was determined that the blade material was not faulty based on chemical analysis 
and mechanical testing.

● The turbine blade under inquiry did not fail due to a material flaw, according to the 
dye penetration testing and microstructure study.

● The defective sections were carefully analysed in order to determine the causes of 
failure, and it was found that water droplet erosion was the cause of blade damage. 
Identifying the deteriorating mode in advance allows us to replace and repair 
turbine parts at the best possible moment, reducing the need for unneeded replace
ment and preventing unscheduled outages.

● The airfoil’s edges are scarred by water droplets leaving behind microscopic notches. 
As stress concentrators, these notches compromise the integrity of the blade in areas 
of high stress. If left ignored, the notches serve as crack initiators that eventually lead 
to spreading cracks. This could soon progress to a blade failure if combined with 
dynamic loads. Each facet of a failure inquiry contributes to figuring out what went 
wrong and how to prevent such incidents in the future. Failure analysis is thus 
crucial for enhancing turbine system reliability and avoiding similar failure 
incidences.

6. Future scope

The study of erosion over blades in the low-pressure stage steam turbine can be done 
using numerical simulations. This will give a good idea about the effect of factors like 
humidity levels, droplet diameter, mass flow rate, forces exerted on blade surfaces on 
aerodynamic behaviour and energy conversion efficiency. This study can also be further 
extended to calculate the stress generated on the turbine blade and to evaluate the effect 
of stresses on the life of the blade.
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Abstract  

In this study, the effect of impurity factor on the optical absorption coefficients, refractive index 

changes, second harmonic generation, and third-harmonic generation for the intersubband 

transitions is explored between the electronic states of Ga1-xAlxAs quantum wire initiated by 

the symmetric parabolic potential. The system is conquered by the presence of an intense 

electric field, magnetic field, and Rashba spin-orbit interaction. For the linear and non-linear 

optical absorption coefficients, refractive index, second harmonic generation, and third 

harmonic generation coefficient, the analytical expressions are obtained with the assistance of 

the compact density-matrix approach. The arithmetical outcomes illustrate the optical 

properties are significantly intuitive to the concentration of impurity and can be controlled by 

this parameter. The variation in the magnitude and position of peaks via impurity factor 

indicates the opportunity in the mechanism of optical non-linearity in the quantum wire and 

also, helps in the optical non-linearity tuning which has device application. 

Keywords: impurity factor, Quantum wire, optical absorption coefficients, second harmonic 

generation, and third harmonic generation. 

1. Introduction 

In the few last years, low-dimensional nanostructures like: quantum dots, quantum wires, and 

quantum well have considerable devotion for their alluring potential applications in optical and 

laser technology [1–5]. In these nanostructures, the charge carrier having quantum confinement 

accompany the formation of energy states in the discrete form and enhance the density of states 

at definite energies which leads to variation in the optical spectra and helps in the evolution of 

novel properties. The optical properties viz. absorption spectra and refractive index changes 

(RICs) in the low-dimensional nanostructures take fascinated courtesy due to their high-level 

performance. One of the most arduously explored low-dimension nanostructures is quantum 
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wire, especially in the theoretical and experimental research of the impurity effect on their 

optical properties[6–13]. Moreover, the tunability of the energy dispersion by the intense 

magnetic field, electric field, impurity factor, and Rashba spin-orbit interaction in the quantum 

wire has made a fruitful role in examining non-linear and linear properties for applications of 

novel devices[14,15].  

A region of large potency is the spin-based phenomena in quantum wire for its profusion of the 

physically observable phenomena and has an encouraging future for spin-related electronic 

devices with a high degree of functionality, fast speed, and low power consumption [16–18]. 

Fortunately, spin physics in low-dimension nanostructures utilizes electron spin degree of 

freedom as a chunk of information instead of an electron-charge and assurance potential for 

imminent spin-based application devices that are smaller, faster, and more influential ergo 

those that are presently available. Specifically, the spin-orbit interaction (SOI) has fascinated 

enthusiasm as it permits optical spin detection and spin orientation. Moreover, SOI is assumed 

as an opportunity for controlling and manipulating the state of an electron via gate voltage. The 

type of SOI, eminent in a certain quantum wire heterostructure is the Rashba SOI. The Rashba 

SOI comes out in the picture due to the confinement potential which explains the quantum wire 

is a function perpendicular to the 2-dimension electron gas (2 DEG). This conjectures a 

structural inversion symmetry that easily can be tweaked by the external gate potential and also 

control the spin-related phenomena [19–23]. 

Although more study has been admiring to research the effect of Rashba SOI on the optical 

and physical properties of the quantum wire. The optical properties have been explored by lots 

of investigators in both theoretical and experimental [24–34]. Some external constraints like the 

intense electric field, magnetic field, Rashba SOI, impurity factor (x), etc play a significant role 

to influence the optical properties of quantum wire [35–38]. M. Santhi et al. [39] have vastly 

explored the effects of hydrogenic impurity on the linear and third-order nonlinear optical 

absorption coefficients (ACs), and third harmonic generation (THG) optical properties of 

GaAs/GaAlAs quantum wire. However, when the electron is bound with the impurity atom 

within the presence of external perturbations shows rudimental character in grasping the 

electro-optical properties of hydrogenic impurities in nanostructures. The inclusion of 

hydrogenic impurities in nanostructures will excessively change the electrical and optical 

properties and affect the quantum device concert. 

Martinez et al.[40] have explored the hydrostatic pressure and temperature effects on the 

hydrogenic impurity which relates cross-section of photoionization and impurity binding 
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energy in Ga1-xAlxAs/GaAs quantum wire. Zeiri et al. [41] discussed the linear and nonlinear 

susceptibility of self-organized in GaN/Ga1-xAlxN quantum wire. Embroidering the energy 

dispersion is enthusiastic to yield the expedient optoelectronic device from the belief of 

confinement in the low-dimension nanostructures, transmission properties, and tunable 

emission are assumed to be significant features for them. Moreover, the optical properties are 

studied by many researchers.  

With this motivation, the current work aims to represent the behavior of linear and third-order 

nonlinear optical (ACs), an absolute change in refractive index coefficients (RICs), second 

harmonic generation (SHG), and THG associated with the Ga1-xAlxAs Quantum wire. The 

following is the work's alignment: In a nutshell, Section 2 represents the theoretical model of 

our system. The corresponding outcomes and discussion are noted in Section 3. Belatedly, 

Section 4 covers the study's foremost conclusions. 

2. Theory  

 

 

Figure 1. The diagram of Ga1-xAlxAs quantum wire within the existence of an external 

magnetic electric field, and Rashba SOI. 

The Hamiltonian equation for Ga1-xAlxAs quantum wire under the influence of electric field 

(E) along X-direction, intense magnetic field (B) along Z-direction, and Rashba SOI, 

respectively is written by  

Ĥ oe =- 
1

2m𝑒
∗ (x,P,T)

( p𝑿 + (p𝐘 + eBX )2 +
1

2
m𝑒

∗ (x, P, T)ω1e
2 X2 + eEX +

1

2
g∗μBBσ𝑍 +

               
α

ħ
[σX(p𝐘 + eBX) − σ𝑌p𝐗)] ,                                                                                                   (1)                                                       
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Where p𝑋 and pY represents the momentum component of an electron in X and Y direction. 

ω1e is called effective cyclotron frequency. α, g∗, μB, σ𝑋, σ𝑌, and σz are known as Rashba SOI 

factor, Landé factor, Bohr magneton and Pauli matrices along x, y and z direction, respectively. 

m𝑒
∗ (x, P, T) is known effective mass represented by [22] 

m𝑒
∗ (x, P, T) =  mo [(

1

∆oj (x)+Eg
𝑗(x,P,T)

+
2

Eg
𝑗 (x,P,T)

)
ᴨ𝑗

2 (x)

3
+ δ𝑗(x) + 1]

−1

 ,                                 (2) 

Here, mo is known as free electron mass, x is used for impurity factor,  ∆oj (x) and ᴨ𝑗 (x) are 

known as valence band spin-orbit coupling and inter-band matrix element, respectively 

(ᴨ𝑗
2(x) = (−6290x + 28900)meV and ∆oj(x) = (−66x + 341)meV). When the remote-

band effects are examined over δ𝑗(x) the parameter is given by [42]: 

δ𝑗(x) =  4.938x2 + 0.488x − 3.935,                                                                                      (3) 

In eq. (2), Eg
𝑗(x, P, T) is called conduction band’s an energy gap and is expressed via  

Eg
𝑗(x, P, T) =  pj + qjx + r𝑗x2 + sjP −

βj T2

γj+T
 .                                                                           (4)   

where the parameters' values p𝑗 , qj, r𝑗 , s𝑗 , γjand β𝑗   are given by 1519.4 meV, 1360 meV, 

220meV, 10.7 meV/kbar, 204 K and 0.5405 meV/K, respectively. And the values of these 

parameters are determined with the assistance of photoluminescence. 

Eq. (1) can be rewritten as write Ĥ oe = Ĥi + ĤR, where 

Ĥi = − 
pX

2

2m𝑒
∗(x,P,T)

+
1

2
m𝑒

∗ (x, P, T)ω1e
2 (X − Xoe)2 −

e2E2

2m𝑒
∗(x,P,T)ω1e

2 +
ωo

2ħ2ky
2

ω1e
22m𝑒

∗(x,P,T)
−

             
e2EBħky

m𝑒
∗(x,P,T)ω1e

2 +  
1

2
g∗μBBσZ ,                                                                                                                    (5) 

And 

ĤR = α(σX (ky +
eBX

ħ
) − iσY

d

dX
).                                                                                            (6) 

Where Xoe = − (
eE

m𝑒
∗(x,P,T)ω1

2 +
eBħky

m𝑒
∗2(x,P,T)ω1

2) is recognized as guiding centre coordinate. 

For the complete solution within the presence of external fields and Rashba SOI. As a 

consequence of complex coupling in the Ĥ oe, we assume that there is no analytic solution of 

the Schrödinger can be comes out, aside from the some trival limits.  Consequently, we must 

solve the Schrödinger equation numerically to achieve an insight about the interplay of SOI. 
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So, expanding the 𝜑(𝑥) = ∑ 𝑎𝑛𝜎𝑛𝜎 𝛹𝑛𝜎(𝑥), the Hamiltonian ′𝐻𝑜𝑒′ eigenvalue equation can be 

written as: - 

∑ 𝑎𝑛𝜎(𝐸𝑛𝜎 − 𝐸)𝑛𝜎 𝛹𝑛𝜎(𝑥)+∑ 𝑎𝑛𝜎𝑛𝜎 𝛹𝑛𝜎(𝑥)=0,                                                                                   (7) 

(𝐸𝑛𝜎 − 𝐸)𝑎𝑛𝜎 + ∑ ⟨𝛹𝑛𝜎  |ĤR|𝛹𝑛′𝜎′ ⟩𝑛′𝜎′ =0,                                                                                                   (8) 

Where the matrix elements’ 2nd term of Eq. (8) is calculated as: 

⟨𝑛𝜎|ĤR|𝑛′𝜎′⟩ = 𝛼 [(1 −
𝜔𝑐

2

ω1e
2) 𝑘𝑦 −

𝜔𝑐𝑒𝐸

ħω1e
2] 𝛿𝑛,𝑛′𝛿𝜎,𝜎′ +

𝛼

𝑐𝑖
[(

𝜔𝑐

ω1e
+ 𝜎) √

𝑛+1

2
 𝛿𝑛,𝑛′−1 +

                               (
𝜔𝑐

ω1e
− 𝜎) √

𝑛

2
𝛿𝑛,𝑛′−1] 𝛿𝜎,−𝜎 ,                                                                                         (9) 

Now, our problem reduces to finding an appropriate numerical procedure for finding the 

various quantum states. The energies eigenvalues and their corresponding eigenvectors are 

obtained, and we can apply the analytical expressions via the perturbation method and density 

matrix approach for optical ACs, RICs and THG. For calculating these optical properties, we 

assume a circularly polarised electromagnetic (EM) field having incident photon frequency 

(𝜔) along the Z-direction, then the interaction within the system is given by[43,44] 

𝐄(t′) =
𝐸0(𝑡′)

√2
(𝑒̂𝑋 𝑒̂𝑌−

+ ),                                                                                                           (10) 

Here, the terms 𝑒̂𝑋 and 𝑒̂𝑌  represents unit vector for X and Y directions respectively, and 𝐸0(𝑡′) 

is 

𝐸0(𝑡′)= 𝐸0 cos( 𝜔𝑡′) = 𝐸̃𝑒−𝜔𝑡′ + 𝐸̃𝑒𝜔𝑡′,                                                                             (11) 

Therefore, the system is excited through an electromagnetic field. By applying, the Bloch 

theorem for symmetry, for Ψ 𝑛𝑚,𝑘 and  Ψ 𝑛′𝑚′,𝑞′ states the dipole transition moment can be 

written ⟨ Ψ 𝑛𝑚,𝑘 |𝑞𝑋| Ψ 𝑛′𝑚′,𝑘′⟩ =  𝛿𝑘,𝑘′⟨𝜑𝑛,𝑚|𝑞𝑋|𝜑𝑛′,𝑚′⟩,                                                                 (12) 

Where 𝛿 is known as the Kronecker delta function. 

With the help of a compact iterative procedure and density-matrix method, we will drive the 

mien of THG susceptibility for the 2D model of the isotropic harmonic oscillator. The term  𝜌̅ 

represents the electron density matrix.  And the time-dependent Liouville-equation is  

 
𝜕 𝜌̅𝑖𝑗

𝜕𝑡
=

1

𝑖ħ
[𝐻𝑜 − 𝑞𝑋𝐸(𝑡′), 𝜌̅] 𝑖𝑗 − ⌈𝑖𝑗(𝜌̅ − 𝜌̅(𝑜))𝑖𝑗                                                                    (13) 
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 𝜌̅(𝑜) is known as a density-matrix operator for an unperturbed system, ⌈𝑖𝑗 called as 

phenomenological operator. It is hypothesized that ⌈𝑖𝑗 is a diagonal matrix known as relaxation 

rate. Equation (13) can be resolved with the help of the standard iterative method [45] then 

𝜌̅(𝑡′) = ∑ 𝜌̅(𝑛)(𝑡′)𝑛 ,                                                                                                             (14)  

With 

 
𝜕𝜌̅(𝑛+1)

𝜕𝑡′
=

1

𝑖ħ
{[𝐻𝑜, 𝜌̅(𝑛+1)]𝑖𝑗 − 𝑖ħ⌈𝑖𝑗𝜌̅𝑖𝑗

(𝑛+1)
} −

1

𝑖ħ
[𝑞𝑟, 𝜌̅(𝑛)]𝑖𝑗𝐸(𝑡′).                                       (15) 

The system's electronic polarization can also be expanded phenomenologically as an electric 

field series. Therefore, the three orders of electronic polarization P(𝑡′) are expressed by 

𝑃(𝑡′) = (𝜖𝑜𝜒𝜔
(1)

𝐸̃𝑒−𝑖𝜔𝑡′
+ 𝜖𝑜𝜒𝑜

(2)
|𝐸̃|

2
+ 𝜖𝑜𝜒2𝜔

(2)
𝐸̃2𝑒−2𝑖𝜔𝑡′

+ 𝜖𝑜𝜒3𝜔
(3)

|𝐸̃|
2

𝐸̃𝑒−𝑖𝜔𝑡′
+

                  𝜖𝑜𝜒3𝜔
(3)

𝐸̃3𝑒−3𝑖𝜔𝑡′
) + 𝑐. 𝑐.,                                                                                       (16) 

Where 𝜒𝜔
(1)

, 𝜒2𝜔
(2)

 , 𝜒𝑜
(2)

and 𝜒3𝜔
(3)

 are the linear susceptibility, SHG, optical rectification, and 

THG, respectively.  The 𝜖𝑜 is known as Vaccum dielectric constant. For nth-order electronic 

polarization is written by 

 𝑃(𝑛)(𝑡′) =
1

𝑉
𝑇𝑟(𝜌̅(𝑛)𝑞𝑟),                                                                                                    (17) 

The term V is used for volume of interaction and Tr (trace) represents the summation over 

diagonal elements of the matrix 𝜌̅qX. The trace (Tr) and susceptibility χ (𝜔) are correlated to 

absorption coefficient 𝛼(𝜔): 

𝛼(𝜔) = ω√
𝜇

𝜖𝑟
𝐼𝑚[𝜖𝑜χ (𝜔)]  ,                                                                                               (18)                                                                                                   

Where 𝜖𝑜 and  𝜇 is known as the real part of the relative permittivity (𝜖𝑟) and permeability, 

respectively. Now, the linear and non-linear optical AC expression can be written as  [46–49]; 

𝛼(1)(𝜔) = ħ𝜔√
𝜇

𝜖𝑟

𝑁𝑐𝛤𝑖𝑓|𝑀𝑖𝑓|
2

ħ2{(𝜔𝑓𝑖−𝜔)
2

+𝛤𝑖𝑓
2}

 ,                                                                                               (19) 

And 

𝛼(3)(𝜔, 𝐼) = −ħ𝜔√
𝜇

𝜖𝑟

𝐼

2𝜖𝑜𝑛𝑟𝑐
×

4𝑁𝑐𝛤𝑖𝑓|𝑀𝑖𝑓|
2

ħ4{(𝜔𝑓𝑖−𝜔)
2

+𝛤𝑖𝑓
2}

×  

                     [
|𝑀𝑖𝑓|

2

(𝜔𝑓𝑖−𝜔)
2

+𝛤𝑖𝑓
2

+
(𝑀𝑓𝑓−𝑀𝑖𝑖)

2
(3𝜔𝑓𝑖

2−4𝜔𝑓𝑖𝜔)(𝜔𝑓𝑖
2 −𝛤𝑖𝑓

2 )

4(𝜔𝑓𝑖
2 +𝛤𝑖𝑓

2 ){(𝜔𝑓𝑖−𝜔)
2

+𝛤𝑖𝑓
2}

]                                               (20) 
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In eq. (11), ħ𝜔 and I are the energy of incident photon and intensity of incident light 

respectively,  𝑁𝑐 is the carrier density and 𝑛𝑟 represents the refractive index of quantum wire  

material, 𝛤𝑖𝑓 is called relaxation time & the subscript i and f are used for initial and final states. 

𝜔𝑖𝑓 = (𝐸𝑓 − 𝐸𝑖)/ ħ is known as transition frequency (where, 𝐸𝑖 and 𝐸𝑓 is the energy for the 

initial and final state). 𝑀𝑖𝑓 is known as transition matrix element and determined by 𝑀𝑖𝑓 =

|⟨𝜑𝑖|𝑋|𝜑𝑓⟩|.  

The total optical absorption coefficient is written as[50–52] 

𝛼𝑇(𝜔, 𝐼) = 𝛼(1)(𝜔) + 𝛼(3)(𝜔, 𝐼).                                                                                             (21) 

The linear and third-order nonlinear refractive index for optical transitions are obtained by 

∆𝑛𝑟
(1)

𝑛𝑟
=  

𝑁𝑐

2𝑛𝑟
2𝜖𝑜

 
|𝑀𝑖𝑓|

2
(𝜔𝑓𝑖−𝜔)

ħ{(𝜔𝑓𝑖−𝜔)
2

+𝛤𝑖𝑓
2}

  ,                                                                                                (22) 

∆𝑛𝑟
(3)

(𝜔,𝐼)

𝑛𝑟
=

𝑁𝑐

2𝑛𝑟
3𝜖𝑜

 
𝐼𝜇𝑐|𝑀𝑖𝑓|

2
(𝜔𝑓𝑖−𝜔)

ħ3(𝜔𝑓𝑖−𝜔)
2

+𝛤𝑖𝑓
2

 ×  

        [
|𝑀𝑖𝑓|

2
 

(𝜔𝑓𝑖−𝜔)
2

+𝛤𝑖𝑓
2

+
2𝛤𝑖𝑓(𝑀𝑓𝑓−𝑀𝑖𝑖)

(𝜔𝑓𝑖−𝜔)
2

+𝛤𝑖𝑓
2

× {(𝜔𝑓𝑖 − 𝜔)[𝜔𝑓𝑖(𝜔𝑓𝑖 − 𝜔) + 𝛤𝑖𝑓
2] − 𝛤𝑖𝑓

2(2𝜔𝑓𝑖 − 𝜔)}] (23) 

The total refractive index is  

∆𝑛𝑟(𝜔,𝐼)

𝑛𝑟
=

∆𝑛𝑟
(1)

𝑛𝑟
+

∆𝑛𝑟
(3)

(𝜔,𝐼)

𝑛𝑟
 .                                                                                                    (24) 

And now, we focus on the SHG and THG (i.e., from the term of oscillating with 4𝜔, we only 

cogitate the third-order contribution). With the help of the iterative method and compact 

density-matrix approach, the SHG and THG per unit volume are given as[12,53,54]; 

𝜒2𝜔
(2)

= −
𝑒3𝑛𝑜

𝜀𝑜ħ3

𝑀12𝑀23𝑀31

(ω−ω21+𝑖𝛤21)(2ω−ω32+𝑖𝛤32)
 ,                                                                                (25) 

𝜒3𝜔
(3) = −

𝑒4𝑛𝑜

𝜀𝑜ħ3

𝑀12𝑀23𝑀34𝑀41

(ω−ω21+𝑖𝛤21)(2ω−ω31+𝑖𝛤31)(3ω−ω41+𝑖𝛤41)
 .                                                            (26) 

The results and their implications are presented in the next section.                                                                                    

3. Result and discussion 

In this investigation, the effects of hydrogenic impurity on the linear and the third-order 

nonlinear optical ACs, RICs, SHG, and THG in a typical Ga1-xAlxAs within the presence 2-

DEG have been studied. The physical constraints used for arithmetical computation are 

[12,55]: 𝑛𝑜 = 1016𝑐𝑚−3, 𝑛𝑟 = 3.2, 𝛤12 = 1 𝑇12⁄  where 𝑇12 = 0.2𝑝𝑠 and 𝜇 = 4𝜋 ×

10−7𝐻𝑚−1.  

In fig. 2(a-b), the changes in the effective mass with the variation in impurity factor (x) for 

different values of temperature and pressure viz. 100K, 200K, and 300K and 10 kbar, 15 kbar 
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and 20 kbar respectively, are presented. As the impurity factor (x) increases, the effective mass 

is also increased for each value of temperature and pressure. This is due to the strong 

dependence of impurity on the effective mass. When the impurity factor (x) is changed from 0 

to 0.3, the behavior of the quantum wire in terms of effective mass is counter-intuitive when 

the rise in impurity factor probably enhances the effective mass. This nature helps in the study 

of the influences of hydrogenic impurity (x) on optical properties.  

In Fig. 3 (a), energy gap variation with impurity factor (x) has been shown. As the hydrogenic 

impurity increases, the energy gap between the two subsequent levels is also increased. This 

enhancement in the energy gap due to impurity yields the change in optical properties of the 

Ga1-xAlxAs quantum wire. Fig. 3 (b) shows the matrix elements variation with the impurity 

factor (x). The matrix elements reduce with an increment in hydrogenic impurity factor (x). 

From the equations (19-25), we can easily see the dependence of matrix elements on the linear 

and third-order nonlinear ACs, RICs and THG therefore, when the matrix element changes 

these parameters also changes. 

Fig. 4 (a-c), demonstrates the linear 𝛼(1), the third-order nonlinear ACs 𝛼(3) and the total 

optical ACs 𝛼(𝑇) as a function of the incident photon energy for the various value of the 

hydrogenic impurity factor (x). The magnetic field, electric field, Rashba SOI, and incident 

laser intensity are fixed at 1T, 50kV/m, 35meV and 2.04× 107𝑊/𝑚−2, respectively. 

Generally, the 𝛼(1) illustrations resonance at the zero thwarts which denotes when the energy 

difference between the subsequent states becomes cognate with an incident photon. Similarly, 

in the case of 𝛼(3)   with a negative sign. It is initiated that when the x is raised from 0.1 to 0.3, 

the maxims of 𝛼(1) and 𝛼(3) shows blue shifting. However, this effect is abetted via the 

decrement in the value of 𝛼(1) and 𝛼(3) , with 𝛼(3) entity effected firmly as compared to linear 

optical AC (𝛼(1)). Whereas, the blue shifting takes place due to the enrichment in the energy 

gap between the subsequent states of energy which can easily be understood by fig. 3 (a). This 

in turn consequences in further energy spacing between the ensuing states. Moreover, the 

impurity factor (x) effect on the 𝛼(3) strongly as compared to 𝛼(1) whose results illustrate the 

rare shape in the 𝛼(𝑇) curve. It can be noted that with an increment in the value of x there is a 

decrement in the height of peak maxims. This happened as a consequence of the small value 

of dipole matrix elements (𝑀𝑖𝑗) when the x rise. In accordance, with the eq. (19) and eq. (20) 

the 𝛼(1)  and 𝛼(3)  resonant peaks values are proportional to 𝑀12
2 𝐸12 and 𝑀12

4 𝐸12 , respectively. 

Therefore, the consequence of 𝑀12 is dominant, resulting in a decrease in the magnitude of the 
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𝛼(3) term more than the 𝛼(1). It is manifest that the 𝛼(1), 𝛼(3)  and 𝛼(𝑇) peaks diminution and 

shifts in the direction of the higher energies as the impurity boosts. 

In the optical studies of quantum wire, RICs play a significant role. In Fig. 5 (a-c), the linear, 

third order non-linear, and total RICs are plotted as a function of the incident photon energy 

for various hydrogenic impurity factor (x). As demonstrated from these plots, the linear RICs 

increase gradually with the incident photon energy and come to an extreme value. This brings 

out to the normal dispersion for any frequency of incident photo where 
𝑑𝑛

𝑑𝜔
 > 0. However, the 

energy of the photon approaches threshold energy, the dispersion 
𝑑𝑛

𝑑𝜔
 in the RICs change its 

sign. At every resonant frequency of a quantum wire, this anomalous dispersion is defined by 

𝑑𝑛

𝑑𝜔
 < 0. In this area, photons are sturdily absorbed and behave like an absorption band. In Fig. 

5(a-c), the anomalous dispersion region moves towards large photon energies (i.e; blueshift) as 

a contrast to the low value of impurity factor cases. The root cause for the resonance shifting 

is an enhancement in the energy gap between the two electronic states among which an optical 

transition takes place. As the third-order nonlinear RIC has a negative sign therefore it takes 

an enfeebling effect on the total RIC. Therefore, it has been discovered that the impurity, as a 

tunable parameter plays a significant role in supervising the optical properties of quantum wire. 

Fig. 6, represents the SHG as a function of incident photon energy for the various value of 

impurity (x= 0.1, 0.2, and 0.3). It can be perceived from the plot that the resonant peaks of the 

SHG decrease and shift towards large value of photon energy (blue shift) when the impurity 

factor (x) increases. SHG figure has only one resonant peak due to the equally spaced energy 

spectrum. Additionally, the intensity in Fig.6 is much larger with the comparison of resonant 

peaks in the situation of unequal spacing of the energy spectrum. The changes in the amplitude 

and position of the peaks are due to the change in the geometric factor of the quantum wire 

such as energy gap and matrix elements.  

Fig. 7 shows that, for various values of the hydrogenic impurity factor x=0, x=0.1, and x=0.3, 

the THG is plotted as a function of incident photon energy. For the low energy region, the triple 

resonance condition is not perfectly achieved due to the weaker confinement cause the energy 

separation between the states unequally and additionally, for high energy the transition energy 

between subbands decreases, and the overlaps of states will rise. When the hydrogenic impurity 

(x) is considered, the peaks of the THG coefficients show a blue shift. The magnitude of the 

peak for each curve reduces with the rise in impurity factor (x), due to allied with the product 

of matrix elements. This is due to the energy gap between two states containing hydrogenic 
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impurity being larger than the energy gap between two states containing no hydrogenic 

impurity. This means that the THG drops and moves towards higher energies when the effect 

of impurity is taken into account. 

The THG coefficient as a function of hydrogenic temperature and pressure when x=0.1, 0.2, 

and x=0.3 are illustrated in Fig. 8(a) and (b), respectively. From fig. 8(a), it can be observed 

that as the temperature enhances there is an increment in height of the resonant peaks for x=0.1, 

0.2, and 0.3. When the hydrogenic impurity(x) rises from 0.1 to 0.3 the resonant peak amplitude 

reduces. In fig. 8(b), as the pressure enhances then the THG coefficient value decreases, unlike 

in the previous case.  The enhancement in the impurity factor (x) parameter for supplementing 

values of P is reflected in the fall of the resonance peak amplitude. The amplitude of the 

resonant peak is calculated by the product of the transition matrix elements. These optical 

effects can be exploited as a probe for the precise mechanism such as optical nonlinearity in 

quantum wires and also, used in optical-magneto instruments.  

 

Figure 2. Effective mass variation with the hydrogenic impurity (x) for the Ga1-xAlxAs 

quantum wire at T= 100K, 200K and 300K. 
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(a)                                                                       (b) 

Figure 3. (a) Energy gap between the two subsequent levels as a function of impurity factor 

(x), and (b) Matrix element as a function of impurity factor (x) for the Ga1-xAlxAs quantum 

wire. 

 

(a)                                                                      (b) 
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(c) 

Figure 4. (a)Linear optical ACs, (b) Third-order nonlinear optical ACs, and (c) total optical 

ACs as a function of Photon energy with the various values of the impurity. 

 

                             (a)                                                                      (b) 
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(c) 

Figure 5. (a)The linear RIC, non-linear RIC, and total RIC as a function of the incident photon 

energy for the various value of hydrogenic impurity. 

 

Figure 6. SHG as a function of photon energy when x=0.1, 0.2, and 0.3. 
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Figure 7. THG as a function of incident photon energy for the various value of hydrogenic 

impurity. 

 

(a)                                                                         (b)                                

Figure 8. (a) THG coefficient for the Ga1-xAlxAs quantum wire as a function of hydrogenic 

temperature with x=0.1, 0.2 and 0.3 at P=15kbar, and (b) THG coefficient as a function of 

pressure with x=0.1, 0.2 and 0.3 at T=300K.  

 

4. Conclusion 

In this paper, we attention to the behavior of optical properties for the Ga1-xAlxAs quantum 

wire and how its changes with the various value of hydrogenic impurity. The alteration in linear 
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and third-order nonlinear optical ACs, RICs, SHG, and THG by the impurity factor under the 

presence of the intense magnetic field, electric field, and Rashba SOI are demonstrated. We 

experiential the energy gap and the dipole moment matrix element (𝑀12 ), are strongly affected 

by the hydrogenic impurity. Due to this optical ACs, RICs, SHG, and THG of the system 

change.  It was noticed that the enhancement in hydrogenic impurity produces blue shifts in 

optical properties. However, hydrogenic impurity increases the energy gap and decreases the 

matrix elements, therefore as a result, the peaks of optical ACs, RICs, SHG, and third harmonic 

generation shift to higher photon energy. It is also concluded that the impurity factor can be 

explored as tunning tool for varying the optical properties via the introduction of spacing 

between the confined energy levels. It is presumed that impurity can show a significant role in 

the optical properties of semiconductor quantum wire. Therefore, the tunability and detuning 

of the terahertz laser in low-dimension nanostructure takes place due to the variation in 

hydrogenic impurity. These varieties of aspects would be beneficial for the evolution of tunable 

optoelectronic devices.  ssss 
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Highlights 

• We investigate the optical properties such as linear and non-linear absorption 

coefficients, second harmonic generation, and third harmonic generation. 

• We focus on the impurity influence on the optical properties in Ga1-xAlxAs quantum 

wire. 

• We have used the density matrix theory approach for numeric calculation. 

• We find that the absorption coefficients, refractive changes, second harmonic 

generation, and third harmonic generation are shifted. 
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Abstract  There is an on-going academic debate on why 
firms participate in sustainability initiatives. The two argu-
ments often tossed around are either because it supports 
profit maximation or because it enhances organization 
legitimacy. Profit maximization and organization legiti-
macy are not mutually exclusive as past literature states 
that sustainability initiatives enable an organization to gain 
legitimacy which enhances reputation and could translate 
to higher financial returns. This paper explores if the sus-
tainability reporting type impacts the relationship between 
sustainability performance and organization legitimacy. We 
study the impact of sustainability reporting on organiza-
tion legitimacy through two effects. First is the compliance 
mechanism based on the normative perspective, where a firm 
complies with the values and norms prevailing in the indus-
try. Second, we look at the disclosure mechanism where the 
firm can choose what to make public i.e., it chooses what 
to disclose to maintain stakeholder interest and legitimacy. 
We extensively study the sustainability disclosure and sus-
tainability performance of 60 Indian firms listed on NSE 
and who have published sustainability reports for the year 
2021. We study how these firms respond to the compliance 
and disclosure effects over a period of a year. We analyze 
the impact of sustainability reporting and performance on 
firm’s media legitimacy. Analyzing a sample of 60 Indian 
companies over 2021, we demonstrate that sustainability 
reporting positively influences the firm legitimacy. This is 
the compliance mechanism at work. We also find that in case 
of a comprehensive disclosure sustainability performance 

has a positive impact on firm legitimacy. However, in case 
of restricted disclosure, sustainability performance has no 
impact on firm legitimacy. This is the disclosure mechanism 
at work. Firms following a comprehensive disclosure pro-
vide stakeholders with a true picture while firms following 
a restricted disclosure leave their stakeholders confused and 
stakeholders are forced to look at other constructs like age, 
size, reputation to proxy performance. Companies with have 
high performance are better off following comprehensive 
reporting while firms with low sustainability performance 
are safer, giving restricted disclosures in the interim for a 
short period of time.

Keywords  Sustainability reporting · Sustainability 
performance · Legitimacy

Abbreviations
WCED	� World Commission on Environment and 

Development
SEBI	� Securities and Exchange Board of India
GRI	� Global reporting initiative
NSE	� National stock exchange
PAT	� Profit after tax
SDD	� Sustainability disclosure dummy
SP	� Sustainability performance
CD	� Comprehensive disclosure
RD	� Restricted disclosure
BRSR	� Business responsibility and sustainability report

1  Introduction

In recent times, sustainability initiatives have gained a 
lot of importance. Sustainable development is defined as 
“development that meets the needs of the present without 
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compromising the ability of future generations to meet their 
own needs” (WCED 1987, p. 43). The perception of what 
constitutes a firm’s role in the society has undergone a sea 
of change. The early economists put forward the statement 
that making money for its shareholders was the only motive 
of a firm (Friedman 1970). This was in stark contrast to the 
stakeholder theory which puts forward that a business should 
strive to maximize value for all stakeholders. The benefit 
should not be limited to shareholders alone. A lot of impor-
tance is given to the network of relationships in a firm’s task 
environment. This includes the firm’s customers, suppliers, 
employers, investors, community and others with a stake in 
the organization (Freeman & Reed 1983). Researchers have 
stated that it’s beneficial to the firm if it gives stakeholders 
attention. Therefore, a firm should be associated with actions 
supporting all stakeholders and not restrict or limit itself to 
just shareholders (Gelb and Strawser 2001).

It is worth noting that if a firm can influence stakeholders, 
stakeholders can also influence firms. One reason why firms 
participate in sustainability activities or indulge in sustain-
ability practices are the benefits associated with the same. 
These activities positive impact or influence it has on stake-
holders. Further, it assures the firm of stakeholder support. 
(Waddock and Graves 1997; Surroca et al. 2010). Positives 
also include an increase in legitimacy, reputation ultimately 
translating to financial performance (Philippe and Durand 
2011; Touboul 2013). It’s not surprising that all firms would 
want to reap the benefits that come from high environmental 
or high social performance even if their environmental or 
social performance is not up-to the mark. The possibility of 
“greenwashing” always exists (Cho et al. 2018).

2 � Related work

In this paper, we study two contrasting theoretical frame-
works, i.e., the signaling perspective and the normative per-
spective. The normative perspective stresses upon the pres-
sure to comply with the norms of the particular area (Reid 
and Toffel 2009; Philippe and Durand 2011). This basically 
treats the disclosure as means to increase legitimacy which 
contributes to the firm’s legitimacy and reputation and may 
increase financial returns also. On the other hand, the signal-
ing perspective interprets sustainability reporting as a sig-
nal or as a means to selectively disclose or hide/manipulate 
some information (Golub et al. 2013). This paper contributes 
to past literature comparing these two perspectives to find 
common ground in the relationship between sustainability 
reporting and sustainability performance (Hummel and 
Schlick 2016; Touboul 2013; Golub et al. 2013). This paper 
then attempts to analyze the effect of sustainability reporting 
and sustainability performance on firm legitimacy.

Legitimacy can be termed as perception that there exist 
certain norms, values or procedures that are highly neces-
sary to operate in a social environment. Failure to meet this 
norm can also lead to failure of an organization. In this study 
we explore how sustainability reporting impacts the relation-
ship between sustainability performance and legitimacy in 
India. Our study is based on a future research opportunity 
in past literature (Touboul 2013) where the researcher ana-
lyzed the consequences of a restricted disclosure on finan-
cial performance. We attempt to analyze the consequences 
of restricted disclosure on legitimacy over the period of a 
year. As a further differentiation, we derive the sustainability 
disclosure score based on content analysis of sustainabil-
ity reports. The disclosure index is based on GRI criteria 
and has been used in previous studies (Hummel and Schlick 
2016). An important point to note is that we only consider 
those sustainability performance values which corresponded 
to the respective sustainability reporting points included in 
our index. The remaining paper has the following sections. 
We have a literature review section followed by the theoreti-
cal framework. This is followed by research methodology, 
results and finally discussion, and conclusion.

2.1 � Motivation

Very few empirical studies have been conducted examining 
the relationship between sustainability reporting and organi-
zation legitimacy (Aerts and Cormier 2009). There has been 
related research highlighting how legitimacy impacts other 
parameters. For example—Research has demonstrated that 
sustainability reporting indirectly affects other parameters 
like analyst earnings forecasts through legitimacy (Cormier 
and Magnan 2015). In this paper we attempt to go one step 
further. We attempt to empirically analyze the relationship 
between sustainability performance, sustainability report-
ing and organization legitimacy. We further seek to study if 
type of reporting (comprehensive or restricted) impacts the 
relationship between sustainability performance and organi-
zation legitimacy.

2.2 � Literature review

2.2.1 � Sustainability performance

Sustainable responsibility” encompasses the “economic, 
legal, ethical and discretionary expectation society has of 
organizations” (Carroll 1979). A firm is sustainably respon-
sible if it acts based upon stakeholder expectations. A stake-
holder is any group impacted or who impacts the fulfill-
ment of organizational goals (Freeman and Reed 1983). 
Any action taken to fulfill sustainability responsibility can 
be sustainable action. Sustainability performance is the 
end result of the sustainability actions or the benefits the 
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stakeholders receive from the actions (Barnett 2007; Wad-
dock and Graves 1997; Zeadally et al. 2013). However, it 
is not necessary that sustainable responsibility will lead to 
sustainable actions or that sustainable actions will lead to 
sustainable performance. Stakeholder interest areas differ, 
and they expect the firm management to disclose the sustain-
ability performance. (Herzig and Schaltegger 2006). It is 
important to acknowledge that sustainability performance is 
not easily observable (King and Toffel 2009; Touboul 2013). 
Therefore, stakeholders are forced to rely on signals to form 
opinions about the firm’s performance. Sustainability disclo-
sure can be said to be one of those signals which contribute 
to the sustainability performance construct. Sustainability 
disclosure can lead to stakeholder support or non-support, 
leading to increased reputation, legitimacy, and, finally, 
higher financial returns (Daub 2007; Herzig and Schalteg-
ger 2006).

2.2.2 � Sustainability disclosure

Sustainability reporting discloses the firm’s environment 
and social impact due to its daily activities. To gain more 
legitimacy and validation, firms report their adherence to 
specific governed standards like (Global Reporting Initia-
tives) GRI Or United Nations Global Impact (UNGC) princi-
ples. For this paper, we will be using the GRI standards as a 
reference point for measuring firm disclosure. Sustainability 
disclosure is never an “all or none” scenario. Sustainability 
Disclosure often lies in a range. Previous research suggests 
that depending on normative pressure, firms may choose to 
release a disclosure (Gray et al. 1995) either to inform the 
public or try to divert attention to other areas or may try to 
change the relevant stakeholder opinion (Lindbloom 1994). 
Further, firms may strategically reveal information compre-
hensively or may restrict disclosure to a select number of 
indicators Past researchers have suggested that firms may 
manipulate the information made public (Ullmann 1985); 
They could limit the information being revealed, avoid 
incriminating information, or make public private informa-
tion (O’Donovan 2002). Basically, a firm may public various 
versions of information to ensure it appears to be legitimate 
to stakeholders. In this paper, we consider firms that make 
public a selective amount of information as following a 
restricted disclosure, while firms that make public extensive 
information about social and environmental indicators adopt 
a comprehensive disclosure.

2.2.3 � Sustainability disclosure in India

In India, Sustainability reporting has recently gained impor-
tance. India legislated mandatory CSR spending by enacting 
the new Companies Act, 2013 (India, 2013). The Securi-
ties and Exchange Board of India (SEBI) in 2012 made it 

mandatory for the top 100 listed companies by market capi-
talization to file a business responsibility report. This was 
later changed to be the top 500 listed companies by market 
capitalization in 2015. In May 2021, the SEBI introduced a 
new ESG reporting structure named Business Responsibility 
and Sustainability Report (BRSR). Under BRSR, listed enti-
ties (top 1000) need to provide an overview of the entity’s 
material ESG risks and opportunities, an approach to miti-
gate or adapt to the risks, and financial parameters. Very few 
studies have been done on the sustainability reporting of 
Indian companies. The early studies mainly dealt with the 
CSR practices of the firms (Sen et al. 2011; Tewari and Dave 
2012). Apart from these initial studies, there have been stud-
ies investigating the increasing pace of sustainability report-
ing in India (Laskar and Maji 2016; Jain and Winner 2016).

2.3 � Legitimacy

The most commonly used definition of legitimacy broadly 
conceptualizes legitimacy as “the generalized perception or 
assumption that an entity’s activities are desirable, right, or 
appropriate within a socially constructed system of norms, 
values, beliefs, and definitions” (Suchman 1995). Broadly 
legitimacy can be said to be the social approval of a firm’s 
activities (Deephouse et al. 2017). Social approval provides 
firms a way to win over stakeholders (Lamin and Zaheer 
2012). It has been observed that many market entities will 
only do business with legitimate firms (Deephouse et al. 
2016). For example—Nestle India manufactured “Maggi” 
noodles were found to contain high levels of monosodium 
glutamate in May 2015. Subsequent tests found high levels 
of lead in June 2015 (IndiaToday 2021). This led to a wide-
spread recall of Maggi Products, a nationwide ban in India 
and other countries like Nepal, Kenya, Uganda, Tanzania, 
Zimbabwe and South Sudan (BBC 2015). Therefore, legiti-
macy is a source of competitive advantage. Hence, if a firm 
is able to make the relevant stakeholders believe that the 
competition lacks legitimacy, it can win over a larger market 
share (Deephouse and Carter 2005).

Legitimacy is a complex construct composed of multiple 
dimensions. Legitimacy is made up of the subjective per-
ception of individuals or at the micro level (Tost 2011). It is 
important to note that legitimacy is clustered or aggregated 
together at the macro level (Berger and Luckmann 1966).

2.4 � Sustainability disclosure and sustainability 
performance based on voluntary disclosure theory, 
legitimacy theory

Various scholars have studied the linkage between sustain-
ability disclosure and sustainability performance. Early studies 
mostly did not find a significant relationship between sustain-
ability disclosure and sustainability performance (Wiseman 
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1982; Fekrat et al. 1996; Ingram and Frazier 1980). Later 
studies show a mixed bag. A number of scholars cite a posi-
tive relationship based on the voluntary disclosure theory, i.e., 
firms with high sustainability performance have high disclo-
sure (Al-Tuwaijri et al. 2004; Clarkson et al. 2008; Nin and 
Tomas 2019). Interestingly, A significant number of scholars 
who base their results on the legitimacy theory and a cite a 
neutral or negative relationship, i.e., firms with poor sustain-
ability performance disclose more (Cho and Patten 2007; 
Deegan 2002). Recent research (Hummel and Schlick 2016) 
specifies that these results are mutually not exclusive and are 
different facets of the same problem i.e., firms with a high 
sustainability performance provide a high-quality disclosure. 
This is in line with Voluntary Disclosure theory or economic 
theory. Further, firms with a poor sustainability performance 
provide a low-quality disclosure. This behavior is again in line 
with legitimacy theory.

Research also puts forward those different report formats 
target different stakeholder groups (De Villiers and Van 
Staden 2011). Firms with low sustainability performance 
publish more information in their annual report publications 
while firms facing an ongoing sticky situation with regards 
to the environment prefer putting information on their web-
site. This could also be to avoid additional cost.

We have now looked at the past literature between the 
nature of the relationship between sustainability disclosure 
and sustainability performance and the attempts to explain 
the same using voluntary disclosure theory and legitimacy 
theory.

`We attempt to study how various scenarios about the 
sustainability disclosure plan concerning two theoretical per-
spectives, i.e., the signaling framework and the normative 
framework, play out.

The normative perspective details how the firm is under 
pressure to comply with the norms in that field (DiMag-
gio and Powell 1983; Philippe and Durand 2011; Reid and 
Toffel 2009). A norm of transparency is highly valued. A 
firm that discloses precise, comprehensive information is 
more transparent than the one providing qualitative data. The 
other perspective is the signaling framework (Spence 1973), 
i.e., firms utilize sustainability disclosure as a signal. It may 
manipulate or selectively disclose certain items to ensure 
stakeholder support (Mahoney et  al. 2013). This study 
attempts to show that both these effects exist. We empirically 
study the relationship between sustainability disclosure, sus-
tainability performance and organization legitimacy over the 
period of 1 year to arrive at this conclusion.

2.5 � Theoretical framework and hypotheses 
development

The main purpose of implementing sustainability report-
ing is to comply with the transparency norm. Stakeholders 

attribute a lot of value to transparency (Michelon 2011). 
Transparency further implies the exact and comprehensive 
availability of requisite information. For example: A firm 
giving discharged wastewater’s water quality parameters 
(high-quality quantitative data) is definitely more unam-
biguous than just saying that the wastewater complies with 
the laid-out government norms (low-quality qualitative 
data). Firms with a comprehensive disclosure basically 
signal their compliance to unambiguity and may thus lead 
to stakeholders attributing higher legitimacy or reputation 
to them. These will then lead to higher financial returns. 
The compliance effect (compliance with the transparency 
norm) as well as the compliance with stakeholder expecta-
tions is basically derived from the normative perspective, 
i.e., basically a firm has to comply with the norms and 
procedures in its field. So, if 4 out of 6 firms in a particular 
industry are conforming with a norm, the remaining two 
firms would be pressured to put comply. Previous research-
ers have found that adherence to sustainability reporting 
standards generate a positive market response (Guidry and 
Patten 2010). This enables us to hypothesize that stake-
holders are able to estimate if the report complies with 
their expectations.

Therefore, we hypothesize.

H1  Organization sustainability reporting positively influ-
ences organization’s legitimacy.

The disclosure mechanism implies that the firm may 
make public or hide the actual sustainability performance 
of the firm. Basically, a firm chooses what to disclose. It 
can manipulate its disclosure based on its actual environ-
mental or social performance. Suppose a firm invests heav-
ily in “green” initiatives. Then it would reap the benefits 
of this association only if it would publicize the same. By 
this logic, then, it makes sense for firms with not-so-good 
sustainability performance to follow a restricted disclo-
sure. The disclosure mechanism is derived from the signal-
ling framework. The sustainability disclosure is basically 
a signal from the firm. A firm decides on its disclosure 
based on its sustainability performance. High sustainabil-
ity firms disclose more in-line with the economic theory. 
They signal their compliance to the unambiguity norm 
and also compile with the norms, values and procedures. 
On the other hand, low sustainability performance firms 
choose to put out a restricted disclosure to ensure stake-
holders don’t withdraw their support. They also attempt to 
signal compliance to the norms but a restricted disclosure 
ensures stakeholders don’t form immediate judgements on 
legitimacy. The stakeholders are forced to look at other 
avenues like financial performance, size, age, reputation 
to proxy the firm’s legitimacy.

Therefore, we hypothesize.
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H2  Organization sustainability performance influences 
organization legitimacy for firms with comprehensive 
disclosure.

H3  Organization sustainability performance does not 
influence firm legitimacy for firms with restricted disclosure.

3 � Research methods

3.1 � Sample

We use a sample of 60 Indian firms spread across nine dif-
ferent industry segments in the year 2021. The 60 sampled 
firms are listed on the NSE/BSE and have published GRI-
based externally assured sustainability reports for 2021 as 
well as have corresponding environmental and social perfor-
mance data in the Refinitive Eikon database.

We conducted a regression analysis using firms listed in 
the NSE. (National Stock Exchange). The firm number is 
based on firms that have published GRI-based externally 
assured sustainability reports and have corresponding envi-
ronmental and social performance data in the Refinitive 
Eikon database.

3.2 � Variables

3.2.1 � Dependent variable

Organization Legitimacy is taken as the dependent vari-
able. It has proxied through media content analysis. This 
has been adopted by past literature (Bansal and Clelland 
2004; Deephouse and Carter 2005; Lopez Balboa et al 2021; 
Yazdi et al 2017). We have basically classified whether the 
media article generates positive or negative influence. News 
was obtained through Google Search sub-tab “News”. The 
following sequence of steps was followed.

	 (i)	 Navigate to Google Search.
	 (ii)	 Enter firm name.
	(iii)	 Choose tools submenu and enter date range. We chose 

date range from 1st April 2021 to 31st March 2022. 
The search result headlines and linked articles were 
studied and classified as positive, negative or neutral. 
As an article may mention more than one firm, one 
newspaper article was utilized for computing legiti-
macy of more than one firm. In all 5996 news articles 
were studied in which 2434 articles mentioned more 
than one firm.

Each article was taken to be either supporting a firm or 
challenging the firm. The legitimacy was computed using 

the Janis–Fadner coefficient of imbalance. The formula for 
the same is

where p is the number of articles with a positive sentiment 
n is the number of articles with a negative sentiment; t is 
the total number of articles; k is the number of articles with 
some sentiment.

The final legitimacy value is between − 1 and + 1. Table 1 
and Fig. 1 highlight the news sample analyzed per company.

3.2.2 � Independent variables

Sustainability performance is taken as one of the independ-
ent variables. Its values are obtained from the Refinitive 
Eikon database. Eikon has been extensively used in previous 
studies (Garcia et al. 2017; Jitmaneeroj 2017). The social 
performance score is an amalgamation of scores in four cat-
egories (workforce, human rights, community, and product 
responsibility). The environment performance score is fur-
ther split into three categories (resource use, emissions, and 
innovation). The scores range from 0 to 100%. An impor-
tant point to note is that based on past literature (Hummel 
and Schlick 2016), we only took those environment/social 
performance values which corresponded to the respective 
disclosure points we included in our index. For example—
We obtained the values of the Resource Use and Emission 
categories from Environment Pillar in the Refinitive Eikon 
database. The corresponding disclosures included Materi-
als used, Energy Consumption, Water Consumption, Supply 
Chain Screening, Waste Management, and Emissions. Simi-
larly, we obtained the value of human rights and workforce 
categories from the social pillar in the Refinitive Eikon. The 
corresponding disclosures included human rights Assess-
ment, workforce characteristics, health and safety, training 
and career development. It ensured our disclosure and per-
formance values correspond to common parameters.

Sustainability disclosure is an independent variable. 
The Sustainability disclosure is based on content analysis 
of the sustainability reports based on an index designed 
by previous researchers (Hummel and Schlick 2016). The 
disclosure index is based on the GRI sustainability report-
ing guidelines. The GRI guidelines give exact and precise 
descriptions of all information that a company must provide 
for each item. The “Environment” sustainability category 
consisted of seven disclosure indicators while the “Social” 
sustainability category consisted of eight disclosure indica-
tors. All indicators in the index are core fundamental items 
applicable to all companies. The sustainability disclosure 
index measure focuses on primary disclosure items. These 

Legitimacy = (p2 − p ∗ n)∕(k ∗ t) → if p > n

0 → if p = n
(

p ∗ n−n2
)

∕(k ∗ t) → if p < n
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are usually the items which form the crux or the nerve center 
of a firm’s sustainability performance. As these are highly 
vital parameters, we believe that a precise disclosure of these 
parameters is a good measure of the overall disclosure of the 
firm in the environment or social dimension.

To test our hypotheses, we needed to split our sample 
set into those with restricted disclosure and comprehensive 
disclosure. We calculate a separate parameter—a disclosure 
dummy. The dummy variable was hard coded as 1 when the 
firm’s disclosure level was higher or equal to the median of 
all firm’s environmental or social disclosure level for that 
year. Otherwise, the dummy is marked 0. For the purposes 
of this study, if the firm’s disclosure value was greater than 
the median of all firms, we took it that the firm implemented 
a comprehensive environment or social disclosure for that 
year. Conversely, any firm which had the dummy disclosure 
variable marked as 0 was treated as following a restricted 
disclosure. The GRI index used for evaluating firm sustain-
ability disclosure is given in Table 2. Figure 2 details the 
firms by industry grouping.

For each disclosure, 4 points were given for high-quality 
disclosure, 2 points for low-quality disclosure, and 0 point 
for non-disclosure. High quality disclosure is basically 
numerical data disclosure across the firm or at least above 
the minimum requirements specified in the GRI guidelines. 
The minimum requirements based on GRI are outlined in 
Table 2. In case these guidelines are not fulfilled or some 
other information is given, then two points are given for low 
quality data. Interestingly, even if comprehensive informa-
tion is provided but the precise required data is missing, the 
disclosure will be marked as low quality and will be given 
two points. If there is no information provided at all, then 
the disclosure is treated absent and no point is awarded for 
non-disclosure.

We make certain sector-specific changes in the mini-
mum requirements in the environmental category. This is 

Table 1   News sample analyzed per company

Sl. no Firm Number of 
news samples

1 ACC Ltd 90
2 Adani Green Energy Ltd 65
3 Adani Ports and Special Economic Zone Ltd 76
4 Aditya Birla Fashion and Retail Ltd 79
5 Ambuja Cements Ltd 95
6 Ashok Leyland Ltd 101
7 Asian Paints Ltd 105
8 Bajaj Auto Ltd 104
9 Berger Paints commodity 98
10 Bharat Heavy Electricals Ltd 70
11 Bharat Petroleum Corporation Ltd 94
12 Bharti Airtel Ltd 120
13 Coal India Ltd 116
14 Dabur India NC 97
15 Dalmia Bharat 100
16 DLF Ltd 115
17 Eicher Motors Ltd 91
18 Exide Industries Ltd 90
19 GAIL (India) Ltd 88
20 Godrej Consumer Products Ltd 92
21 Grasim Industries Ltd 84
22 Havells India Ltd 85
23 HCL Technologies Ltd 104
24 Hero MotoCorp Ltd 129
25 Hindalco Industries Ltd 93
26 Hindustan Petroleum Corp Ltd 85
27 Indian Oil Corporation Ltd 76
28 Indus Towers Ltd 60
29 Infosys Ltd 121
30 ITC Ltd 133
31 J K Cement Ltd 89
32 Jindal Steel And Power Ltd 102
33 JSW Steel Ltd 98
34 Larsen and Toubro Infotech Ltd 111
35 Larsen and Toubro Ltd 130
36 Mahindra and Mahindra Ltd 112
37 Marico Ltd 78
38 Maruti Suzuki India Ltd 123
39 National Aluminium CoLtd 92
40 NTPC Ltd 80
41 Oil and Natural Gas Corporation Ltd 135
42 Oil India Ltd 82
43 Page Industries Ltd 56
44 Ramco Cements Ltd 85
45 Reliance Industries Ltd 120
46 Shree Cement Ltd 95
47 Steel Authority of India Ltd 120
48 Tata Chemicals Ltd 95
49 Tata Communications Ltd 92

Table 1   (continued)

Sl. no Firm Number of 
news samples

50 Tata Consultancy Services Ltd 116
51 Tata Consumer Products Ltd 96
52 Tata Motors Ltd 103
53 Tata Power Company Ltd 137
54 Tata Steel Ltd 96
55 Tech Mahindra Ltd 100
56 UltraTech Cement Ltd 100
57 UPL Ltd 107
58 Vakrangee Ltd 120
59 Vedanta Ltd 136
60 Wipro 134
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mainly done keeping in mind that not all disclosures apply 
to all industry sectors. For example: Technology offices 
mostly obtain water supply from municipal sources. They 
do not rely on surface water for their water needs. Fur-
ther, effluents are not generated as a by-product of their 
activities and hence not discharged into water sources). 
The minimum possible score is 0 and maximum possible 
score is 64.

Corporate sustainability has multiple facets (Elkington 
1997). Hence having disclosure items based on environ-
mental and social criteria strengthens the index valid-
ity. Both Sustainability Performance and Sustainability 
Scores are standardized based on past literature (Aiken 
et al. 1991; Pérez‐Cornejo et al. 2020; Ramiya and Suresh 
2021; Ubaid et al. 2020).

3.2.3 � Control variables

Based on past literature, we control for the major factors that 
contribute to Organization Legitimacy such as size and age 
(Deephouse and Carter 2005). We also control for financial 
performance using PAT. This has also been adopted by past 
literature (Diez Martin et al. 2021). All control variable data 
was obtained from the CMIE Prowess database. Descriptive 
statistics are provided in Table 3. Figure 1 describes the 
industry wise break-up in our sample.

4 � Methods

To test hypothesis 1, we used the sustainability disclosure 
dummy as the independent variable and analyzed its impact 
on firm legitimacy. To test hypothesis 2 and 3 we used the 
sustainability disclosure dummy to split our sample between 
firms having a comprehensive disclosure (Sustainability Dis-
closure Dummy = 1) and firms with restricted disclosure 
(Sustainability Disclosure Dummy = 0). We test a total of 
three models.

Table 5 highlights the various regression models. In 
model 1, sustainability disclosure dummy is the independ-
ent variable and firm legitimacy is the dependent variable. 
In models 2 and 3, sustainability performance is consid-
ered as the independent variable and firm legitimacy is the 
dependent variable. The only difference between model 2 
and model 3 is the reporting type. Using the dummy vari-
able, model 2 has firms with comprehensive reporting while 
model 3 has firms with restricted reporting.

Model 1, 2 and 3 are simple linear regression mod-
els and were estimated using linear regression, control 

Fig. 1   News sample analyzed 
per company
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Fig. 2   Firm distribution by industry. Source: Based on Refinitive 
Eikon distribution of firms and firms which have published sustain-
ability reports for year 2021
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variables, dummy variables and robust estimations to coun-
ter heteroscedasticity.

5 � Results

Table 4 defines the correlation between the different models 
of study. Table 5 highlights the various regression models. 
Model 1 demonstrates that the sustainability disclosure posi-
tively and significantly impacts legitimacy (Coefficient 0.059 
is significant at the 0.1% level). This supports hypothesis 1 
that sustainability disclosure positively influences legiti-
macy. This is the compliance effect in action. We can deduce 

that the compliance effect is active in the 1 year time period. 
Further, Model 2 shows that in the case of comprehensive 
disclosure, sustainability performance has a positive impact 
on legitimacy (0.035, which is significant at a 0.1% level). 
This supports hypothesis 2, i.e., sustainability performance 
positively influences the legitimacy of firms with compre-
hensive disclosure or firms with comprehensive disclosure 
make public their actual sustainability performance level and 
the stakeholders are able to gauge their worth. This posi-
tively influences firm legitimacy (The coefficient is positive 
and significant). On the other hand, in the case of Model 3, 
the impact is insignificant. This supports hypothesis 3, i.e., 
sustainability performance has no impact on the legitimacy 

Table 2   Environment & social   disclosure index. Source: Hummel and Schlick (2016)

a For industry groups 8: share of renewable energy produced
b For industry groups 7: by source is excluded
c For industry groups 7: ozone-depleting substances or other significant air emissions
d For industry groups 7: by quality and destination is excluded

Code Disclosure item Minimum requirements GRI linkage

Environmen-
tal dimen-
sions

E1/301 Materials used All substantial input materials by weight or volume, Percentage of 
recyclable material used

EN1/301

E2/302 Energy consumption and renewables direct and indirect energy consumption, share of renewable energy 
sources. (Includes energy consumption within and outside 
organization)a

EN3/4/302

E3/303a Water withdrawal Water Withdrawal by sourceb EN8/303a
E4/305a GHG emissions GHG Scope 1, Scope 2 and Scope 3 emissions EN16/17/305a
E5/305b Ozone-depleting and other emissions total emissions of ozone-depleting substances; other significant air 

emissions by type and weight for at least one substance; alternatively, 
an explicit statement of irrelevance for bothc

EN19/20/305b

E6/306a Water discharge total discharge by quality (emissions to water by type and weight for at 
least one substance; alternatively, an explicit statement of irrel-
evance) and destinationd

EN22/306a

E7/306b Waste Total waste by type and disposal method EN23/306b
E8/308 New supplier assessment Percentage of new suppliers screened using environmental criteria 308-1/EN-32
Social dimensions
S1 Employment Total workforce based on at least three criteria (division, region, 

employment type, employment contract, qualification, age or gender)
LA1/102-7/102-8

S2 Turnover Total number of employees leaving by any reason LA2/401
S3 Labour management Minimum number of weeks’ notice typically provided to employees 

and their representatives prior to the implementation of significant 
operational changes

402

S4 Collective bargaining Percentage of total workforce covered by collective bargaining agree-
ments

LA4/407

S5 Safety and health work safety and health based on following criteria (rates of injury, 
occupational diseases, lost days, absenteeism, fatalities)

LA7/403

S6 Training total training time LA10/404
S7 Discrimination total number of incidents or explicit statement that no incidents 

occurred
HR4/406

S8 Child, forced and compulsory labour scope and numerical results of audits (within company or supply 
chain) regarding at least one aspect

HR6/7/408/409
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of firms with restrictive reporting. This demonstrates that the 
restricted reporting prevents the stakeholders from forming 
opinions about the firm. The stakeholders are unable to take 
a call on the same. Although legitimacy does not see any 
benefit from their sustainability performance (insignificant 
coefficient), it is not penalized for the same also. Hypothesis 
2 and 3 basically show the disclosure effect in action. A key 

takeaway here is that in case of restricted reporting if the 
firm is not able to take benefit of its sustainability initiatives, 
it is not penalized also for lack of the same. In short, restric-
tive reporting at least in the considered time horizon gives 
the firm some slack to get its processes in order.

6 � Discussion and conclusion

This paper attempts to study the relationship between sus-
tainability disclosure, sustainability performance, and firm 
legitimacy, specifically in the Indian Context. We try to 
basically lend credence to the statement that firms have the 
option to “manipulate” their environmental or social dis-
closure. We actually compare two theoretical approaches: 

(a) The pressure to comply (The normative perspective); 
(b) The Signaling theory through which a firm tries to hint 
at or hide certain underlying characteristics (The signaling 
perspective).

Firms with high sustainability performance issue a 
comprehensive disclosure and are assured of stakeholder 

Table 3   Firm distribution by industry. Source: Based on Refinitive 
Eikon distribution

Sl Industry group Number 
of firms

1 Basic Materials 16
2 Industrials 4
3 Consumer Cyclicals 10
4 Consumer Non-cyclicals 6
5 Chemicals 3
6 Coal, Oil and Gas 8
7 Technology 10
8 Independent Power Producers 2
9 Real Estate Rental and Development 1

Table 4   Pearson correlations 
(DV-organization legitimacy)

SDD sustainability disclosure dummy, SP sustainability performance
*p < 0.001, **p < 0.01, ***p < 0.05, +p < 0.10

S. no Variable Mean S. D 1 2 3 4 5 6

1 Legitimacy 0.5121 0.133 1
2 SDD 0.53 0.50 0.3173** 1
3 SP 0 1 0.3849** 0.4253* 1
4 Age 50.27 24.48 0.0829 0.2441* 0.2675* 1
5 Size 12.89 1.26 0.1437 0.166* 0.3582* 0.1675* 1
6 ROA 7.86 8.44 0.2283+ − 0.1381*** 0.0020 − 0.1083*** − 0.3039* 1

Table 5   Sustainability 
performance and sustainability 
disclosure impact on 
organization legitimacy (media 
legitimacy as a proxy for firm 
legitimacy). Source: Refinitive 
Eikon distribution

SDD sustainability disclosure dummy, SP sustainability performance, CD comprehensive disclosure, RD 
restricted disclosure
*p < 0.001, **p < 0.01, ***p < 0.05, +p < 0.10

Variables Model 1 Model 2 Model 3

DV Organization legitimacy
Screening criteria None CD RD
SDD 0.059* (0.00) NA NA
SP NA 0.035* (0.00) 0.013 (0.24)
Age 0.003*** (0.05) 0.0652*** (0.031) 0.001 (0.339)
Size 0.0429* (0.00) 0.044** (0.01) 0.019+ (0.299)
ROA 0.003*** (0.02) 0.087* (0.00) 0.0043+ (0.103)
Ind. dummy Yes Yes Yes
Constant 0.072 (0.00) 0.065 (0.22) 0.111*** (0.04)
R-square 0.40 0.44 0.41
F-statistics 3.14** (0.00) 2.63** (0.00) 5.12** (0.00)
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support. This increases their legitimacy, reputation and can 
translate to higher financial returns over time. Firms with a 
low level of sustainability performance are better off issuing 
a restricted disclosure. This confuses the stakeholders and 
they are not able to form an opinion on the firm’s sustain-
ability performance. They are forced to rely on other con-
structs like reputation or financial performance for taking a 
judgement call.

Sustainability disclosure positively impacts organization 
legitimacy. (Hypothesis 1).

Sustainability performance impacts the organiza-
tion legitimacy only if the disclosure is comprehensive. 
(Hypothesis 2). Sustainability performance has no impact 
on firm legitimacy if the firm puts out a restricted disclosure. 
(Hypothesis 3)This also implies that companies which have 
high environmental or social performance are more likely to 
put our information in the public domain while firms with 
weak performance are safer, giving restricted disclosures in 
the interim for a short period of time. It further implies that 
in case of a restricted disclosure, if the firm does not ben-
efit from the high sustainability performance, then it is not 
penalized for low sustainability performance either.

The basic premise here is that firms manipulate sustain-
ability reporting. The reporting is comprehensive when firms 
perform superlatively. The reporting is restrictive when the 
firm performs below the stakeholder expectations. By this 
logic, firms wait for a certain period of time after adopting 
sustainability measures before putting them out comprehen-
sively in the public domain. While analyzing past literature 
for this paper we have seen a number of examples where 
when a firm starts publishing a sustainability report, it is not 
externally assured. Gradually, as it gains exposure to various 
sustainability standards and its sustainability performance 
improves, it starts publishing extensive, externally assured 
sustainability reports. An interesting point to note is that 
with globalization and social media shrinking the world, it 
has become very difficult for firms to hide their true sustain-
ability performance of firms. Therefore, it is best if manag-
ers include sustainability planning in the organization at the 
grass-root level.

6.1 � Limitations/future scope

One major limitation is the lack of externally assured stand-
ards-based sustainability reports. Very few Indian firms pub-
lish externally assured sustainability reports. It was one of 
the reasons why we could not increase the number of firms. 
This study can be extended to include other countries or 
over an extended time duration to gain more understanding 
of how the normative and signaling frameworks function in 
different regulatory conditions or over a larger time period.
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Abstract
Alternative fuels in spark-ignition engines significantly reduce engine exhaust emissions and improve fuel efficiency. This 
research investigates the performance of a multicylinder SI engine using 10%, 20% (ethanol, methanol, methyl acetate), 
and 100% compressed biomethane gas (CBG) as alternative fuels. Engine performance parameters (BTE, ITE, ME, BP), 
BSFC, ISFC, FF, combustion phenomenon (cylinder pressure, crank angle, cylinder volume, mass fraction burned, net heat 
release, mean gas temperature, cumulative heat release, rate of pressure rise), and emission characteristics (HC, CO, CO2, 
NOx) are measured. CBG achieved a maximum BTE of 23.33% compared to all other fuels. Minimum fuel consumption 
rate of 1.72 kg/h at maximum rpm achieved BSFC value of 0.44 kg/kWh and ISFC value of 0.261 kg/kWh. The highest 
cylinder pressure of 6.79 bar was achieved in the G90M10 with a cylinder volume of 48.58 cc. NHR of 3.08 j/deg was found 
in the G80M20 at a crank angle of 376°, and the maximum MGT was 390.20 °C in the G80E20. The highest CHR values 
of 0.12 kJ at crank angles of 432°, 420°, 422°, and 427° were achieved in the G100, CBG, G80E20, and G90E10. G90M10 
reached a maximum value of 0.14 bar/degree of rate of pressure rise at a crank angle of 374°. Average minimum emission 
gas was found in CBG at a minimum and maximum RPM, indicating that CBG gives the best emission result with engine 
performance compared to all alternative fuels.

Keywords  Alcohols · Engine performance · CBG, Emission · Biogas

Abbreviations
BTE	� Brake thermal efficiency
ITE	� Indicated thermal efficiency
ME	� Mechanical efficiency
BG	� Biogas
CBG	� Compressed biomethane gas
MGT	� Mean gas temperature
MFB 	� Mass fraction burned
BSFC	� Brake specific fuel consumption
ISFC 	� Indicated specific fuel consumption
FF	� Fluid flow
CR	� Compression ratio

SOB	� Start of burning
EOB	� End of burning
NHR	� Net heat release
CHR	� Cumulative heat release
RPR	� Rate of pressure rise
TDC	� Top dead center
G100	� Pure gasoline fuel
G90E10	� 90% Gasoline 10% ethanol
G80E20	� 80% Gasoline 20% ethanol
G90M10	� 90% Gasoline 10% methanol
G80M20	� 80% Gasoline 20% methanol
G90MA10	� 90% Gasoline 10% methyl acetate 
G80MA20	� 80% Gasoline 20% methyl acetate

Introduction

The global economy has weakened following COVID-19. To 
compensate, gasoline and diesel prices steadily rise in practi-
cally all emerging countries. Due to the energy crisis, global 
warming, high fossil fuel costs, and rigorous emission rules, 
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renewable oxygenated fuels have received greater attention 
in recent decades (Awad et al. 2018a), (Gülüm and Bilgin 
2018). So, the globe is transitioning to a sustainable energy 
period, focusing on energy efficiency and renewable energy 
sources (Chauhan et al. 2010). In reality, fossil fuels remain 
the primary source of global energy, with global energy 
consumption expected to climb by around 33% by 2050 
(Hosseini and Wahid 2013), (Saidur et al. 2011). In recent 
years, the hunt for alternative fuels that offer a harmonious 
relationship with sustainable development, energy-saving, 
efficiency, and environmental protection has intensified. Bio-
fuels have the potential to provide a viable solution to the 
global petroleum dilemma. Automobiles that run on gaso-
line or diesel also substantially contribute to greenhouse 
gas emissions. Furthermore, the increasing number of cir-
culating diesel and petrol cars accounts for roughly 20% of 
global greenhouse gas (GHG) emissions (Iodice et al. 2016), 
(Rajesh Kumar and Saravanan 2016). Energy policy, plan-
ning, and associated issues have become a significant public 
agenda item in most industrialized and developing countries 
in recent years. As a result, governments support using alter-
native fuels in automobile engines. Several alternative fuels, 
such as gasoline and diesel with natural gas (CNG/CBG), 
ethanol, methanol, methyl acetate, butanol, and hexanol, 
have been judged acceptable and cost-effective alternatives 
for conventional fuels based on these criteria. Because of 
their excellent physicochemical qualities, ethanol, metha-
nol, butanol, methyl acetate, and other alcohols are essential 
renewable fuels when blended with pure gasoline among the 
renewable energies available for spark-ignition (SI) engines 
(Awad et al. 2018b).

“Some of the experimental studies are as follows: Four-
stroke spark-ignition engine, the effects of ethyl alcohol 
blended fuel with different blending ratios (10, 20, and 
30% by volume) on engine performance and exhaust emis-
sions were explored, and the results showed that combin-
ing ethanol with gasoline improves BTE and BSFC and 
lowers exhaust gas temperature, as well as lower CO and 
HC exhaust emissions, while NOx emissions are higher” 
(Vivek Pandey and Gupta 2016). As ethanol blends were 
utilized in lower quantities, engine torque increased by 
2.31–4.16%, and BP increased by 0.29–4.77%, while 
BSFC increased when the ethanol percentage grew from 
5.17 to 56.0% (Thakur et al. 2017). “Methanol (M5, M7.5, 
M10, M12.5, M15) was tested for the performance and 
combustion characteristics of a four-cylinder, four-stroke, 
spark-ignition engine (SI). According to the experiments’ 
results, adding methanol enhanced the engine’s perfor-
mance. It was also discovered that increasing metha-
nol concentration lowered CO and HC emissions while 
increasing CO2 and NOx emissions” (Shayan et al. 2011). 
In terms of methanol mixtures (0–15%), there has been a 
rise in gasoline octane rating, an increase in BTE and ITE, 

and a drop in knocking (Mallikarjun and Mamilla 2009). 
“When the compression ratio for the methanol/gasoline 
blend was increased from CR8 to CR10, the peak pres-
sure and NHR value increased by 27.5% and 30%, respec-
tively, at a speed of 1600 rpm. At a compression ratio of 
10:1, the performance results demonstrate a good agree-
ment of improvisation with a 25% rise in BTE and a 19% 
reduction in BSFC. CO and HC emissions were reduced 
by 30–40% at a more excellent compression ratio of 10:1, 
and the same trend was detected at all speeds; however, 
NOx emissions rose with increasing CR” (Nuthan Prasad 
et al. 2020), (Jhalani et al. 2021). “At varied loads of 104, 
207, 311, and 414 kPa, methyl acetate is used in a single-
cylinder spark-ignition engine, which is fueled with base 
gasoline, M5 (95% base gasoline + 5% methyl acetate), and 
M10 (90% base gasoline + 10% methyl acetate). According 
to these findings, adding methyl acetate to base gasoline 
boosts BSFC while lowering the engine’s BTE. Addition-
ally, it was discovered that while methyl acetate does not 
significantly influence HC emissions, it did reduce CO 
and increase CO2. Adding methyl acetate to the NOx data 
showed a significant increase in NOx emissions” (Cakmak 
et al. 2018).

Biogas (BG), also known as an alternative or renewable 
fuel, has been recommended to solve the problem since it 
has numerous advantages over natural gas, often utilized as 
a car fuel. BG is mainly a mixture of CH4 and CO2 and other 
gases formed in anaerobic conditions. Both agricultural and 
industrial wastes can be used to make BG (Holm-Nielsen 
et al. 2009), (Pradeep Kumar Meena and Sumit Sharma 
2022). Removing CO2 and H2S from raw biogas and com-
pressing pure biogas at high pressure can be used in the auto-
mobile sector and power generation (Larsson et al. 2016). 
Because CBG possesses qualities similar to CNG, biogas has 
a great potential to replace natural gas (Subramanian et al. 
2013). Furthermore, biomethane might be compressed into 
a fuel tank as CBG for transportation fuel in a CNG vehicle, 
which is easy to store and reduces transportation expenses 
(D. Deublein 2008). “CBG was utilized in a multicylinder 
engine compared to CNG at 50% maximum load and engine 
speed (1500–3500 rpm). Results suggest that the engine run 
with CBG has higher thermal efficiency and reduced NOx 
and HC emissions. As a result, CBG fuel can replace CNG 
in spark-ignition engines as an alternate fuel” (Limpachoti 
and Theinnoi 2021).

Many researchers have worked on alcohol fuels, but very 
little research has shown the effects of ethanol, methanol, 
and methyl acetate alcohols on engine performance and 
emissions. This research has used three types of alcohol 
fuels: ethanol, methanol, and methyl acetate mixed with 
10% and 20% gasoline fuels and 100% CBG. So, here is a 
comparison of the performance and emission parameters of 
the multicylinder SI engine using four alternate fuels.
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Material and method

Fuels properties

In this experimental process, three types of alcohol blends 
of ethanol, methanol, and methyl acetate have been used 
with gasoline fuel, which is pure fuel up to 98–99%. It is 
a volatile, colorless liquid with a distinct aroma and flavor 
resembling alcohol. And by making BG from solid organic 
waste (fruit, vegetable wastes) and removing CO2 and H2S 
composition, pure biogas is compressed at 200 bar pres-
sure and filled in a high-pressure bar cylinder. Different fuel 
properties of these fuels are given in Table 1.

Experimental setup

Experimental setup used is a Maruti Wagon R with a maxi-
mum power of 47.70 kW @ 6200 rpm. It is a four-cylinder, 
four-stroke, variable speed, water-cooled, and petrol engine, 
whose details are given in Table 2. Various alcohols such 
as ethanol, methanol, and methyl acetate have been tested 
by mixing 10% and 20% (G90E10, G80E20, G90M10, 
G80M20, G90MA10, G80MA80) with gasoline. Gasoline 
and alcohol blend readings were taken in a burette tube at 
an interval of 60 s. Experiment data has been taken by set-
ting the load from the dynamometer to 4 kg and varying 
the speed from 2000 to 4500 rpm. And pure CBG has also 
been studied on the same parameters. Using CO2 and H2S 
scrubbers to purify the raw biogas, pure biogas, i.e., up to 
96.6% CH4, is obtained, whose composition is checked with 
a biogas analyzer.

For use, the CBG is fed into a high-pressure cylinder 
using a compressor. For safety features, a gas stop valve, 
pressure gauge, gas conversion kit, and gas filter have also 

been installed, which are shown in Fig. 1b. During the 
experiment, water is supplied from cooling waters used to 
cool the engine setup, whose flow is adjusted by rotameters. 
Compression studies of gasoline, alcohol blends, and CBG 
fuels have been performed. The resulting combustion param-
eters include cylinder pressure, rate of pressure rise, mass 
fraction burned, pressure volume, net heat release, mean gas 
temperature, and cumulative heat release. Thermal efficien-
cies, BSFC, ISFC, etc., have been studied in performance 
parameters. All experimental data was saved from the NI 
unit to the computer with the help of IC Engine software, 
shown in Fig. 1a. Apparatus used for studying these fuel 
blends and the different properties of CBG are given in 
Table 1. CO2, CO, HC, and NOX gases from the AVL emis-
sion apparatus were also checked (Table 3).

Table 1   Fuel properties (ethanol, methanol, methyl acetate, and CBG)

Fuel properties Unit G100% E10% E20% M10% M20% MA10% MA20% CBG

Chemical formula - C5-C12 C2H5OH C2H5OH CH3OH CH3OH C3H6O2 C3H6O2 CH4

Density at 40 °C kg/m3 721 734 735 723 736 737 757 0.90
Lower heating value MJ/kg 44 42.38 40.76 41.59 39.18 41.75 39.5 48.5
RON - 94.5 96.3 98.5 97.1 98.8 99.5 107.5 127
MON - 84.3 84.5 86.2 84.2 86.1 97.3 104.8 119
Stoichiometric air/fuel ratio - 14.8 14.3 13.5 14.1 13.3 13.9 13.1 17.2
Reid vapor pressure at 38 °C - 55.7 56.3 57.1 94.5 95.8 54.2 52.7 -
Flash point °C - 26.3 30.5 29.8 28.2 27.5 21.5 18.1 -
Fire point °C - 25.1 28.9 29.7 29.9 31.5 28.3 31.48 -
Methane (CH4) % - - - - - - - 96.6
Hydrogen sulfide (H2S) % - - - - - - - 0.0 ppm
O2 % - - - - - - - 0.4
CO2 % - - - - - - - 3.0

Table 2   Details of experimental setup

Engine specification Details

Stroke length 72.00 (mm)
Cylinder bore 68.50 (mm)
Connecting rod length 112.50 (mm)
Compression ratio 9.2:1
Swept volume 265.34 (cc)
Engine type Maruti Wagon R 4 

strokes 4 cylinders
No. of cylinders 4
Maximum power output at 6200 rpm 47.70 kW
Cooling system Water cooling close 

system
Orifice diameter 40 mm
Dynamometer arm length 210 mm
Fuel pipe diameter 33.90 mm
Number of cycles 10
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Results and discussion

Engine parameters have been studied at 4 kg constant load 
and different speeds. Given below are various parameters 
such as engine performance (BP, BTE, ITE, ME), BSFC, 
ISFC, FF, and combustion phenomena (cylinder pressure, 
crank angle, crank angle, cylinder volume, mass fraction 
burned, NHR, mean gas temperature, cumulative heat 
release, rate of pressure rise) and emission parameters (HC, 
CO, CO2, NOX) have been studied.

Engine performance

Figure 2a shows that at a constant load of 4 kg, the engine 
speed was 2000  rpm, and the brake power value was 
1.73 kW; at that time, the highest brake thermal efficiency 
of 23.33% CBG was achieved. Compared to gasoline, CBG 
has a higher octane rating and more excellent knock resist-
ance. CBG burns more efficiently than gasoline or diesel, 
and very little of it remains unburned. As a result, engines 
designed explicitly for CBG have more excellent compres-
sion ratios and hence higher stated efficiency. BTE of CBG 

from a minimum rpm of 2000 to a maximum rpm of 4500 
was superior than the other fuels. G100 fuel had a BTE 
value of 21.76% at 2000 rpm, and the highest BTE value of 
17.28% in the alcohol fuel was obtained in the G80E20, and 
the lowest value was 13.25% in the G90M10. At a maximum 
of 4500 rpm, the BTE value of CBG was 16.76%, 15.63% for 
G100, and 14.69% for G90M20. Alternative fuels G90M20, 
G80MA20, and CBG have BTE values higher than the G100 
at 2500 and 3000 rpm, meaning all these alternative fuels 
have the potential to replace gasoline fuels. Similarly, in a 
study, BTE values of G90E10 and G80E20 and G70E30 
blends in a four-stroke engine at 2000 to 3000 rpm were 
found to be 16.2%, 18.9%, and 21.2% (Vivek Pandey and 
Gupta 2016). The BTE value of methanol blend G88M12% 
is achieved at 18.5% at 2000 rpm, 21.5% at 2500 rpm, and 
23.5% at 3000 rpm (Mohammed Kamil and Ibrahim Thamer 
Nazzal 2016). G90MA10 blend at constant 1500 rpm has 
achieved BTE values ranging from 10 to 28% at effective 
pressure (104 to 414 kPa) (Cakmak et al. 2018).

Figure  2b  shows that at 2000  rpm, the maximum 
value of ITE was achieved at 48.52% in G100, 38.65% in 
alcoholic fuel (G80E20), and 31.09% in CBG. CBG has 
a higher calorific value than gasoline and alcohol fuel, 
and the fuel flow rate is also higher at minimum rpm and 
constant load. Hence, the value of ITE at low speed was 
lower in CBG. At a maximum of 4500 rpm, the highest 
ITE value was obtained in CBG at 28.35%, G100 gained 
17.8%, and the ITE value in the alcohol fuel (G90M20) 
was reached at 16.64%. As the rpm increases from 2000 
to 4500, the value of ITE decreases in G100 and other 
alcohol blends, but the value of ITE in CBG has increased 
compared to other fuels. At higher speeds, CBG consumes 

Fig. 1   a Experimental setup with parameters measuring instruments. b Schematic diagram of experimental setup

Table 3   Apparatus used during experiment

Apparatus Name of the company

Biogas analyzer OX-300B, Nunes Instruments
Biogas compressor Italy tech
Viscometer Anton Paar
Junkers calorimeter H. L. Scientific Industries
Emission gas analyzer AVL



Environmental Science and Pollution Research	

1 3

less fuel rate than other fuels, due to which the value of 
ITE was found to be higher in CBG at higher speed. In 
Fig. 2c, CBG has less friction loss at low rpm than other 
fuels, and the difference between indicated power and 
brake power is less. Hence, the value of ME (75.04%) at 
low rpm was found to be higher in CBG. And as the speed 
increases, the friction loss also increases in CBG, so the 
ME value is found to be less at higher rpm than in other 
fuels. In contrast, the friction loss in gasoline and alcohol 
blends decreases, so the ME value was lower in CBG and 
higher in gasoline and alcohol blends.

Brake specific fuel consumption (BSFC) 
and indicated specific fuel consumption (ISFC)

Figure 3a shows that in the alcohol G90M10, the high-
est FF value was obtained at 1.13 kg/h at 2000 rpm, and 

the G100 value was 0.65 kg/h. The lowest FF value at the 
lowest rpm was 0.88 kg/h and 0.55 kg/h in G80E20 blends 
and CBG, respectively. Fuel ITE with a higher flow rate 
will have higher BSFC and lower BTE value. In BSFC 
at 2000 rpm, G100 found 0.38 kg/kWh; the lowest BSFC 
value in the alcohol blend was 0.51 kg/kWh in the G80E20 
and the highest at 0.97 kg/kWh in the G90MA10. A value 
of 0.32 kg/kWh was achieved in CBG, the lowest value 
among all the fuels overall, due to which the BTE value 
of CBG was achieved the highest. At the maximum rpm, 
i.e., at 4500 rpm, the value of FF in the G100 is 2.03 kg/h. 
The lowest value of 2.29 kg/h in alcohol blends is found in 
G90E10, and the highest is 2.5 kg/h in G80MA20. FF in 
the CBG value is obtained at 1.72 kg/h, which is the lowest 
compared to other fuels. At same rpm, the BSFC in CBG 
was 0.44 kg/kWh, while the G100 got 0.52 kg/kWh and 
G90M10 and G90MA10 got 0.6 kg/kWh. CBG consumes 

Fig. 2   a Brake thermal efficiency, brake power varies w.r.t Speed. b Indicated thermal efficiency, brake power varies w.r.t speed. c Mechanical 
efficiency, brake power varies w.r.t speed
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less fuel than other fuels at higher engine speeds, thereby 
increasing the engine’s efficiency. Gasoline, G90E10, and 
G80E20 at 2000 to 2500 rpm have BSFC values in the range 
of 0.375 to 0.4 kg/kWh. As the RPM increases, the value of 
BSFC will also increase to a limit (Vivek Pandey and Gupta 
2016). The BSFC value in G88M12 blends from 2000 to 
3000 rpm has been found in the range of 0.42 to 0.4 kg/kWh 
(Mohammed Kamil and Ibrahim Thamer Nazzal 2016). At 
constant 1500 rpm and brake mean effective pressure (104 to 
414 kPa), the MA5 and MA10 have obtained BSFC values 
between 0.9 and 0.3 kg/kWh (Cakmak et al. 2018).

In Fig. 3b, the ISFC value in the G100 was achieved at 
the minimum speed, i.e., 0.168 kg/kWh at 2000 rpm. Among 
alcoholic fuels, the IFSC was found to be 0.293 kg/kWh 
at the highest FF value in G90M10. The IFSC value of 
0.228 kg/kWh was obtained in G80E20 at the lowest value 
of FF. CBG had the lowest value of FF compared to other 
fuels, while IFSC had a value of 0.239 kg/kWh. IFSC value 
at 4500 rpm in G100 was found to be 0.461 kg/kWh. In 
alcohol fuel G80MA20, the IFSC value was found to be 
0.568 kg/kWh at the maximum FF value. IFSC value of 
0.261 kg/kWh in CBG at maximum rpm was obtained, 
which was the lowest fuel consumption among all the fuels.

Combustion phenomenon

Figure 4a shows the start of burning (SOB) fuel in G100 and 
alcohol fuel when cylinder pressure is between 3 and 4 bar, 
and the crank angle is 335° before TDC. In CBG, SOB starts 
when cylinder pressure is 4.25 bar, and crank angle is 335° 
before TDC.

Experimental setup for CBG testing is started on gasoline 
fuel; when the engine cylinder pressure reaches 4 bar, SOB 
is started on CBG fuel. So, in gasoline and alcohol blends, 

the SOB starts above 3 bar pressure, while in CBG, the SOB 
starts above 4 bar pressure. The SOB of a 100% gasoline 
and all alcohol mixture is started between 3 and 4 bar/335°. 
Whereas in the case of CBG, it began at 4.25 bar/335°, as 
the engine has to run at a higher speed than pure gasoline 
before running on CBG fuel, the cylinder pressure value 
also increased in the case of CBG. Cylinder pressure is cal-
culated by taking an average of 10 cycles for each fuel. Ten 
percent fuel burn in all fuels starts just after TDC when 
cylinder pressure is 6 to 6.5 bar at a crank angle of 375°, 
and 90% fuel burn occurs in all fuels when cylinder pres-
sure is 5 to 5.75 bar, and the crank angle is 415°. Maximum 
cylinder pressure was up to 6.79 and 6.76 bar, respectively, 
in the G90M10 and G90M20, and the lowest cylinder pres-
sure achieved was 5.54 bar in the G80MA20 fuel when the 
crank angle was 385° after TDC. Maximum cylinder pres-
sure in CBG is 6.06 bar at a 377° of crank angle after TDC, 
and its end-of-burning (EOB) fuel starts when cylinder pres-
sure reaches 2.75 bar at a crank angle of 415° after TDC. 
In G100 and other alcohol fuels, when the cylinder range 
gets 1.25 bar at a crank angle of 450° after TDC, EOB starts 
in these fuels. CBG completes the EOB cycle earlier than 
gasoline, and alcohol blends because unburned particles are 
negligible in CBG, and the combustion cycle ends earlier. 
Whereas gasoline and alcohol blends contain more unburned 
particles, their EOB cycle is longer than CBG.

In Fig. 4b, the highest cylinder pressure value was found 
at 6.79 bar in the G90M10 when the cylinder volume was 
48.58 cc, and in the G90M20, with a cylinder volume of 
49.86 cc, the pressure value was 6.76 bar. Maximum cyl-
inder pressure in G100 was 5.84 bar when the cylinder 
volume was 49.86 cc, and in CBG, the maximum pressure 
was 6.06 bar at a cylinder volume of 39.97 cc. Among all 
the fuels, the G80MA20 raised the lowest cylinder pressure 
to 5.54 bar when the cylinder volume value was 46.15 cc. 

Fig. 3   a Fluid flow, brake specific fuel consumption varies w.r.t speed. b Fluid flow, indicated specific fuel consumption varies w.r.t speed
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Piston advances from TDC to BDC with the intake valve 
already open. As the piston completes its stroke, the volume 
keeps growing. When the piston is at BDC, the maximum 
volume is attained. Because the piston action creates volume 
and the vacuum effect draws air into the cylinder, the pres-
sure is below atmospheric pressure throughout the stroke. 
Compression stroke starts once the piston has passed BDC. 
Volume begins to fall, and the pressure rises during this 
phase. Intake valve is still open even after the piston has 
passed BDC because it takes some time for the pressure 
inside the cylinder to exceed the pressure outside. Pressure 
progressively rises as the piston approaches TDC. When the 
ignition is started, the pressure increases until it reaches its 
peak. Since the cylinder’s high pressure pushes the piston, 
the volume increases, and the pressure gradually decreases. 
Piston is back at the BDC after the power stroke. Once more, 
the cylinder’s volume is at its maximum value, and its pres-
sure is similar to the atmosphere. Cumulative heat release 
to total heat release ratio is known as MFB. Apparent heat 
release can be roughly calculated if the MFB is known as a 
function of crank angle. Value of MFB in CBG was lower 

than in gasoline and alcohol, as there is complete combus-
tion in CBG.

In Fig. 4c, before TDC, at a crank angle of 165 to 124°, 
G100 and alcohol fuel are just fuel-burning, whereas, in 
CBG, combustion starts when the crank angle is 89°. G100 
and alcohol blends have a 5% MFB crank angle at 138.2 to 
108.82° before TDC, while the CBG has this value at 79.55°. 
And when the crank angle is 138 to 93.76° before TDC, the 
G100 and alcohol blends burn 10% of the fuel, while the 
CBG burns when the crank angle is 67.27°. Fifty percent of 
MFB was found in G100 and rest alcohols at 9.08 to 2.91° 
after TDC, whereas in CBG, it was located at 16.95°. After 
TDC, 90% of MFB was detected in G100 and the rest in 
alcohols at 38.85 to 28.26°, while CBG was found at 38.16°. 
EOB in G100, alcohol blends, and CBG were located at 71 
to 28.26° after TDC.

Conversion of chemical energy from the reactants in 
the charge into thermal energy is measured by the NHR 
profile, which is estimated from the cylinder pressure 
trace. Heat and mass transfer are not taken into account by 
the NHR profile. As shown in Fig. 5a, the maximum NHR 

Fig. 4   a Cylinder pressure vs crank angle, b cylinder pressure vs cylinder volume, c mass fraction burned vs crank angle
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value of the average ten cycles in the G100 was 2.47 j/deg 
at a crank angle of 387°; similarly, the CBG averaged an 
NHR value of 2.41 j/deg at a crank angle of 388°. And the 
highest NHR value among alcohol blends was 3.08 j/deg 
at a crank angle of 376° in the G80M20 mixture. NHR 
value of the average cycle across all fuels was the highest 
at a crank angle of 376 to 388°. Figure 5b shows that the 
maximum mean gas temperatures in G100, G80E20 alco-
hol blends, and CBG with crank angles of 412°, 406°, and 
411° were 384.2 °C, 390.20 °C, and 388.17 °C, respec-
tively. The lowest MGT, 324.97 °C, was achieved in the 
G80MA20 at a 406° of crank angle. CBG and alcohol 
fuels are highly flammable as compared to gasoline fuels. 

In addition to raising exhaust gas temperature and having 
a slower flame propagation speed than gasoline, CBG 
also has a higher auto-ignition temperature than other 
fuels. Therefore, CBG and alcohols G100E80 were found 
to have higher MGT values. In Fig. 5c, the highest CHR 
values of 0.12 kJ were found in the G100, CBG, G80E20, 
and G90E10 at crank angles of 432°, 420°, 422°, and 
427°, respectively. And the lowest CHR value of 0.10 kJ 
is found in G80MA20 and G90MA10 at the crank angles 
of 419° and 418°. Due to CBG and ethanol blends are 
highly inflammable, the flame consumes the unburned 
mass. Hence, the maximum value of CHR was found in 

Fig. 5   a Net heat release vs crank angle. b Mean gas temperature vs crank angle. c Cumulative heat release vs crank angle. d Rate of pressure 
rise vs crank angle
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these fuels, whereas in methyl acetate, it got a minimum 
value of CHR due to low flame.

Figure 5d shows that the G100, CBG, and G90M10 
had maximum RPRs of 0.12, 0.13, and 0.14 bar/degree 
at 344°, 348°, and 374° of crank angles, respectively. 
At 344° and 346° of crank angles, the lowest RPR value 
of 0.11  bar/degree was achieved in G90MA10 and 
G80MA20. Gasoline, CBG, and methanol blends found 
the most significant increase in gas pressure during com-
bustion, due to which the RPR value was higher in these 
fuels. Methyl acetate was found to have the lowest pres-
sure increase during combustion, due to which the value 
of RPR was found to be the lowest in these blends.

Emission characteristics

Figure  6a  presents that at 2000  rpm, the highest 20% 
and 22% CO2 were obtained in the blends G90M10 and 
G90M20, respectively, and the lowest 3% was obtained in 

CBG. And at the highest 4500 rpm, G100 and G80M20, 
CO2 yielded were 13% and 21%, respectively, while CBG 
produced 6% CO2, which means CBG green energy is con-
sidered the best alternative fuel of all fuels. Atoms of car-
bon and hydrogen constitute gasoline. CO2 is created during 
combustion when oxygen is from the air and carbon from the 
fuel mix (CO2). Similarly, in methanol bands and gasoline, 
the value of CO2 has increased from the minimum speed to 
the maximum speed, which means that the CO2 emission 
from methanol blends increases. Due to its low carbon con-
tent, CBG burns more cleanly than petroleum-based prod-
ucts. In addition, compared to gasoline and alcohol fuels, 
CBG emits 10 to 15% less CO2. Maximum amount of CO 
is due to the burning of G100 fuel, which causes environ-
mental pollution. In Fig. 6b, from the lowest speed to the 
highest speed, the maximum amount of CO was found in 
G100, from 1.64 to 2.63%.

The highest CO content of 1.45 to 1.08% was found in 
G90E10 among alcohol blends, and the lowest CO content 

Fig. 6   a Carbon dioxide vary w.r.t speed. b Carbon monoxide vary w.r.t speed. c Nitrogen oxide vary w.r.t speed. d Hydrocarbon vary w.r.t to 
speed
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at the highest speed was 0.232% in CBG. Due to incom-
plete combustion, a lack of oxygen, inadequate mixing, or 
all three, gasoline fuel was discovered to have a high CO 
content. Alcohol benefits engine performance and lowers 
exhaust since it has a high vaporization heat, octane number, 
and flammability temperature. Because alcohol is an oxy-
genate, meaning its molecules include oxygen, it burns effi-
ciently and CO emissions are thus decreased. To assist the 
alcohol burn thoroughly, the oxygen atoms within it interact 
with the oxygen molecules in the surrounding air. When 
combined with alcohol, this extra oxygen makes gasoline 
burn more efficiently. Due to the low oxygen gas concentra-
tion in CBG, relatively little CO gas is generated.

As shown in Fig. 6c, the NOX value in fuel G100 and 
alcohol blends G90M10 and G80M20 was found to be 
225 and 1425 PPM at a minimum of 2000 rpm, while in 
CBG, its value was found to be 70 PPM. At maximum rpm, 
G80E20, G80MA20, and G100 have NOX values of 2050, 
1775, and 1275 ppm, respectively, while CBG has achieved 
1125 ppm at the highest RPM, which means CBG emits 
the lowest NOX from gasoline and other alcohol fuels and 
pollutes the environment less. Because engine speed affects 
NOx emissions, when engine speed increases, more fuel is 
used, temperatures rise, and NOx emissions increase. During 
combustion, nitrogen is oxidized to NOx. Fuel burns more 
in the gasoline and alcohol band, which increases combus-
tion temperature, cylinder pressure, and heat release, due to 
which these fuels were found to have higher NOx values ​​. 
In contrast, CBG had lower fuel consumption, allowing the 
engine performance increases, and NOx is also emitted less.

Figure 6d shows that the HC values at minimum speed 
were 265, 258, and 238 PPM, respectively, in G100, 
G90M10, and CBG. And the HC values at maximum speed 
were 110, 115, and 65 PPM in the G90MA10, G80MA20, 
and CBG, respectively. Gasoline and alcohol blends have 
higher hydrocarbon emissions because the fuel does not burn 
entirely at low speeds. As the speed of the engine increases, 
the fuel starts burning well, so the value of HC is obtained 
less in all the fuels at higher rpm. CBG fuel burns well at 
minimum RPM to maximum RPM, due to which the HC 
value in CBG is rarely achieved at all RPMs.

In a study found, CO2 values are ranging from 11 to 
13% in gasoline at 2000 to 5000 rpm, CO values are rang-
ing from 1.5 to 4.5%, and HC values are ranging from 
180 to 450 ppm (Geok et al. 2009). Blends G85M15 and 
G70M30 at 2000 to 4000 rpm yielded CO values ranging 
from 0.14 to 0.06%, CO2 in the range of 13.5 to 14.8%, 
and HC values ranging from 150 to 90  ppm (Shayan 
et al. 2011). The CO values ranged from 0.5 to 0.75% in 
blends G90E10 and G80E20 at 2000 to 4500 rpm, and HC 
values ranged from 145 to 65 ppm (Iodice and Cardone 
2021). The CO2 values ranged from 12.5to 13.75% in 
blend G75E25 at 2000 to 4500 rpm, and the NOx values 

ranged from 800 to 600 ppm (Thangavelu et al. 2015). In 
methyl acetate blends G95MA5 and G90MA10, CO val-
ues ranged from 0.3 to 3.8% at constant 1500 rpm, while 
HC values ranged from 80 to 170 ppm and CO2 values 
ranged from 10.5 to 13% (Cakmak et al. 2018).

Conclusion

At a constant load of 4 kg, from a minimum speed of 
2000 rpm to a maximum speed of 4500 rpm, the FF rate 
(0.55–1.72 kg/h and BSFC 0.32–0.44 kg/kWh) in CBG 
fuel has been achieved, which is the lowest compared to 
gasoline and alcohol fuel blends, resulting in the highest 
BTE value in CBG at 23.33%. At a cylinder volume of 
39.97 cc, the CBG achieved the highest cylinder pressure 
of 6.06 bar, and the G80MA20 achieved the lowest cylin-
der pressure of 5.54 bar among all fuels when the cylinder 
volume was 46.15 cc. At lower rpm, friction loss is higher 
in G100 and alcohol blends and lower in CBG, resulting in 
higher ME (75.05%) in CBG at lower rpm. SOB started at 
all fuels when the crank angle was 335°, and the cylinder 
pressure was between 3 and 4.50 bar. Its end-of-burning 
(EOB) began when the crank angle was 415° after TDC. 
Ninety percent mass of fraction burned in G100, alcohol 
blends, and CBG fuel after TDC was found at 38.85 to 
28.26° of crank angle. In contrast, the EOB mass fraction 
was between 71 and 28.26° after TDC.

All alcohol blends have different properties due to their 
various characteristics, resulting in the G80M20 having an 
NHR value of 3.08 j/deg at a crank angle of 376°, which 
was higher than the NHR values for all fuels. The maxi-
mum mean gas temperature value in the G80E20 blends 
was achieved at 390.20 °C at a crank angle of 406 °C. At 
432°, 420°, 422°, and 427° of crank angles, the G100, 
CBG, G80E20, and G90E10 achieved the highest CHR 
values of 0.12 kJ. The value of CO2, CO, HC, and NOx 
emission gases in CBG at minimum speed to maximum 
speed is deficient compared to other fuels. Due to the low 
carbon content in CBG, it less pollutes the environment 
than gasoline and alcohol fuels. And it burns cleaner than 
petroleum-based products. Therefore, CBG fuel is also the 
best solution for solid organic waste, is the best alternative 
to gasoline fuel, and is eco-friendly. Our results suggest 
that CBG has the best results among all fuels in terms of 
engine performance, combustion, and emissions.
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ABSTRACT

In DARPA’s view of the three waves of AI, the first wave of AI, symbolic AI, focused

on explicit knowledge. The second and current wave of AI is termed statistical AI. Deep

learning techniques have been able to exploit large amounts of data and massive compu-

tational power to improve human levels of performance in narrowly defined tasks. Sepa-

rately, knowledge graphs have emerged as a powerful tool to capture and exploit a variety

of explicit knowledge to make algorithms better apprehend the content and enable the next

generation of data processing, such as semantic search. After initial hesitancy about the

scalability of the knowledge creation process, the last decade has seen significant growth

in developing and applying knowledge, usually in the form of knowledge graphs. Ex-

amples range from the use of DBPedia in IBM’s Watson to Google Knowledge Graph in

Google Semantic Search to the application of ProteinBank in AlphaFold, recognized by

many as the most significant AI breakthrough. Furthermore, numerous domain-specific

knowledge graphs/sources have been applied to improve AI methods in diverse domains

such as medicine, healthcare, finance, manufacturing, and defense.

Now, we move towards the third wave of AI built on the "Neuro-Symbolic" approach

that combines the strengths of statistical and symbolic AI. Combining the respective pow-

ers and benefits of using knowledge graphs and deep learning is particularly attractive.

This has led to the development of an approach and practice in computer science termed

"knowledge-infused (deep) learning" (KiL). This dissertation will serve as a primer on

methods that use diverse forms of knowledge: linguistic, commonsense, broad-based, and

domain-specific and provide novel evaluation metrics to assess knowledge-infusion algo-

rithms on various datasets, like social media, clinical interviews, electronic health records,
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information-seeking dialogues, and others. Specifically, this dissertation will provide nec-

essary grounding in shallow infusion, semi-deep infusion, and a more advanced form called

deep infusion to alleviate five bottlenecks in statistical AI: (1) Context Sensitivity, (2) Han-

dling Uncertainty and Risk, (3) Interpretability, (4) User-level Explainability, and (5) Task

Transferability. Further, the dissertation will introduce a new theoretical and conceptual

approach called Process Knowledge Infusion, which enforces semantic flow in AI algo-

rithms by altering their learning behavior with procedural knowledge. Such knowledge

is manifested in questionnaires and guidelines that are usable by AI (or KiL) systems for

sensible and safety-constrained response generation.

The hurdle to prove the acceptability of KiL in AI and natural language understanding

community lies in the absence of realistic datasets that can demonstrate five bottlenecks

in statistical AI. The dissertation describes the process involved in constructing a wide

variety of gold-standard datasets using expert knowledge, questionnaires, guidelines, and

knowledge graphs. These datasets challenge statistical AI on explainability, interpretabil-

ity, uncertainty, and context-sensitivity and showcase remarkable performance gains ob-

tained by KiL-based algorithms. This dissertation termed these gold-standard datasets as

Knowledge-intensive Language Understanding (KILU) tasks and considered them com-

plementary to well-adopted General Language Understanding and Evaluation (GLUE)

benchmarks. On KILU and GLUE datasets, KiL-based algorithms outperformed existing

state-of-the-arts in natural language generation and classification problems. Furthermore,

KiL-based algorithms provided user-understandable explanations in sensitive problems like

Mental Health by highlighting concepts that depicts the reason behind model’s prediction

or generation. Mapping of these concepts to entities in external knowledge source can

support experts with user-level explanations and reasoning. A cohort-based qualitative

evaluation informed that KiL should support stronger interleaving of a greater variety of

knowledge at different levels of abstraction with layers in a deep learning architecture.

This would enforce controlled knowledge infusion and prevent model from extrapolating
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or overgeneralization. This dissertation open future research questions on neural models

within the domain of natural language understanding. For instance, (a) Which layer within

a deep neural language model (NLMs) require knowledge? (b) It is known that NLMs learn

by abstraction. How to leverage external knowledge’s inherent abstraction in enhancing the

context of learned statistical representation? (c) Layered knowledge infusion might result

in high-energy nodes contributing to the outcome. This is counter to the current softmax-

based predictions. How to pick the most probable outcome? and others. This dissertation

provide a firsthand towards addressing these questions; however, much efficient methods

are needed that provide user-level explanations, be interpretable, and propel safe AI.
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CHAPTER 1

INTRODUCTION

For many people, the purpose of Artificial Intelligence (AI) has been to achieve human-

level intelligence. In that direction, recent years have seen data-driven machine learning

(ML) or deep learning (DL) models, specifically neural networks, acquiring remarkable

success in many tasks such as object detection in images and speech recognition. On the

other hand, these approaches prove limited in their ability to perform the tasks with gen-

erality, adaptability, and explainability toward accomplishing “machine intelligence”. As

the dependence on large labeled datasets for learning continues to be critical, the challenge

is to obtain adequate and high-quality labeled data or provide some means to overcome

that gap. Moreover, such a dataset may not cover all possibilities concerning the task in

question, including those likely to arise in the future. For example, in natural language un-

derstanding (NLU), algorithms have not yet progressed adequately to capture the implicit

contextual meaning of the content. One approach to address such limitations and make

intrinsically more intelligent systems is to combine the bottom-up data-dependent pro-

cessing with a top-down goal-driven or plan-based processing, as observed by cognitive

scientists (e.g. symbolic reasoning, expert knowledge) and to a lesser extent by computer

scientists [13] [14]. Figure 1.1 provides an illustrative comparison between blackbox (left)

and greybox (right). The blending of ML/DL with structured knowledge (e.g., knowledge

graphs (KG)) to achieve greybox AI is what we call “Knowledge-Infused Learning” (KiL

) [15] [16], is an approach to address significant limitations of statistical methods in AI: (a)

Context Sensitivity: A statistical AI model is opinionated based on the input it sees which

is a partial representation of the world. (b) Uncertainty and Risk: There exists a knowl-
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edge gap between what annotators use to create and curate datasets and the models that

consume labeled datasets. (c) Model Interpretability: An interpretation of the internal

mechanics of AI models is sought to study anomalies learned while training over diverse

datasets. (d) User level Explainability: A human can endorse a statistical AI model if the

outcome is traceable to some external source of information with which a human can relate

the findings deduced from the model. Synonymously, it is considered post-hoc explainabil-

ity, which is still a manual effort from end-users, whereas KiL seeks its automation using

KG. (e) Task Transferability: Any AI model should learn to perform a task and utilize the

known to perform acceptably well on similar tasks. KiL sees an opportunity to exploit the

semantic similarity across tasks using external sources of information (e.g., KG, lexicons,

documents, etc.).

Figure 1.1 (left) Neural Networks and Deep Learning Models (e.g classifica-
tion/discriminative models, generative models) modeled as black box because the deci-
sion/actions do not support user-level explainability. Further, there is no other means to
interpret the internal mechanics of black box other than studying the low-level data. This
black box is considered as system 1. (right) System 2 represents symbolic knowledge rep-
resented in the form of a knowledge graph (KG; a graph), semantic lexicons (a dictionary),
rules (a set of constraints) that can be made in machine understandable form and infused
in System 1 for model interpretations. To study the outcome of System 1, then System 2
supports user-level explainability.

ML/DL models have shown significant advances in improving natural language pro-

cessing (NLP) by probabilistically learning latent patterns in the data using topic models

(e.g. LDA), decision trees [17], Bayesian networks [18], Markovian processes [19], and
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multi-layered network of computational nodes arranged sequentially, or parallelly with at-

tention and positional encodings [20]. These methods consume a tremendous amount of

training data with increased scaling in parameters for better performance. Further, re-

searchers have started to recognize the lack of uncertainty handling in these models when

used in closed-domain tasks (or domain-specific tasks). In addition, the desire to increase

the model complexity by an order of 10 for 1/10th of the improvement in safety, explain-

ability, and model interpretability [21] raises further concerns in their utility. The use

of relevant background knowledge will aid ML/DL models in coping with uncertainty

and reduce model complexity. The background knowledge contains the representations

of real-world that would facilitate explainability. These features would contain explicit

representation of entities, their synonyms, and a variety of typed relationships. Further, if

these features allow any ML/DL models to learn input and output mapping and tune its

attention, then we would attain a matrix that should contribute to model interpretability.

Learning over conceptual features will also benefit ML/DL model to showcase handling

of uncertainty and risk by introducing expert-defined rules as constraints. Pioneers in AI

are manipulating the structured KGs for ML/DL machine with relational inductive biases1,

transfer learning (cross-domain knowledge sharing), and other new methods of infusing

KG into ML/DL (see Table 1.1). Let us explore how past research in ML/DL, its associ-

ated challenges, and impact areas inform the need to infuse KG into ML/DL.

1.0.1 PAST, CHALLENGES, AND IMPACT AREAS

Hand-crafted methods in AI, such as the UCB Hearst Pattern [22] and the NYU Proteus

(1997), were effective in learning underlying patterns. With supervised learning meth-

ods, AI drifted towards large-scale data acquisition and annotations, ignoring the explicit

knowledge implicitly embedded in data preparation. Weakly and distantly supervised

learning methods showed the importance of including explicit knowledge, but still relying

1zd.net/2Jblg2A
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Table 1.1 Reflection of pioneer in AI towards knowledge infusion and Neuro-symbolic
AI in general.

Knowledge-infused Learning is a class of Neuro-Symbolic AI techniques that in-
corporate broader forms of knowledge (lexical, domain-specific, common-sense, and
constraint-based) into addressing limitations of either symbolic or statistical AI ap-
proaches, such as model interpretations and user-level explanations. Compared to power-
ful statistical AI that exploits data, KiL benefits from data as well as knowledge.

Leslie Valiant’s vision: "The aim here is to identify a way of looking at and manipulating
broader and other richer forms of knowledge that is consistent with and can support what
we consider to be the two most fundamental aspects of intelligent cognitive behavior: the
ability to learn from experience, and the ability to reason from what has been learned.
We are therefore seeking a semantics of knowledge that can computationally support the
basic phenomena of intelligent behavior." Further, Knowledge-infused Learning aims to
incorporate broader forms of knowledge that are linguistic, lexical, domain-specific, rule-
based, and word sense-based

Douglas Hoftstader mentioned the reasons for the question “why AI is far from being
intelligent?” by pressing on human thinking being artistic and beautiful. Later you will see
Knowledge-infused learning brings the concept of entity normalization, semantic query
expansion, zero shot learning, and contextual bandits using knowledge graphs to generate
probable outcomes that intuitively lies in human understanding of the problem.

Gary Marcus reflected on the lack of common-sense reasoning in deep language models,
much like Leslie Valiant. Considering Marcus’s example: “What happens when you stack
kindling and logs in a fireplace and then drop some matches is that you typically start a
____” , a KiL approach will look for a connection between “kindling”, “log”, “fireplace”,
“matches”, giving “fire” as the concept with most closely related representations.

on knowledge’s statistical representation. Efforts such as recommender systems, learning

to rank, summarization, and conversational artificial intelligence, revealed drawbacks of

existing statistical AI methods in achieving acceptability and adoption by communities of

experts [23–25]. For instance, Han et al. enumerated the reasons for under-performance

of content+collaborative recommender systems in healthcare, mostly directed to the igno-

rance of ground-truth guidelines (or rules), such as International Classification of Diseases

10th Edition (ICD-10) and Unified Medical Language System (UMLS) hierarchy, and con-

ceptual features explaining one’s health conditions [26].

ML/DL algorithms excel in automatically but opaquely uncovering semantic equiva-

lence and subsumption relationships based on the similarity of usage contexts detected and
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encoded during training. This does provide a limited means to impose hierarchical organi-

zation (e.g., IS-A, HAS-A). However, this is not robust with respect to reliably uncovering

synonymy, polysemy, part-of/part-whole/has-a, and other labeled relationships in general,

which are required in upcoming challenging tasks in natural lanaguage processing (e.g.

KILU [27], KILT [28], GEM [29], etc.). These tasks require ML/DL to be supported with

curated resources such as WORDNET for formal arbitration of linguistic knowledge or

UMLS for biomedical knowledge [30] [9] [31].

In learning to rank, state-of-the-art statistical AI methods heavily rely on the co-

occurrences of pairs of words. As a consequence, it is difficult to rank documents/contents

when the query is about an emerging topic with minimal co-occurrences (e.g. long-tail enti-

ties [27] [9]). Moreover any statistical AI algorithm functions on latent dimensions making

the ranking of documents/contents hard to explain. Algorithms in summarization have a

hard time in modeling knowledge constraints causing the end result to significantly differ

from useful and actionable summaries [23]. In conversational artificial intelligence, an

intrinsic task of any ML/DL algorithm is to understand user behavior during an interactive

search and later improve accuracy during search sessions. Research on conversational arti-

ficial intelligence has been hampered by a lack of datasets that involve process knowledge,

an approach experts follow during any formal conversational setting. We noticed that while

deep learning enables one to perform empirically defined tasks well in the aggregate, it is

not conducive to accomplishing general or human-like intelligence tasks accurately. It is

because we are unable to scrutinize and programmatically exploit the learned representa-

tions to provide formal guarantees in the conclusions derived. For instance, algorithms

trained on some standard benchmark datasets, such as General Language Understanding

and Evaluation (GLUE) become rigid and lack reusability across other domains [32] [33].

Furthermore, using neural networks and deep learning include the difficulty in characteriz-

ing hidden biases and quality issues in data, making it vulnerable to spurious correlations.

This lack of representative and unbiased data can hamper the adoption of deep learning al-
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gorithms in critical applications that require guarantees, transparency, and accountability.

This black-box nature of neural networks can hamper its broader adoption in some criti-

cal application domains where a human-in-the-loop is necessary to rationalize actionable

decisions to inspire confidence.

To the extent that knowledge-based systems can declaratively specify and exploit "causative"

features characterizing classes, in preference to "correlated" features implicitly learned

from the training samples, their integration to get the best of both worlds will create a

powerful and reliable system. An attractive option is to use a two-stage representation and

reasoning system that uses neural networks and deep learning algorithms for low-level per-

ceptual tasks while using a knowledge-based system built on top for high-level reasoning

and decision making [13].

By developing the KiL paradigm, the dissertation answers the question:
Can the incorporation of various forms of domain knowledge enhance the performance
and explainability of data-intensive learning models? And how effectively can we do it?

1.0.2 IMPACT AREAS AFTER INFUSION OF KG INTO ML/DL

KiL is a foundational technology for the third wave of AI. It seeks to achieve following

goals in open domain and domain-specific natural language processing tasks:

Context Sensitive Capture: Current data-driven ML/DL algorithms are opinionated based

on the input they see. The input is a partial representation of the world. For instance,

consider a pair of sentences from the Quora Question Pairs (QQP) dataset, where

the task of an ML/DL model is to predict whether sentences are similar or different;

(Sentence A): What would have happened if Facebook was present in World War I?

and (Sentence B): What would have happened if Facebook was present in World War

II? A state-of-the-art transformer model yielded “similar” as the predicted outcome

for an actual outcome “different.” Essentially, the model focused its attention on

following words: what, happened, facebook, world, and war and gave low attention
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to “I” and “II. Whereas the KiL-based BERT discussed in Faldu et al. yielded the

correct outcome [9]. This is because it used a data augmentation scheme, wherein

the input representations of Sentence A and Sentence B was altered using triples from

KG: (Sentence A): World War I < fought_with > Trenches; World War I < fought_-

with > Posionous Gas; World War I < fought_with > Guns and (Sentence B): World

War II < fought_with > Ships; World War II < fought_with > Fighter Planes; World

War II < fought_with > Tanks. Further, scaling across all the samples in the QQP

dataset, KiL-based BERT yielded 3% improvement over simply BERT-based model.

Uncertainty and Risk: Current data-driven ML/DL algorithms fail to establish the con-

nection between input data and outcome, resulting in black box approximation. This

is because it is hard to answer these questions: “How do you know that a training

set has a good domain coverage?", “How many samples are needed to achieve de-

sired confidence for end-user?" The paradigm on Probably Approximately Correct

(PAC) learning establishes a theory to address these questions and achieve robust and

consistent classification [34] [35]. PAC learning can be formalized as:

Prob(Testerr > ε |Trainerr ≈ 0)< |H|e−εm; |H|e−εm < δ

where |H| represents all possible hypotheses for classification, ε is the minimal mis-

classification error, and δ is an empirical threshold (e.g. human annotation error).

This formulation can be interpreted as: To achieve a testing error in an acceptable

range ε , the number of training samples (m) needed are exponential and require an

ensemble of ML/DL algorithms (|H|). Keeping ε and δ constant, KiL aims to reduce

the size of m := m/|KG|; and |H| := (|H|)1/|KG| and enable the model benefit from

human knowledge [36].

Another utility of KiL is in the domain of conversational systems, which tend to

hallucinate while generating a response or a question. Separate from the classifi-

cation context, this domain sees the use of KiL in making conversational systems
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safe. Consider a simple transformer model (e.g. BERT) used to conduct a discourse

with a user in the domain of mental healthcare. The BERT-based agent asks the

question2 "Do you feel nervous?" and user answers "More than half the day." The

agent then asks following two subsequent questions: (a) “Do you feel irritated or

self destructive?” and (b) “Do you feel something extreme might happen to you?”

These generated questions are not only irrelevant but also risky. A mental healthcare

provider would not ask such question. Under the hood of the BERT-based model lies

statistical methods that exploit co-occurrence: "nervousness co-occur with irritation

and irritation co-occur with self-destructive", which yields utterances that might have

severe consequences. In KiL-based agent, the generation is checked for safety by us-

ing semantic lexicons and questionnaire often used mental healthcare [17]. Further

a risk evaluation metric for ML/DL algorithms would bolster the confidence in the

agent before it can be deployed [37].

Interpretability: We need to be able to extract information about the inner functioning of

a model. It helps to make users aware of the model’s decision making capabilities,

and potentially avoid any ambiguity. Users can compare and verify the relevance of

information leveraged by the model or can help determine what information should

be extracted [9]. In KiL-based algorithms, the interpretability is achieved by condi-

tioning either the loss function or attention function on the concepts in KGs.

User-Level Explainability: It is defined as post-hoc explainability using general-purpose

or domain-specific KGs (or lexicons, any structured knowledge sources compre-

hensible to experts). Data-driven ML/DL algorithms derive system-oriented expla-

nations and are not rich enough for user-level understanding. Figure 1.2 shows

user-level explainability by mapping the attention-defined features from a trans-

2assume that a casual starting conversation has already begun
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former model onto a medical KG in SNOMED-CT (Systematized Nomenclature of

Medicine- Clinical Terms).

Figure 1.2 An illustration of user-level explainability using the important conceptual
phrases identified by a deep learning model trained using the method described in the
Presentation. Highlighted phrases in (A) are queried in SNOMED-CT, thus forming a con-
textual tree. Formation of this tree is stopped when a node is hit that has high similarity to
either leaf nodes or one hop parent nodes. The resulting tree is shown in (B). The numbers
in the boxes are SNOMED-CT IDs.

Task Transferability: It is considered an ML/DL algorithm’s ability to efficiently learn

patterns from a task so that it can be utilized in another similar or same task. Anal-

ogously, it is termed generalizability in AI. There have been methods in zero-shot

learning to achieve task transferability, but their opaqueness has always been a con-

cern [38]. Further, statistical AI in general learns efficiently on the data and not

the task. This dissertation will discuss KiL-based algorithms that can be transferred

across various-sized tasks.

1.0.3 KNOWLEDGE GRAPHS AND THEIR ESSENTIAL ROLE IN KiL

These goals are laid out after realizing the central problem in the current data-driven AI

model: the mismatch between the input given to the model and the output expected from

the model. Early attempts at using external knowledge in machine learning to address

these challenges are long from achieving their true potential. It is because choosing an

appropriate source of superficial knowledge and defining a method for its inclusion depends
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Figure 1.3 An illustration of the process followed by human annotators(or subject matter
experts) in creating datasets of high quality. (A) It shows that annotators (or subject matter
experts) used the external pieces of information but were not provided to ML/DL models.
(B) Suppose these external sources of knowledge for annotators or experts are infused into
ML/DL models and used to evaluate model outcomes. In that case, we achieve model in-
terpretability and user-level explainability. (C) Since these diverse sources of knowledge
are voluminous, their infusion can be a resource and computation-heavy. We believe infor-
mation graphs can replace these sources, and being machine-readable, their infusion would
not increase computation costs drastically.

on the process of creating the dataset. A wrong choice might affect the ML/DL algorithm

leading to over-generalized, factually incorrect, or inaccurate predictions. Creating the

dataset can be characterized as a procedure for annotating the dataset to achieve the gold

or silver standard. For instance, making the task of human annotation is one such process

(see Figure 1.3).

The labeled datasets that serve as the training resource for various ML/DL algorithms

are created by human annotators (e.g., Amazon Mechanical Turks, ParlAI, CrowdTruth,

or Subject Matter Experts) after doing an extensive set of exercises: (1) Going over the

guidelines for annotations, (2) Exploring resources on the web, using their experience or

hunches, or leverage expert guidelines for more information, and (3) Evaluate the annota-

tion for quality check and assurance. The external information used for annotators is not

available for ML/DL models to train [39].

Alternatively, one can utilize weakly supervised learning (e.g. SNORKEL [40]), knowl-

edge distillation [41], label propagation [42] and others to compensate for process knowl-
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edge. But it would not alleviate the statistical bottlenecks mentioned above. Majumder

et al. explored the similarity between the ROC Stories and the dialogues in PersonaChat

[43] [44]. Hence, to personalize natural language generation by a conversational agent,

sentences from ROC Stories were given as context to the DL model inside the agent.

Understanding the processes behind creating a dataset and leveraging it to choose the

proper external knowledge can create ML/DL models that are user-level explainable. Anal-

ogously, the processes are prior knowledge, and its inclusion into ML/DL models is what

we term “Process Knowledge Infusion”. Process knowledge manifests the human decision-

making process and thus needs to be integrated. It can help answer a user-level explainable

question; “How does the data apply to an ML/DL algorithm yield this kind of results?”.

Further, a process knowledge infusion can help achieve Safety, criteria well discussed in

Google’s recent effort to develop safe chatbots by using their long list of safety guide-

lines [21].

KiL sees the incorporation of these information sources into the ML/DL models as

interpretability and confirming the model’s output against these sources as user-level ex-

plainability. In this dissertation, along with KiL, we will looking specifically into mental

health process knowledge in clinical questionnaire and design computational methods un-

der KiL for safe and explainable chatbots in mental healthcare (more details in Chapter

5). Process knowledge sees wider applicability in autonomous driving, precision nutrition,

and improving sales engagement platforms for enhancing the productivity of sales repre-

sentatives. This dissertation will focus on diverse forms of knowledge obtained from either

general-purpose (e.g. Wikipedia, ConceptNet [45], WordNet [46]) or domain-specific (e.g.

SNOMED-CT [47], ICD-10 [26], UMLS [48] [49]) KGs.

A Knowledge Graph (KG) is a machine readable structured representation of knowl-

edge consisting of entities (entity and entity type) and relationships in various forms (e.g.,

labeled property graphs and RDFs) [50]. KiL-based ML/DL seamlessly integrates exter-

nal knowledge to address challenging problems in open-domain and domain-specific low
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resource natural language processing problems. Domain-specific problems are defined by

their need to apply task-specific knowledge (implicit/explicit) to generic AI models. For

instance, to detect emerging events in a stream of crisis-related tweets (e.g. Hurricane,

COVID-19 Pandemic), a generic language model (e.g. Word2Vec [51], BERT [52]) can

be fine-tuned using the concepts and relationship in disaster ontology (e.g. empathi [3]).

Low resource problems have few labeled samples and further labeling is difficult in terms

of effort, quality, and time. Consider a case of annotating millions of posts from users in

various mental health communities on Reddit that would require (a) establishing guide-

lines for annotation, (b) training of annotators, (c) resolving conflicts in annotation, and

(d) enriching quality over multiple iterations to achieve high annotator agreement. A study

by Gaur et al. defined a KiL pipeline to annotate such big social data at scale and moved

humans from the role of annotators to evaluators [31].

Figure 1.4 Example KG constructed either from manual effort (A, B, C), automatically
(D, E), or semi-automatically (F). (A) is empathi ontology designed to identify concepts in
disaster scenarios [3]. (B) Chem2Bio2RDF [4]. (C) ATOMIC [5]. (D) Education Knowl-
edge Graph by Embibe [6]. (E) Event Cascade Graph in WildFire [7]. (F) Opioid Drug
Knowledge Graph [8]
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There are various forms of KG that are constructed either through manual effort, auto-

matically, or semi-automatically, as illustrated in Figure 1.4. KG constructed with manual

effort and following expert-defined guidelines are called Ontologies. For instance, in Fig-

ure 1.4 (A), The empathi ontology3 is constructed from archives of the Federal Emergency

Management Agency (FEMA), disaster ontology [53], geonames , and others. The struc-

ture of the ontology is laid out based on the process in which an event is described in

FEMA archives. Figure 1.4 (D) illustrates an Educational Knowledge graph4 constructed

from epubs of Amazon books and other course textbooks to assess a student’s learning out-

come and suggest ways to intervene. These domain-specific KGs are at the core of KiL to

provide necessary information aid for machine learning/deep learning algorithms for do-

main adaptation and reasoning over the outcomes. There are various ways to incorporate

external knowledge that which my dissertation categorizes into (a) Shallow KiL, (b) Semi-

Deep KiL, and (c) Deep KiL. Shallow KiL contextualizes the training examples with expert

knowledge to capture meaningful patterns. Some of the shallow infusion examples include

contextual modeling [54], entity normalization [37] and explainable clustering [55]. Semi-

deepKiL guides the model’s attention in the learning process. It utilizes expert knowledge

concepts as weights or constraints to guide an explainable learning process. This strat-

egy falls short in assisting deep learning models to adjust the high-level abstractions learnt

through multiple layers. Deep KiL, combines the stratified representation of knowledge at

varying abstraction levels to be transferred in different layers of deep learning models [15].

1.0.4 WHO SHOULD READ THE DISSERTATION?

This dissertation is easily accessible to readers with a computer science background, specif-

ically in artificial intelligence, data mining, natural language processing, and information

retrieval. A preliminary understanding of linear algebra, probability, and statistics would

3https://shekarpour.github.io/empathi.io/

4https://www.embibe.com/ai-in-education/articles
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benefit a reader in appreciating the results discussed in the dissertation. This dissertation

is designed to serve as a primer on Knowledge-infused Learning (KiL) which is analogous

to Neuro-symbolic AI5. The target audience for this dissertation is students and faculty in

computer science and interdisciplinary centers on data science. The theory, explanations,

experiment design, and evaluation strategies discussed in the dissertation would benefit stu-

dents and faculties in psychology, social science, linguistics, information systems, mathe-

matics, and computing; the KG is a structural resource of expert knowledge which comes

from research in non-computer science disciplines.

This dissertation can independently serve as a seminar course on Knowledge-infused

Learning, part of Trusted AI, Data Science for Social Good or AI for Social Good. In-

dustry researchers and Practitioners who are interested in exploring knowledge graphs and

ways to infuse it in artificial intelligence can look and borrow lessons from tangible use-

cases, theory, related research, and evaluation strategies to address issues in their respec-

tive fields. The reader may consider this dissertation as a tutorial that provides a detailed

walk-through on KG and its utility in developing knowledge-infusion techniques for inter-

pretable and explainable learning from text, video, images, and graphical data on the web.

The dissertation will motivate the novel paradigm of Knowledge-infused Learning using

computation and cognitive theories. It describes different forms of knowledge, methods for

automatic construction and modeling of KG, and its infusion in current methods and state-

of-the-art techniques in machine or deep learning. Further, it discusses application-specific

evaluation methods for explainability and reasoning using benchmark datasets, real-world

datasets, and knowledge resources that show promise in advancing the capabilities of AI.

In the future directions, the dissertation provides sufficient grounding on KG and robust

learning for the Web and Society.

5https://www.nsf.gov/awardsearch/showAward?AWD_ID=2133842&
HistoricalAwards=false
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1.0.5 DISSERTATION CONTRIBUTIONS AND SCOPE

This dissertation illustrates contribution in creating natural datasets that challenges data-

driven ML/DL algorithms for achieving user-level explainability and interpretability. In

process, the dissertation develop novel computational methods: (a) loss functions, (b) op-

timization functions, (c) retrieval and ranking methods, (d) entity normalization technique,

(e) new domain-specific ontologies and KGs, and (f) evaluation metrics that examine algo-

rithm’s capability to be user-level explainable, interpretable, handle uncertainty and risk,

and context sensitivity. Table 1.2 provide a short summary of the contributions that will be

explained later in the dissertation. The data scope of the dissertation is as follows:

• Reddit Dataset: In the light of recent pandemic, a nascent community of Reddit,

also called subreddit had < 2000 subscribers as reported in December 2019. Start-

ing Janurary 2020, the community showed a startling rise reaching to > 2 Million

subscribers in less than two months. This shows the timeliness, engagement and

outreach that subreddits on Reddit provides to people across the globe. From the

perspective of social good and social impact, the content on such communities7 can

improve development of data-driven AI for proactive decision making. Studies de-

scribed in this dissertation are structured on Reddit. It explored 15 prominent mental

health subreddits, identifying and exploring the support seeking and support provid-

ing roles that users take in such communities, understanding how informative the

conversations between people in a community are, capturing the movement of the

users between communities, how to develop clinical context from noisy conversa-

tions, exploring and exploiting medical knowledge graphs and databases, and how to

effectively utilize clinical questionnaires in social media for reliable decision mak-

ing. The ground-truth Reddit datasets developed and used in this dissertation can be

obtained from following links:

7Talklife, Talkcampus, Twitter, Reachout, etc.
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– All Mental Health Communities: It covers 13 Million posts and > 52 Million

comments from 2005 to 2018.

– Suicide Risk Dataset: It covers mental health professionals’ annotated posts

of 500 users who were judged as people with suicidal tendencies based on

their posts on r/SuicideWatch. The annotation was performed using C-SSRS, a

Columbia Suicide Severity Rating Scale, making it a special and unique dataset

for explainable ML/DL algorithms to detect suicide risk severity.

– Time-Variant Suicide Risk Dataset: This is another format of C-SSRS-based

suicide risk dataset where users’ posts are ordered and annotated by time.

• Twitter Dataset: Along with Reddit, Twitter is another social media platform known

for event-specific tweets. Crisis events are first to be reported on Twitter; thus, crawl-

ing Twitter data for deriving insights and alerting emergency responders is another

impactful application of AI. A study with Dataminr Inc. demonstrates the applica-

bility of domain-specific knowledge in unsupervised event detection in > 80 Million

tweets [24].

• Clinical Diagnostic Interviews: Thiruvalluru et al. identified that there is a discrep-

ancy between what patient report to clinicians and what patient post on social me-

dia [55]. Hence a study on both the communication platforms is required. We utilized

60 minute long clinical interviews of 180 patients created through a Wizard-of-Oz

procedure to extract PHQ-9-related cues for summarizing interviews8.

• Hetergeneous Dialog Datasets: The aforementioned datasets were used to design

KiL-based algorithms for summarization, recommendations, and learning to rank.

These dialog datasets were used to broaden the scope on KiL in conversational AI.

These dataset span various domains where explainability of conversational AI is im-

portant. These are politics and policies, travel, news, mental health, and geography.

8https://dcapswoz.ict.usc.edu/

16

https://drive.google.com/drive/folders/1_6hj5hr-V3z5AIe1ftimphbrRp_Lx094?usp=sharing
https://zenodo.org/record/2667859#.Yqa0UcYpC-Z
https://zenodo.org/record/4543776/export/json#.YndML/DLcVKiw0
https://drive.google.com/drive/folders/1uLzNgTgpF5x008iLfuzNIHCuRILsCaOD?usp=sharing
https://github.com/manasgaur/AAAI-22
https://dcapswoz.ict.usc.edu/


Figure 1.5 Technical Contributions (Y) made by KiL to address limitations of current
data driven ML/DL algorithms (X).

Figure 1.5 illustrates the core technical contributions made by KiL in advancing AI, out

of which this dissertation will focus on two specific areas:

• Classification Tasks: It is defined as a class of problems wherein machine learning or

deep learning models are tasked with assigning class labels to unlabeled inputs in the

domain [56]. This dissertation will focus on multi-label and multi-class classification

in problems specific to recommender systems.

• Generative Tasks: It is defined as a problem setting in machine learning or deep

learning where the model is tasked with text generation based on specific constraints,

preventing irrelevant or incoherent generation. This dissertation will focus on neural

text generation for question generation.

This work will primarily look into methods and develop metrics that exercise knowledge

infusion, providing user-level explanations and making models interpretable to end-user.
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Table 1.2 Summary of Contributions made by KiL. Each of the task and application com-
prises of either dataset construction, knowledge source construction or adapting existing
datasets for the task/application. Further, outcomes from KiL-based algorithms on differ-
ent testsets is evaluated by subject matter experts by conducting blind human evaluation.

Outcome Task Application; Knowl-
edge Source

Achievement; Papers

Outcome: Theoretical
framework of Shallow,
Semi-Deep, and Deep
Infusion

Methods of Knowl-
edge Infusion
and Knowledge-
intensive language
understanding

Social Media; Concept-
Net, BabelNet, Word-
Net, Semantic Lexicons

Theoretical and Conceptual enhance-
ment to state-of-the-art machine learn-
ing (incl. deep learning) models; 4 Pa-
pers in IEEE Internet Computing

Novel Method Out-
come: Semantic En-
coding and Decoding
Optimization (SEDO)
and Knowledge-
infused Siamese
Network.
Novel Metric: Per-
ceived Risk Measure

(a) Social Media
Informed identifi-
cation of Diagnosis
Disorder, (b) Sever-
ity of Risk Levels,
(c) Measuring
uncertainty in rec-
ommendation, and
(d) Recommending
support providers
on Social Media for
Support Seeker.

Explainable AI in Men-
tal healthcare; Wide
variety of socio-clinical
knowledge sources:
DSM-5, Drug Abuse
Ontology, SNOMED-
CT, ICD-10, PHQ-9,
and C-SSRS

(a) Semi-Deep KiL showed 92% gains
over state-of-the-art in mental health
disorder classification; CIKM. (b)
Shallow KiL showed 12.5% reduc-
tion in model’s uncertainty and risk;
WWW. (c) KiL explains why in mental
healthcare assessment both time-variant
and time-invariant models are required;
PLoS One. (d) Making ML/DL model
risk-averse resulting in 83% certain and
safe predictions; ACL. (e) 8 out 10
Domain Experts picked KiL’s recom-
mended support providers for support
seekers over GPT-2; ICHI

Novel Method Out-
come: Process KiL

Assessment of Sui-
cide Risk, Severity
of Depression, and
Severity of Anxi-
ety using C-SSRS,
PHQ-9, and GAD-
7 respectively

User-level Explainable
and Interpretable Men-
tal Healthcare

(a) 7 out 10 domain experts picked
our recommendations over XLNET.
(b) Simple language models outper-
form large-scale deep language models;
ACL

Novel Method Out-
come: Algorithms that
utilize knowledge as
constraints to man-
date conceptual flow,
informativeness, and
linguistic quality in
conversation systems.
Novel Metrics: are
introduced to assess
logical agreement,
semantic relations,
and legibility of gen-
erated questions and
summaries.

Curiosity-aware
conversational
information seek-
ing and clinical
interview summa-
rization

Explainable and Engag-
ing Conversational Sys-
tems for general knowl-
edge queries and men-
tal healthcare. Learning
to Rank

(a) Conceptual-flow based question
generation using semi-deep infused
knowledge outperformed Google T5
and human created questions; AAAI.
(b) Semi-Deep KiL for Abstractive
Summarization of long clinical inter-
views outperformed state-of-the-arts in
interview summarization by 49% on
Rouge-L and 61% on Rouge-2. On
quality of summaries, 23.3%, 4.4%,
2.5%, and 2.2% gains in thematic
overlap, Flesch Reading Ease, contex-
tual similarity, and information entropy
compared to state-of-the-art; JMIR.

Novel method to re-
trieve and rank using
ontology

Sub-Event Detec-
tion

Information Retrieval
and Ranking

Unsupervised Retrieval of Tweets with
Emerging Sub-event using Crisis On-
tology outperformed state-of-the-art by
89%. Shallow knowledge infusion ex-
plained retrieval and ranking of tweets
reducing annotation effort; AAAI

Future Directions Explainable solv-
ing of Math
Word Problem
and paraphrasing
for information
disguise

Education and Digital
Security

Investigatory study with propositions
for Tractable solutions for solving math
word problems6. Qualitative study and
empirical evidence on effective, ethi-
cal, and explainable methods of para-
phrasing for information disguise; First
Monday.
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CHAPTER 2

FROM BLACK BOX TO GREY BOX: IMPROVING

INTERPRETABILITY AND EXPLAINABILITY OF DEEP

LEARNING SYSTEMS

Artificial Intelligence (AI)1 has demonstrated rapid growth in various classification and

generation tasks of varied complexity. Sometimes even surpassing human-level perfor-

mance on narrowly and well-defined data analysis tasks in domains such as healthcare (e.g.,

radiology image inspection), education (e.g., estimating user’s concept mastery), and so-

cial good (e.g., patient and primary-care matching based on trust and ICD-10 information).

However, Deep Learning models within AI are complex and opaque. The cascading se-

quences of linear and nonlinear mathematical transformations learned by models compris-

ing millions of parameters are beyond human comprehension and reasoning. This renders

them as “black-box” models for decision-making. DL’s black-box nature and over-reliance

on massive amounts of labeled data condensed into labels and dense latent representations

pose challenges for user-level explainability and model’s interpretability. DL models sel-

dom capture context defined by the end-user, resulting in an approximate response that can

be inferred true with justification provided by humans and not the model. For example,

consider this trivial case of question answering where DL’s capability to capture token’s

co-occurrence patterns is acceptable:

1A term that covers all machine learning and deep learning algorithms

19



• Context: I sometimes wonder how many alcoholics are relapsing under the lock-

downs.

• Question: Does the person have an addiction?

• DL’s Response: Yes

Comparing this to a nontrivial case of question answering:

• Context: Then others insisted that what I have is depression even though manic

episodes aren’t characteristic to depression. I dread having to retread all this again

because the clinic where I get my mental health addressed is closing down due to

lost business caused by the pandemic.

• Question: Does the person suffer from depression?

• DL’s Response: Yes (the correct answer is No)

This illustrates that DL model can approximate well in gathering the context if the entities

are manifested explicitly. However, when the context is either implicit or convoluted with

negation-type attributes, DL hallucinates in providing a response. In such context-sensitive

scenarios, the need to interpret internal mechanics of the model and matching its learning

representation with concepts in the real world for user-level explanations becomes piv-

otal [57]. This need may be addressed by infusing domain knowledge, yielding both better

performance and explainability. This chapter motivates and demonstrates how knowledge,

provided as a knowledge graph, is incorporated into DL using Knowledge-infused Learn-

ing (KiL). Through examples from natural language processing applications in healthcare

and education, we discuss the utility of KiL towards interpretability and explainability.

This chapter, through the examples, will introduce Knowledge-Intensive Language Under-

standing (KILU), a novel set of real-world datasets that necessitates the use of KiL.
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Significance

Incorporating knowledge through Knowledge-infused Learning addresses key limi-

tations of statistical AI: (a) reliance on data alone, (b) user-level explainability and

(c) interpretability.

2.1 CONTEXT SENSITIVE CAPTURE

The main idea behind the development of CYC Ontology, Freebase, DBPedia, and other

knowledge resources was the realization that systems cannot be truly intelligent if they do

not understand the underlying concepts and links to the semantics that they are recogniz-

ing to yield a classification or generation. Making machines context sensitive is like giving

them the power to make connections between facts and observation to enhance the learning

process. Recent research in the NLP community has begun to inspect the generalizability

of the DL models by using them to perform simple tasks. Ribeiro et al. and Bowman con-

cluded in making a statement that DL needs support from external support to contextualize

over input data [58] [59]. I want to discuss two prominent cases where DL is certain to

miss context.

Conceptual v/s Ambiguous Entities: In our previous example from the QQP dataset, where

we asked a DL model to classify whether two sentences: “What would have hap-

pened if Facebook was present in World War I?” and “What would have happened

if Facebook was present in World War II?” and the model’s classification was in-

correct. It was because DL model tokenized conceptual entities: World War I and

World War II, giving attention to phrase “World War” and ignored “I” and “II.” Then

the question arises: “how to bracket conceptual entities so that DL model generates

their representation together rather token-wise.” One way is to leverage a Concept-

Net knowledge graph to create a knowledge context surrounding these conceptual

21



Figure 2.1 Infuse knowledge context to capture conceptual (left) and ambiguous entities
(right) for correct classification in QQP dataset. Picture credit to [9].

entities independently and generate better representation by concatenating represen-

tations of neighboring contexts.

Ambiguous entities (e.g. polysemic words) are shown in the following two sen-

tences: "What eats the phone battery quickly?" and “What would cause the battery

on my phone to drain so quickly?” In these two sentences, “eat” and “drain” are

polysemic words as they carry similar word senses in these two sentences. KGs like

BabelNet2 or WordNet3 can provide senses for these words, along with definitions

and relationships through synonyms, which can help DL create concatenated repre-

sentations of these words independently, resulting in high similarity scores compared

to representation without KG infusion. Other examples of ambiguous and concep-

tual entities are provided in Figure 2.1 showing cases where BERT needs external

knowledge to capture the context for correct classification on QQP dataset.

Long Tail Entities: DL models in NLP provide representations after learning a large vol-

ume of raw text. Essentially, it creates and stores an index of words and word-word

co-occurrences which is considered distributional semantics to generate numerical

2https://babelscape.com/doc/pythondoc/pybabelnet.html

3https://github.com/goodmami/wn
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representation [51]. Majority of time, the entity representing the theme of the docu-

ment is sparsely present. As a result its representation is not as rich as other words

occurring frequently. These sparsely distributed entities are called long tail entities

and affect any DL model by missing context. This is often the case in multi-hop

question answering problems [60]. Consider an example [6]:

Question: Sodium azide is used in air bags to rapidly produce gas to inflate the

bag. The products of the decomposition reaction are:

1. Na and water

2. Ammonia and Sodium Metal

3. N2 and O2

4. Sodium and Nitrogen

5. Sodium Oxide and Nitrogen Gas (Correct Answer)

The entities in the correct answer are not present in the question. Further, retrieval of

passages that can fine-tune a DL model to generate correct answers is hard as it would

require passages to be semantically related and logically ordered for correct deduc-

tion [31]. One can utilize RAG Model [61] or REALM [62] for apropos passage

retrieval and extend their capabilities using KGs. To correctly answer the question,

we retrieve conjunctive or disjunctive sets of passages using keywords: {sodium

azide, air bags, gas, and decomposition}. (Passage 1) Sodium azide (NaN3) reacts in

heat and decomposes to Na and N. (Passage 2) Oxidation-Reduction decomposition

reactions are redox reactions wherein electrons are transferred from the atom that is

oxidized to the atom that is reduced. (Passage 3) Ionic-Compound decomposition,

like in NaN3 occurs when a binary ionic compound is heated. (Passage 4) Air bags

contains sodium azide and other gas to prevent sodium hyperoxide. Passage 2 & 3

are semantically related by the term "decomposition," and Passage 3 directly informs
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Passage 1 using "decompose" and "heat" as the concepts. Since Nitrogen (N) under-

goes oxidation or reduction, it is related to Passage 2. Finally, Passage 4 logically

follow Passage 1 with the term "sodium hyperoxide." This yields Sodium Oxide and

Nitrogen Gas as the correct answer. The order {Passage 2 & 3}→ Passage 1→ Pas-

sage 4 is possible by exploring the relationships between passages, for which KGs

are required [17]. Table 2.1 illustrate the importance of context sensitivity in other

domains of social impact.

Table 2.1 Benefits of context capture by KiL.

Domain Post Outcome from
DL

Outcome from KiL

Mental
Health

Really struggling with
my bisexuality which is
causing chaos in my re-
lationship with a girl.
Being a fan of LGBTQ
community, I am equal
to worthless for her.
I’m now starting to get
drunk because I can’t
cope with the obses-
sive, intrusive thoughts,
and need to get it out of
my head.

<struggling,
worthless,
drunk> Predic-
tion: Depression
(True: 0.71) (✗)

<struggling, bisexual-
ity, chaos, relationship,
worthless, drunk, intrusive
thoughts> Explanations
(high-level concepts):
<health-related behavior,
level of mood, drinking,
obsessive compulsive
personality disorder, dis-
turbance in thinking>
Prediction: Obsessive
Compulsive Disorder
(True: 0.96) (✓)

Radicalization Here is the fragrance of
Paradise. Here is the
field of Jihad. Here
is the land of #Islam.
Here is the land of the
Paradise.

<Jihad, Islam>
Prediction: Ex-
tremist (True:
0.90) (✗)

<Paradise, Jihad, Land,
Islam> Explanations:
<Paradise_Land, Ji-
had_Islam> Prediction:
Non-Extremist (True:
0.87) (✓)

COVID-19 #Flu and #Pneumonia
killed six times more
people as #Covid19

<kill, more peo-
ple, covid19>
Prediction: Fact
(True: 0.64) (✓)

<affected population,
communicable diseases>
Prediction: Fact (True:
0.865) (✓✓)
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2.2 EXPLAINING DL MODELS

For broader assimilation of DL models in a variety of domains, their black box nature needs

to be addressed. In healthcare, clinicians routinely choose methods that allow them to

understand how an outcome was derived compared to an objectively superior method that

cannot be explained. In education, tracing students’ learning outcomes with attribution

to weak academic and behavioral areas is a better tool for teachers compared with the

ability to predict only a student’s performance [27] [63]. Making explanations of model

behavior is subjective from the stakeholder perspective. A set of privileged knowledge

(e.g., domain expertise, advice specific to the situation) must be infused to comprehend the

model outcomes and interpret its functioning. Thus, we define two forms of explainability:

System-level Explainability and User-level Explainability. An illustration of these two

forms of explainabilities is shown in Figures 2.2(A) and 2.2(B) [64].

System-Level Explainability (SysEx): Generating explanations after the analysis of word

and token level feature importances through a suitable visualization mechanism, such

as a saliency map. For instance, first derivative Saliency based methods explain the

decision of an algorithm by assigning values that reflect the importance of input

features in their contribution to that decision in the form of a gradient map (heat

map) [65] [66] [67]. Another method for SysEx is Layer-wise relevance propaga-

tion, that decomposes the prediction of a deep neural network for a specific example

into individual contributions from sub-parts of the text [68] [69] [70]. Input pertur-

bations and Attention Models are other methods for SysEx [71] [72] [73].

User-level Explainability (UseEx): is the ability to generate human-comprehensible ex-

planations around the decision-making process. Explanations would generally be

in natural language, or with a visual depiction with trace over a generic or domain

specific knowledge.
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Figure 2.2 (A) System-level Explainability showing the overlap (a proxy of matching a
support seeker (SS) with its nearest support providers (SPs) using T-SNE visualization. (B)
User-level Explainability showing the reason behind mapping semantically-related SPs to
a SS through the use of phrases that are semantically similar to concepts in Patient Health
Questionnaire Lexicon (PHQ-9).

There is a growing trend of fine tuning the pre-trained models with limited labeled

data. These have succeeded when (a) the distribution of the labeled dataset is similar to

unlabeled data used for pretraining, and (b) tasks are relatively straightforward like natural
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language entailment and span extractive question answering. However, real-world scenar-

ios are often more complex, which poses the following challenges: (a) Fine-tuned models

for domain-specific tasks with limited labeled data may not be sufficient to capture do-

main knowledge [74]. (b) Self-supervised training objectives over unlabeled data are not

attempting to learn/acquire the domain knowledge required for real-world.

Methods for Explainable AI (XAI): Recent research in XAI has attempted to address

several aspects of opening this black box to help humans, both the system users and domain

experts, understand such models’ functioning and decision-making process [75]. Adoption

of AI systems occurs in two stages:

Model Building Phase: This includes model features, algorithmic development and error

analysis and refinement of model. Explicit knowledge as abstract concepts, pro-

cesses, policy/guidelines, and regulations are essential to infuse into the AI system

for sensible explanations comprehensible to humans.

Explaining Phase: This includes decision-making, knowledge capture, and trust and bias

analysis. This is phase includes user-in-the-loop (e.g. stakeholder) to assess consis-

tency in the model and match user expectations [76].

Developing a good quality XAI system requires domain experts in the annotation, su-

pervision, and evaluation phases [77] [64]. For this purpose, domain experts require expla-

nations that are in the form of an expert working in that domain or that application would

give, using the language and concepts normally employed by a person working in that field.

For example, in the medical domain, the outcome of a model needs to be explained by po-

sitioning against conceptual knowledge contained in clinical guidelines. Analysis of word-

level and token level features is of little to no use to a domain expert during evaluation [61].

Methods that incorporate KGs to provide a conceptual level explanation of the model out-

come could improve explanations and ease of evaluating AI systems. Popular metrics to
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assess model’s language understanding such as, BLEU, ROUGE-L [78], QBLEU4 [79],

BLEURT [80], and MAUVE [81] should be improved by included a score computing com-

ponent that measures closeness of predicted outcome with concepts in KG [17] [31]. This

will lead to trust in the systems by end-users and speedy adoption into the real world.

2.3 INTERPRETABLE MODELS

Interpretability is the ability to discern the internal mechanisms of an optimization mod-

ule within an AI or Data mining framework. For example, consider a transformer model

whose key modules are: (a) input embeddings, (b) positional encodings, (c) attention layer,

(d) loss function, and (e) batch normalization with or without dropout. We can call a trans-

former model interpretable if we can meaningfully interpret the functioning of each internal

component ((a)-to-(e)) and can affirm that model is functioning in our intended way. There

are four methods to construct an interpretable model:

Probing: Probes are shallow neural networks (e.g., 2-layer Neural Network, Restricted

Boltzmann Machines) placed over intermediate layers of a larger neural network,

whose functioning needs to be interpreted 4. They help investigate what information

is captured by different layers or attention heads. Probes are trained and validated

using auxiliary tasks to discover if such auxiliary information is captured. Through

probing, it is fairly interpretable to see how input tokens are contextualized in suc-

cessive layers using attention mechanisms and how the model performs in sub-tasks

that are a decomposition of the major task. A KG can help in probing by comput-

ing the distance between the intermediate hidden representations of a DL model and

concepts in KG [27].

Fine-Tuning: A pre-trained model that is not fine-tuned comprises learned parameters

supporting global parametric knowledge. Fine-tuning allows the model to respond

4https://tinyurl.com/AI-probes
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sensibly to a given task. It is a process of precisely adjusting the model’s parameters

to observations that are related or similar to the observations on which the model

was trained. Problems that require fine-tuning would require a known mechanism

to explain the model’s behavior and support reasoning. This is seen in the form of

human evaluation tasks, visual inspection of the model’s output or qualitative error

analysis [82]. There are various fine-tuned transformer models on Huggingface5,

but for an interpretable fine-tuning a KG component is required [83]. It has been

shown in K-BERT, where a KG is augmented to a data representation. For exam-

ple, in K-BERT representation of the term "cholesterol" is enhanced by augmenting

the representation of the triple "<cholesterol> <causes> < heartattack >." For the

downstream task, the relationships and entities captured in the KG can help in im-

proved prediction.

Multi-Task Learning: is a popular phenomenon to train the same model for multiple

tasks. It enriches the semantic representations of models and avoids them getting

overfitted. Auxiliary tasks could also be part of such a setup. For instance, senti-

ments associated with a medical text can be well studied automatically through DL

if the algorithm can master the identification of medical conditions, treatment, and

medication. This forms a multi-task learning problem solvable through a suitable DL

algorithm [84].

Autoencoders: are interpretable models as they are weighting functions and contextual

representation learners because of the optimization function, which is a reconstruc-

tion loss. The encoder-decoder architecture is a container that can accept the DL

model (e.g., sequence-to-sequence long short term memory (LSTM), graph neural

networks (GNN), convolutional neural networks (CNN)) and trains it to learn repre-

sentation by mapping input to output. An amazing utility of autoencoder comes from

5https://huggingface.co/docs/transformers/training
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replacing the decoder end with a knowledge source. It can be a knowledge graph if

the internal component is a GNN, a document if the internal component is an LSTM

model, a lexicon if the internal component is the simple continuous bag of words

embedding model, and many others [10].

Table 2.2 Comparison between different methods that make DL algorithms interpretable.
The complexity classification is discussed in detail in Chapter 3.

Interpretability
Methods

Probes Fine Tuning Multi-task
Learning

Autoencoder

Goal Auxiliary
Task

Primary Task Primary
Task

Optimize Input
with Knowledge
for Primary Task

Update Model
Parameters

No Yes Yes Yes

Access Model
Internals

Yes No No Yes

Complexity Shallow Shallow or Semi-
Deep

Shallow or
Semi-Deep

Semi-Deep

It is important to note that model interpretability achieved by probing and fine-tuning

provides system-level explainability and not user-level explainability. Autoencoders differ

from fine-tuning and probing by making the model interpretable and explainable through

user-level knowledge, which is introduced by calculating conceptual information loss and

proportionately propagating it in the neural network by modulating hidden representations

(see Table 2.2 for comparison). A model’s capability to be interpretable and user-level

explainable also lies in the type of dataset it is trained on.

2.4 FROM GLUE TO KILU

The NLP community has set up a set of tasks across various benchmark datasets called

General Language Understanding Evaluation (GLUE) tasks [32]. They test a variety of

natural language tasks such as textual entailment, textual similarity, and duplicate detec-
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tion. However, recent research has shown that such tasks do not require external knowl-

edge, which is often the requirement in real-world problems concerning natural language

understanding [28]. GLUE tasks do not test if the model can leverage knowledge, the ex-

planations generated are of limited utility to humans [33]. Recently developed benchmarks

under the name “Knowledge Intensive Language Tasks” (KILT) has focused on building

retrieval-augmented AI models to better understand of natural language with support from

passages that can capture context in user’s input. Parallely, we also introduced “Knowl-

edge Intensive Language Understanding”(KILU) tasks that are as of now focus in making

AI model usable in mental healthcare setting. Table 2.3 enumerate the tasks in KILU that

require external knowledge to match with human-level performance. Further, there are

task-specific metrics to evaluate the performance of models built to solve KILU tasks.

Figure 2.3 An illustration of context modeling in language model using external domain-
specific corpus. Subsequent clustering manifest pairing of concepts that co-occur in a
domain-specific corpus. The clusters are explainable using the relationships between these
concepts. This figure illustrate deeper semantics in a computational social science problem
of detecting radicalization behaviors in dynamic stream of tweets. The word jihad occur in
two connotations and is clearly separable using domain-specific knowledge.

Essentially, KILT or KILU induce another set of capabilities in AI models to capture

information similar to how a human does. These are:
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Abstraction: The task of mapping low-level features to higher-level human-understandable

abstract concepts is known as abstraction. Humans often speak in terms of higher-

level abstract concepts when explaining their decision to a user. AI systems also

need to explain decisions to the end users using abstract domain-relevant concepts

constructed from low-level features and external knowledge in a KG.

Contextualization6: is defined as interpreting a concept with reference to relevant use

or application. Human contextualize by processing the information through vari-

ous knowledge sources (e.g. syntactic, structural, linguistic, common-sense, and

domain-specific). Contextualization is necessity in a domain of social good wherein

a mis-classification can have severe consequences. For example, to classify if tweets

are from Extremists or Non-Extremists, it requires various forms of contextual knowl-

edge to precise classification [85]. Tweets in the domain of radicalization represent

a mixed context of religion, ideology, and violence/hate. Thus, modeling of user

content independently from these domain contexts is important for better clustering

and classification thereof (see Figure 2.3).

Personalization: Identifying data point-specific information and integrating it with exter-

nal knowledge to construct a personalized knowledge source is known as person-

alization. For example, a person’s depressive disorder can be due to family issues,

relationship issues, and clinical factors. All of these affect the context specific to the

individual and consequently affect his symptoms and medications differently than

that for another person.

2.5 SUMMARY

In this chapter, we discussed, (i) why AI models should be context sensitive, (ii) be ca-

pable of providing user-level explanations, (iii) be transparent by being interpretable, and

(iv) how such capabilities be achieved in improving benchmarking datasets. Essentially,
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Table 2.3 GLUE tasks are classification or prediction tasks taking a sentence or pair of
sentences as input. It is not meant for generation or structured prediction. On the other hand
KILU tasks subsumes GLUE Tasks and challenges DL models on user-level explainability
and interpretability. To provide explanations to KILU tasks, the model should leverage
variety of explicit knowledge to capture context and learn necessary abstraction for human
comprehension. EM: Evaluation Metrics used in GLUE and KILU.

GLUE Tasks EM-GLUE KILU EM-KILU Knowledge
Source

Corpus of Lin-
guistic Accept-
ability (CoLA)
[86]

Matthew’s Cor-
relation

Summarization of Conversa-
tional Data [23]

Thematic Overlap,
Flesch Reading Scale,
Jensen Shannon Diver-
gence, and Rouge-L

Structured
Clinical Inter-
views, PHQ-9

Stanford Senti-
ment Treebank
(STB) [87]

Accuracy Predicting severity class of sui-
cide on Reddit [37]

Precision, Recall, Ordi-
nal Error, and Perceived
Risk Measure

DSM-5 and
Drug Abuse
Ontology [88]

Microsoft
Research
Paraphrase
Corpus [89]

F1-Score and
Accuracy

Information Disguise [90] us-
ing The user-language Para-
phrase Corpus and Reddit data

Word Mover Distance
[91], BLEURT [80]

ConceptNet
[45], Word-
Net [46]

Semantic
Textual Simi-
larity Bench-
mark [92]

Pearson Spear-
man Correla-
tion

Text-based Emoji Sense Dis-
ambiguation 7

Average Accuracy EmojiNet [93]

Quora Question
Pairs [94]

F1-Score and
Accuracy

- - -

MultiNLI
Matched/ Mis-
matched [95]

Accuracy Mediator to link User with
diverse roles (Need-Resource)
[64]

Time-to-good match,
Precision, Recall,
F1-Score, and Human
Evaluation

Psycholinguistics,
Mental Health
Lexicon (for
a use-case),
domain-
specific, &
Event-specific
Features

Question
NLI [96]

Accuracy Information Seeking Question
Generation for Conversational
Assistance [31]

BLEURT, Semantic
Relations, Logical
Coherence, Rouge-L

Wikipedia [97],
WikiNews
[98], MS-
MARCO [99]

Recognizing
Textual Entail-
ment [100]

Accuracy ProKnow: Dataset and Method
for Process-guided, Safety-
Contrained, and Explainable
Mental Health Diagnostic
Assistance [17]

BLEU, Rouge-L,
Avg. num. of un-
safe matches (AUM),
Average Knowledge
Base Concept Matches
(AKCM), Average
squared rank error
(ASRE)

PHQ-9 and
GAD-7

Winograd NLI
[101]

Accuracy - - -

this chapter motivates, why KiL is needed and pressing on the points (i)-(iii), how knowl-

edge infusion will take place in AI. We reviewed existing statistical methods and metrics

33



devised to assess the explainability of the model and interpretability of its mechanisms

quantitatively. Existing frameworks categorized as post-hoc interpretability, counterfactual

explanations, and rule-based explanations fall short in providing answers to the following

open questions: (a) Can the model mine (varied) relationships from the existing text? (b)

Can the model reliably classify entities into known ontology? (c) Can the model answer

the question with trust and transparency? (d) Is it possible to measure the model’s “rea-

sonability” and “meaningfulness” of the response to a question? (e) How much context is

needed for the model to provide a precise response?

An emerging trend to fine-tune a pre-trained model on limited labeled data for a down-

stream task and the inability of distributional semantics learning to capture domain-specific

knowledge pose limitations in addressing the above questions. We noted the necessity of

KG as an integral component in neuro-symbolic AI systems with capabilities to generate

explainable outcomes. System oriented explanations do little for a domain-expert or an

end user who need to be able to trust the AI system’s decision making process, and its

adherence to the real-world processes, rules and guidelines. For this, the XAI needs to

offer explanations that the end-user or domain expert can easily comprehend. Users do

not think in terms of low-level features, nor do they seek to understand the inner workings

of an AI system. The user thinks in terms of abstract, conceptual, process-oriented, and

task-oriented knowledge external to the AI system. Such external knowledge also needs to

be explicit (e.g., as modeled by a knowledge graph), not implicit (i.e., implied by statis-

tics or a vector representation). This chapter also shows the need to develop better NLU

benchmarks beyond GLUE that can effectively test the ability of the AI system to explain

decisions in a human-understandable manner. In the subsequent chapter, we will delve into

methodological and application details to retrieve answers for the aforementioned ques-

tions (a) to (e).
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CHAPTER 3

SHALLOW INFUSION

KiL is a continuum that comprises three stages for infusion of knowledge into the ma-

chine/deep learning architectures. As this continuum progresses across these three stages, it

starts with a Shallow Infusion in the form of embeddings, and attention and knowledge-

based constraints improve with a Semi-Deep Infusion. For deeper incorporation of

knowledge, we articulate the value of incorporating knowledge at different levels of ab-

stractions in the latent layers of neural networks. We consider it to be a Deep Infusion of

Knowledge as a new paradigm that will significantly advance the capabilities and promises

of deep learning.

Significance

Shallow infusion is about converting the knowledge into the same form as data used

by current data-driven statistical AI. The numerical representation (or vector) of the

knowledge is used to enhance the representation of data in statistical AI algorithms.

When we talk about knowledge infusion, we consider two forms of knowledge:

Unordered Knowledge: It is defined as any structural information that does not enforce

logical ordering in the outcome. Examples include all the existing knowledge graphs

(KGs), such as DBPedia is the unordered knowledge of Wikipedia, UMLS (Uni-

fied Medical Language System) is the unordered knowledge of medical informa-

tion (disease, symptoms, treatment, medication, etc.), and many others (see Figure

1.4). Semantic Lexicons are another form of unordered knowledge. In compari-

son with KGs, lexicons are driven by a purpose and can be considered a subset of
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KGs. For instance, Linguistic Inquiry Word Count (LIWC) is a competitive lex-

icon to capture psycho-linguistic information [102]. ANEW and GoEmotions are

example lexicons to capture emotions [103] [104]. The severity of Suicide Risk and

Depression are specialized use-cases under mental healthcare that require dedicated

lexicons. Recent studies have developed lexicons to capture entities that contribute

to the assessment of suicide risk or depression from noisy social media communica-

tions [37] [105]. Unordered knowledge infusion is helpful in classification tasks and

generative tasks as long as the task does not seek logical ordering in the outcome.

Figure 3.1 An Illustration of ordered knowledge (right; also called process knowledge)
constructed from the Columbia Suicide Severity Rating Scale (left), one of questionnaire
used by MHPs for suicidality detection.

Ordered Knowledge: It is defined as any structural information that enforces logical or-

dering manifested in the form of conceptual flow in the output of an AI model. This

form of knowledge is required for generative tasks, such as question generation,

response generation, or response shaping, wherein information is desired in a par-

ticular way. An example illustration of ordered knowledge in shown in Figure 3.1.

It sees wide application in current conversational AI research, wherein the task is
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Figure 3.2 An illustration that associates system-level explainability with user-level ex-
plainability. The highlight phrases in the left-side of the figure is obtained from a DL model
trained using the method in Gaur et al. [10]. This is a manifestation of system-level expla-
nations. Highlighted phrases in the input text are queried in SNOMED-CT, thus forming a
contextual tree (right-side of the figure). This is manifestation of user-level explanations.
Formation of this tree is stopped when a node is hit that has high similarity to either leaf
nodes or one hop parent nodes. The numbers in the boxes are SNOMED-CT IDs.

to engage with the user in a meaningful manner. For instance, the task of conver-

sational information-seeking requires the agent to either ask questions to the user

or provide a response to the user in a particular order. At a broad level, this or-

der can be seen as categories: <Definition> is followed by <Method> is followed

by <Application/Use-Case>. Consider an example utterance from a user, “How

to prepare Hibiscus tea?” a convincing response would have the following order:

<Ingredients> is followed by <Method> is followed by <Use>. If an AI model is

able to formulate the sequential nature of the knowledge, it can generalize over a set

of similar tasks. So far, there has been one study that utilizes such ordered knowl-

edge (a.k.a procedural knowledge or process knowledge) in generating sentences that

describe the severity of suicide risk of an individual [17].

3.1 BENEFITS OF Shallow Infusion

Major focus in this chapter would be to learn various ways in which the datasets can

be transformed using external knowledge. Shallow infusion concerns with semantic data

transformation and provides following benefits:

37



Figure 3.3 An illustration of concept classes to assess suicide risk. These concept classes
are obtained from Columbia Suicide Severity Rating Scale [11]. Dotted arrow from a “not-
so-well-defined” label to well-defined concept class shows that the label can resembles
this class if predicted probability for solid arrow is lower than dotted arrow. Solid arrow
from “not-so-well-defined” labels to well-defined concept classes shows that these labels
certainly resembles this class if predicted probability for solid arrow is higher than dotted
arrow. This dichotomy on the part of “not-so-well-defined” labels is removed using concept
classes.

• Concept Classes: Suppose the outcomes labels predicted by an AI model lack con-

crete definitions that distinguish one label from another; then, the classification is

subject to varied interpretations. Furthermore, such labels are created based on an

empirically defined threshold that is inappropriate for high-stakes decision-making

problems. It is acceptable in the general-purpose domain; however, it is not afford-

able in a healthcare setting, where a subsequent decision has to be made upon the

predicted label. The Shallow Infusion brings in the concept of concept classes

which are labels with definitions. Figure 3.3 illustrates a map between a not-so-well-

defined set of labels and concept classes. These classes are domain-specific and can

make AI systems capable of capturing context [106], handling uncertainty and risk

associated with ambiguity [37], and providing system-level explainability and user-

level explainability by mapping the model-defined important features to concepts in

KGs.
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• Entity Normalization (EN): The linguistic variations in online communication raise

challenges for the supervised learning algorithm in determining discriminative pat-

terns. For example, consider the following two posts: (P1) “I am sick of loss and

need a way out” ; (P2) “No way out, I am tired of my losses”; (P3) “Losses, losses,

I want to die”.The italicized and underlined phrases in P1 and P2 are a predictor

of suicidal tendencies but are expressed differently [106]. Shallow Infusion of

knowledge remove these variations through a process called entity normalization

that calculates the semantic similarity between n-gram phrases and concepts in a

knowledge source (e.g., KGs, Lexicons). To perform EN, we generate a vectors of

words in the input using an embedding model (e.g., Word2Vec [51], ConceptNet

Numberbatch [45]) and computer similarity (e.g. Word Mover Distance [91], Cosine

Similarity, BERTScore) with concepts in various knowledge sources. If we perform

EN, then P1, P2, and P3 transform to “depress, suicide ideation”, “suicide ideation,

depress”, and “depress, suicide attempt” respectively. This clearly shows that P1 and

P2 are related and distinct from P3.

• System-level Explainability: please refer to Section 2.2

• User-level Explainability (UseEx): please refer to Section 2.2. Figure 3.2 show the

difference between system-level explainability and user-level explainability in natu-

ral language processing applications involving neural attention models [73].

3.1.1 WHAT IS Shallow Infusion?

We define shallow infusion, the first category of knowledge infusion, as any attempt that

compresses or transforms knowledge into a flattened intermediate form for use with DL

models. Specifically, shallow infusion does not require the learning model to be signifi-

cantly changed to ingest the external information. The shallow infusion encapsulates ex-

ternal knowledge and enriches the deep network representation as either word embeddings
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Figure 3.4 A generic architecture of Shallow Infusion.

for textual knowledge and graph embeddings for graphical knowledge (see Figure 3.4).

An advantage of these methods is that they tokenize the input into smaller phrases and

can therefore effectively handle misspellings, abbreviations, or etymologically similar text.

However, they ignore relationship semantics between entities in external knowledge and

are consequently greatly limited in their applicability in domains where contextualization

through knowledge is required.

To see how shallow infusion can be applied in current state-of-the-art models, we note

that recent advances in deep networks employ language models that use an attention mech-

anism to define the context of words given their neighborhood in the input dataset. The

current state-of-the-art transformer models, such as BERT, broke records for several NLP

tasks, learned to capture long-term dependencies and context by training on large amounts

of text. Several other works have seen ground-breaking results with several Transformer-

based successors of BERT (e.g., Roberta, XLNet, and Transformer-XL). However, context

sensitivity and handling uncertainty and risk, has not been resolve, in spite of scaling the

parameters of these models from millions to billions. This has a consequence, a large-scale
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Figure 3.5 A shallow infusion process using contextual dimensions from the radicaliza-
tion literature. The visualization is performed using T-SNE method [12]. Explainable view
of the clustering is provided in Figure 2.3

model memorizes the patterns in the dataset on which it is trained and tested, and is difficult

to adapt the model in a similar or related tasks. For instance, a model learned to identify

and classify harassment on social media with simple scaling of parameters is prone to mis-

classification on a near-related problem of “radicalization in social media” [85]. Kursuncu

et al. leveraged multiple domain-specific perspective models in enriching the representa-

tion of extremist communication on social media (see Figure 3.5). The approach provided

the necessary knowledge required by a model to minimize false alarms. In the context of

“harassment on social media,” a potential improvement in a machine learning model was

made through the infusion of cyberbullying vocabulary knowledge [107].

3.2 METHOD UNDER Shallow Infusion

Following are some of the well-known methods of shallow infusion that are well studied

and used by the NLP community. There is a long list of methods that are classified under

Shallow Infusion that are mentioned in table 3.1.
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Table 3.1 Other methods that are classified under shallow infusion. However, not all
of them are supportive of system-level explainability (SysEx). Methods which are SysEx
are also capable of user-level explainablility with manual effort comprising of search and
retrieval over related knowledge sources [1].

Methods Approach Type of Explainability

Term Frequency and Inverse
Document Frequency (TF-
IDF) [108]

Bag of Words ✗ (SysEx)

Retrofitting
Bag of Concepts [109] ✓ (SysEx)
Verb Phrase/ Noun Phrase
[110]

✓ (SysEx)

Sentiments and Emotion Lex-
icons

✓ (SysEx)

Latent Dirichlet Allocation

Topic Modeling [111] ✗ (SysEx)
Semantic Role Label-
ing [112]

✓ (SysEx)

Predict than Explain [113] - ✓ (SysEx)
Explain than Predict [114] - ✓ (SysEx)

Embeddings
Word2Vec/ GLoVE [51] ✓ (SysEx)
FastText [115] ✗ (SysEx)
ELMo [116] ✓ (SysEx)

Transformers

BERT/ RoBERTa ✓ (SysEx)
GPT-2, GPT-3, XLNet,
ProphetNet

✗ (SysEx)

T5 and Longformers [117] ✓( SysEx)
Reinforcement Learning Neural Policy Gradient meth-

ods using GLUE-based re-
wards [118]

✓ (SysEx)

Multirelational Reinforce-
ment Learning

Functional Policy Gradient
Methods [77]

✓ (SysEx)

Reinforcement Learning with
Deterministic Search

Combining search and value
iteration or Policy Gradients
[112]

✓(SysEx)

Word Embeddings: This is the simplest form of shallow infusion. Here, the objective

is to provide the model with “background” that the training data alone could not

provide. The background information is available as large text corpora (for example

GloVe is trained on 6B tokens) and a shallow neural network or a statistical model is

trained in an unsupervised setting to capture the domain-specific meanings of words.
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The popular examples include but are not restricted to Word2Vec (skip-gram and

CBOW algorithm) and GloVe. The representation of words as n-dimensional vectors

(e.g., n=300) makes them easily transferable and task-agnostic within a particular

domain. As a result, numerous pre-trained word embeddings are available for many

languages1 and domains2.

Enriched Word Embeddings: In this class of algorithms, the pre-trained word embed-

dings are enriched using additional information such as domain-specific lexicons/

taxonomies and morphology of words. As a post-processing technique, retrofitting

leverages semantic lexicons such as WordNet in modifying the embeddings [110].

For example, retrofitting enforces the embedding of the word incorrect to be in a

similar vicinity to other related words such as wrong, flawed and false in the em-

bedding space. Counter-fitting, an approach similar to retrofitting, introduces syn-

onymy and antonymy constraints to the word-relatedness when refining word em-

beddings [119]. As a result, it prevents the word inexpensive to be closer to words

such as pricey and costly even though they are related via an antonym relation. Fast-

Text leverages information within the text to improve the learned embeddings [115].

It considers morphology of words – particularly, sub-word information – and repre-

sents a word as a bag of character n-grams in learning the embeddings. This allows

misspelled words, rare words, and abbreviations to have a similar meaning to their

original forms. Moreover, this further enables deriving embeddings for words that

did not appear in the training data.

Deep Neural Language Models: The primary difference in this class of models is the use

of deep neural architectures with language modeling objectives – i.e., learning to

predict the next word conditioned on the given context by probabilistically modeling

1http://bit.do/multi-lang

2http://bit.do/bionlp
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words in a language. ELMo (also ULMFiT [120]) marks a significant step in this

direction by capturing the context in which a word is used in a sentence [121]. By

training a task-specific Bi-LSTM network to model the language from both forward

and backward directions, ELMo represents a particular word as a combination of

corresponding hidden layers. The current state-of-the-art neural language modeling

is inspired by the advent of Transformers – a simple, solely attention-based mecha-

nism that disregards the need too sue recurrent and convolutional neural networks.

Transformer-based BERT, a model that broke records for several NLP tasks, learns

to capture long term dependencies and context by training on large amounts of text.

It further fine-tunes the knowledge gained, by specifically training on a supervised-

learning task. Last year has seen ground-breaking works with several Transformer-

based successors of BERT (e.g. RoBERTa [122], XLNet [123], and Transformer-

XL [124]) coming into light navigating the modern NLP to new directions.

The combination of these Shallow Infusion methods along with strategies that brings

out the benefits Shallow Infusion sees application in public health [106] [37], crisis

management (e.g. natural disasters [24], pandemic [64]), autonomous driving [125] [126],

epidemiology [1] [127] [88], sports [128], and others.

We want to focus on Social Media, which is a sore point of information in terms of

actionable insights it can provide to stakeholders (e.g., emergency responders, healthcare

providers) and the challenges involved in extracting insights. Such as semantic ambiguity

and negation in the sentences. Negation detection is a crucial part as the presence of

negated sentences can confound a classifier. For example, I am not going to end my life

because I failed a stupid test is not suicidal, whereas My daily struggles with depression

have driven me to alcohol reflects user’s mental health. The former sentence can give false

positive, if we just extract “going to end my life” as a precursor to a suicide attempt. Gaur et

al. employed a negation detection tool and probabilistic context-free grammar to supports

negation extraction and negation resolution to improve classifier performance [10].
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Among various social media platforms, we would be focusing on Reddit. Reddit is

one of the largest social media platforms with >430 Million subscribers and 21 billion

average screen visits per month across >130,000 subreddits. On a per month average,

around 1.3 million subscribers anonymously post mental health-related content in 15 of

the most active subreddits pertaining to mental health (MH) disorders (42,000 posts on

r/SuicideWatch) [37]. The analysis of Reddit content is demanding due to a number of

reasons, including interaction context, language variation, and the technical determination

of clinical relevance. Correspondingly, the potential rewards of greater insight into men-

tal illness are in general and suicidal thoughts and behavior specifically is great. Reddit

platform enables free, unobtrusive, and honest sharing of mental health concerns because

a patient is completely anonymous and so can open up without worrying about any social

stigma or other consequences; thus, the content is less biased and of high quality compared

to the content shared in survey questionnaires and interviews [129].

Through Shallow Infusion we seek answer to the following questions:
(a) Can concept classes and entity normalization procedures help AI algorithms to adapt
to a task of assessing severity of suicide risk at an individual level? (b) Knowing that
suicide is a terminal mental illness and patients drift in time across the spectrum of mental
health disorders, what architectural choices need to be made to study suicide risk in time-
variant and time-invariant manner?

3.3 Shallow Infusion FOR SUICIDE RISK SEVERITY DETECTION

Mental Health illness such as depression is a significant risk factor for suicidal ideation

and behaviors, including suicide attempts. According to SAMHSA (Substance Abuse and

Mental Health Services and Administration), 80% of the patients suffering from Borderline

Personality Disorder have suicidal behavior, 5-10% whom commit suicide. According to

Veen et al. the probability of admission to hospital increased over different levels of suicide

risk; Suicide Ideation (12%), Suicide Behaviors (25%), and Suicidal Attempt (37%). It
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is important to first classify the users along these suicide risk levels so that appropriate

intervention strategies can be designed.

Figure 3.6 A view of input raw text being annotated by the expert and a model, respec-
tively. It illustrates the gap between the “what a model understands as important features”
compared with “how an annotator sees the text”.

Current AI models that predict suicide risk are not clinically grounded and explain-

able, as the labels used to label samples are not well-defined [130] (see Figure 3.3). Let

us see this with an example, starting with figure 3.6. It illustrates how the annotators sees

the posts and provide a label, and how an AI model sees the post through the lens of fea-

ture importance weights. This example is taken from the Reddit C-SSRS Suicide dataset,

comprising of 500 posts labeled with following labels: Supportive, Suicide Indication, Sui-

cide Ideation, Suicide Behavior, and Suicide Attempt [37]. Through visual inspection, it

is evident that the phrases/token seem important to an expert is not given relatively close

importance scores by the model. Scaling over the 500 posts, the model yielded a score of

53% recall3. As a next step, we replace the simple AI model, the support vector machine,

with a large model, the convolutional network (CNN) (see Figure 3.7).

3In a order of severity levels: Suicide Indication → Suicide Ideation → Suicide Behavior → Suicide
Attempt, if a model predicts a lower severity level than ground truth, it is counted in recall.
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Figure 3.7 A snapshot illustrates that the discrepancy persists even with an increase in
model complexity (from SVM to CNN). As a result, there is a misclassification. Since it is
a case of suicide risk severity detection, a prediction of a low severity label can impact the
quality of care a patient would receive.

Though CNN highlighted some more phrases/tokens, it did not contribute to increasing

the severity level of the prediction. However, it improved the recall from 53% to 57%

but failed to work well on such kind of data sample. An ingenious strategy is to make

the model predict the severity level and a confidence score [131]. If the score is below a

certain empirical threshold, the prediction is ignored, and the sample is sent to an expert for

verification. It sounds like an intuitive strategy, and it worked well, yielding 85% recall but

with only 50% sample coverage. It means the remaining 50% samples are sent to an expert

for re-verification or re-annotation [132]. It is acceptable for low sample size datasets, but

if we want to scale it across millions of samples to classify severity levels, experts would

be overwhelmed.

This is where concept classes becomes crucial, as it minimizes the uncertainty and pro-

vides context capture. The inclusion of concept classes comes with few changes at the data

and model levels. The data-level change is performed by extracting phrases (or n-grams)

from the input text that have either string overlap or semantic similarity to the definitions or

concepts that describe the severity level (see Table 3.2). We conduct the data-level change
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Table 3.2 Suicide Risk Severity Lexicon. It can be downloaded from here

Suicide Risk Severity
Class

Number of Concepts
Per Class

Examples

Suicide Indication 1535 Pessimistic character, Suicide of
relative, Family history of suicide

Suicide Ideation 472 Suicidal thoughts, Feeling suicidal,
Potential suicide care

Suicide Behavior 146 Planning on cutting nerve, Threat-
ening suicide, Loaded Gun, Drug-
abuse

Suicide Attempt 124 Previous known suicide attempt,
Suicidal deliberate poisoning,
Goodbye Attempted suicide by
self-administered drug, Suicide
while incarcerated.

Figure 3.8 The text that contains some bracketed tokens is the transformed input text.
The bracketed tokens are either similar to the concepts in the lexicon or definitions of the
concept classes or present within them. Thus, we call them concept phrases. The elliptical
shapes are an illustration of concept classes. Suicide Indication and Suicide Ideation are
highlighted because the bracketed concept phrases are significantly similar to these classes.
This transformed input text is input a model described in 3.10.

in two ways: (a) Dependency Parsing or Constituency Parsing resulting in noun-phrase or

verb-phrase extraction, and finding its presence in lexicons and definitions. (b) Further,

compute sentence embedding using Sentence BERT or phrase embedding using Concept-
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Net and compute semantic similarity with the definition of severity levels or concepts in

the lexicon. This results in Figure 3.8, where the bracketed texts are concept phrases. This

term denotes phrases within the input text that have substantial similarities with definitions

and lexicons.

3.3.1 EXPLAINABLE DATA CREATION AND USE IN SUICIDE CONTEXT

By Definition, an “explainable data” is a resource created after processing the raw textual

input using expert-curated knowledge sources with a purpose to understand an AI model’s

behavior in classification or generation. An example illustration of the explainable data

is shown figure 3.8, where an input text is pre-processed by identifying parts of the sen-

tence that are similar to concepts in a related knowledge source (e.g. Lexicons, KGs).

The bracketed tokens in the figure 3.8 are considered to be key-phrases and are termed

as concept phrases after checking their presence or similarity with concepts in knowledge

source. Among various ways to extract the key-phrases from the sentences, we considered

constituency parsing to be a ubiquitous method across all NLP applications [133]. Figure

3.9 shows a parse tree of the first sentence in figure 3.8.

Figure 3.9 An example of constituency parse tree for the first sentence in figure 3.8. The
image is created using Berkely Neural Constituency Parser, available online here.
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Parsing the constituency parse tree would yield noun phrases (NP) and verb phrases

(VP) that are potential key-phrases reflecting on the topics of user’s focus. “people who

abandon me”, “hopelessness”, “feelings of betrayal” are some examples of NPs and VPs

that are very similar to phrases identified by the annotators while annotating the post. After

identification of the phrases, the next task is to check their similarity with the concepts in

the knowledge source. Let us consider that we have two sources of knowledge: Lexicon

(L) and Definitions (D) suitable to capture cues that describe suicide risk severity of an

individual and the individual makes P posts, where an ith post is represented as pi. Then the

method of identifying concept phrases using a lexicon (L) can be formulated as follows:

Concept PhrasesL(pi) =

{ cos(NPpi,L) }, NPpi,V Ppi ∈ constituency parse(pi)

∪

{ cos(V Ppi,L) }, NP: Noun Phrase, VP: Verb Phrase, pi ∈ P

∪

{ NPpi ∩ {w0,w1,w2, ...wn}∈L }

∪

{ V Ppi ∩ {w0,w1,w2, ...wn}∈L }

cos(NPpi,L) = for np ∈ NPpi and w ∈ L, if cos(n⃗p, w⃗)> δ

cos(V Ppi,L) = for vp ∈V Ppi and w ∈ L, if cos(v⃗p, w⃗)> δ

Similarly, the method for identifying concept phrases using definitions (D) of concept

classes can be formulated as following:
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Concept PhrasesD(pi) =

{ cos(NPpi, D⃗) }, NPpi,V Ppi ∈ constituency parse(pi)

∪

{ cos(V Ppi, D⃗) }, NP: Noun Phrase, VP: Verb Phrase, pi ∈ P

∪

{ NPpi ∩ {w0,w1,w2, ...wn}∈D }

∪

{ V Ppi ∩ {w0,w1,w2, ...wn}∈D }

cos(NPpi, D⃗) = for np ∈ NPpi if cos(n⃗p, D⃗)> δ

cos(V Ppi, D⃗) = for vp ∈V Ppi if cos(v⃗p, D⃗)> δ

An intersection of Concept PhrasesL(pi) and Concept PhrasesD(pi) is the total set of

concept phrases in a post pi. This process is to be followed across all the posts P made by

users, and it would result in a dataset with a set of identified concept phrases along with

other tokens in the input texts. The utility of concept phrases is in preserving the con-

text. Since embeddings are prone to lose semantics because of their distributional nature,

concept phrases would retain semantics. Two ways in which we can create embeddings

of concept phrases are: (a) Using pre-trained or fine-tuned sequential language models,

they would create representations (e.g., BERT) by iterating over the concept phrases in

either uni-directional (e.g., Recurrent Neural Networks, Long Short Term Memory) or bi-

directional (e.g., Bi-LSTM, BERT) ways, and (b) Using word embedding models, that

provides embeddings of individual words within a concept phrase and then we concate-

nate the embeddings and pass it through a dimensionality reduction method (e.g., Singular

Value Decomposition, T-SNE) to match the dimensions of the AI model tasked for classi-

fication [73] [134] [135].

After creating the representations of the concept phrases, the representation of other

tokens in the text are created using word embedding models. Final representation of the
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input is through concatenation of token embeddings and concept phrase embeddings, and

reducing it using dimensionality reduction. Denoising and simplifying vector space are the

two main reasons for dimensionality reduction. Further, the size of the vector influences

model structure, which means a lower size vector would require a simpler model and would

have a low degree of freedom. This would also prevent the model from overfitting, a

common phenomenon in ML/DL. Nguyen et al. provide some essential tips for selecting

the dimensionality reduction method [136].

Figure 3.10 The transformed input text is the input to the CNN model that learns by com-
puting semantic embedding loss (Lse). This loss is defined because the concept classes
have a representation form as vectors. v⃗SIn represents the vectorized form of the definition
and concepts that describe suicide indication. Likewise, v⃗SId, v⃗SB,and⃗vSA represents the
vectorized form of the suicide ideation, suicide behavior, and suicide attempt, respectively.
Lse compute the Euclidean distance between the representation of the input text and vec-
torized form of the concept classes. The output shows that by identifying concept phrases,
the model learns their combined representation, resulting in an increase in their importance
scores.

This forms the method to create numerical representation of the transformed input text

in shown in figure 3.10. With this approach, an AI model would not tokenize the concept

phrase rather consider them together, thus maintaining semantics. Now, we need to infuse

knowledge into the AI model which would responsible of classifying the suicide risk sever-

ity of an individual. As you can see in Table 3.3, simply transforming the input yield sat-
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Table 3.3 Shallow infusion improves recall when the model is tasked to predict suicide
risk severity of a user. In such scenario Recall is the judge of model’s performance as high
false negatives would result in wrong care plan for a patient with high-levels of suicide risk
tendencies.

Model Method Recall

SVM with Linear Kernel - 53%
CNN - 57%

CNN [132] Gambler Loss 62%
CNN [37] Concept Phrases 74%

CNN [106] Concept Phrases + Semantic Embedding Loss 84%

isfactory improvement over the baselines. However, significant boost was achieved when

we performed shallow infusion of knowledge by introducing a new loss function, termed

as, semantic embedding loss, which computes difference between the representation gener-

ated by the AI model at the outermost layer and different representations of concept classes

created using embedding models. This can be formulated as follows:

Lse = min
j
||⃗ho− v⃗ j||2

where h⃗o is the outermost representation of the AI model and v⃗ j is the jth label among {⃗vSIn,

v⃗SId, v⃗SB,and v⃗SA}. The results in the table 3.3 is recorded using ConceptNet (vocabulary=

417193, dimension= 300), a multi-lingual knowledge graph created from expert sources,

crowd-sourcing, DBpedia, vocabulary derived from Word2Vec, and GLoVE. The recall

score reported in the table 3.3 is computed in the following way:

FP =
∑

NT
i=1 I(r′i > ro

i )

NT
, FN =

∑
NT
i=1 I(ro

i > r′i)
NT

where ∆(ro
i ,r
′
i) is the difference between ro

i and r′i. r′i and ro
i are the predicted and actual

response for ith test sample.

Longitudinal and Cumulative Study of Suicide Risk: By introducing concept classes

and its infusion into AI model, the approach opens-up avenues for wider applications of AI

in suicide risk severity. Prediction of a suicide risk severity level is not always cumulative
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Table 3.4 Example posts from a user ordered by timestamp (TS) and prediction from
LSTM with semantic embedding loss. These examples illustrates the longitudinal effi-
ciency brought into statistical LSTMs through shallow infusion.

Post 1 (TS 1): “Homie, . . . Im 27 yo, . . . the job is underpaying - 700 euros per month. . .
too afraid to search for a new job. . . . fuck me, I guess? . . . had these thoughts of suicide
and these fears to take charge of my life from like the end of a high school. 10 years same
feelings of dread, same thoughts of killing myself.”
Predicted Suicide Risk Severity: Suicide Ideation
Post 2 (TS 2): “One day . . . . sudden realization . . . I gonna gather determination . . . roll
over the bridge. And my parents, or have a nice heart attack! feel trapped. . . . nothing
gonna change. You will end up just like me. I will roll over the bridge”
Predicted Suicide Risk Severity: Suicide Behavior
Post 3 (TS 3): “No wife, no house, no car, no decent job. Every single day . . . hating
myself at work . . . . Im going to kill myself today or tomorrow. Probably . . . middle of
next week, but the chances are . . . going to sleep forever”
Predicted Suicide Risk Severity: Suicide Behavior
Post 4 (TS 4): “I dont even go to the exams. . . I might pass those exams. . . will not
graduate. . . . playing some kind of a Illness joke . . . my poor family.”
Predicted Suicide Risk Severity: uninformative
User-level Predicted Suicide Risk Severity: Suicide Ideation

of the posts made by a user, but also longitudinal. In the absence of concept classes, it is

hard to capture whether the post made by a user is informative for predicting suicide risk

severity or should be perform a cumulative prediction using the entire posts of the user

or consider it length-wise and time-wise. Table 3.4 illustrates time-variant prediction of

the AI model with semantic embedding loss, adapted to support temporal learning using

long short term memory (LSTM) networks [106]. The italicized text are phrases which

contributed to the representation of each post. These phrases had similarity to the concepts

suicide risk severity lexicon [37]. Likewise, table 3.5 shows the predictions of CNN model

with semantic embedding loss by cumulatively learning over the user’s post.

Through concept classes we were able to explore time-variant (TvarM) and time-invariant

(TinvM) nature of suicide risk. Which happens to be a case in real-world, when a patient

diagnosed with a suicide risk level, after months of treatment, commits suicide. A known

reasons is associated with patient’s abrupt discontinuity from clinician meetings because

patient is either switch clinicians or conceal truth regarding suicide risk-related develop-
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Table 3.5 Example posts from a user(ui) and prediction from TinvM. The italicized text
are phrases which contributed to the representation of the post. These phrases had similarity
to the concepts in medical knowledge bases

User Post: “Homie, . . . Im 27 yo, . . . the job is underpaying - 700 euros per
month. . . too afraid to search for a new job. . . . fuck me, I guess? . . . had
these thoughts of suicide and these fears to take charge of my life from like the
end of a high school. 10 years same feelings of dread, same thoughts of killing
myself.” “One day . . . . sudden realization . . . I gonna gather determination . . .
roll over the bridge. And my parents, or have a nice heart attack! feel trapped.
. . . nothing gonna change. You will end up just like me, roll over the bridge”
“No wife, no house, no car, no decent job. Every single day . . . hating myself
at work . . . . Im going to kill myself today or tomorrow. Probably . . . middle
of next week, but the chances are . . . going to sleep forever”. “I dont even
go to the exams. . . I might pass those exams. . . will not graduate. . . . playing
some kind of a Illness joke . . . my poor family.”
User-level Predicted Suicide Risk Severity: Suicide Behavior

ments between two different suicide risk levels. With the use of concept classes we were

able to suicide risk, passively, in longitudinal and cumulative way.

Edge Cases - Supportive Users: Since we are using social media posts, one unforseen

challenge is the context overlap between users who are actually showing suicidal tenden-

cies and the users who are sharing their past experiences. The later category of users is

what we call “supportive user” and considering them as another concept class (e.g. no risk)

can minimize the chances of false positives or false negatives. This can be seen by the

reduction in perceived risk measure shown in Figure 3.13. In the following, we enumerate

the key takeaways from the ROC plots created for each concept class, as shown in Figure

3.11. Qualitative inspection of the AI model with semantic embedding loss can be seen in

Table 3.6.

1. The TinvM model identified 25% more suicide attempters compared to TvarM. Too

few oscillations in suicide risk severity cause TinvM to be less vulnerable to false

positives than TvarM. The solid lines in ROC curves in figure 3.11 shows a significant

improvement in recall for TinvM (40% TPR (True Positive Rate) at 20% FPR (False
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Figure 3.11 The ROC plots show the capability of either approach in detecting users
with different levels of suicide risk severity based on their behavior over time on the SW
subreddit. We notice that TvarM (right) effectively detects supportive and ideation users.
TinvM (left) is capable of detecting behavior and attempts users. We also record that a
hybrid of TinvM and TvarM is required for detecting users with suicidal behaviors.

Positive Rate)) compared to TinvM. On the weak side, the TinvM showed a modest

performance compared to a random and simple model due to difficulty separating

supportive users from suicide attempters, which accounts for many false negatives.

2. One level less in suicide risk severity, the suicidal behavior users also did not show

a significant change in suicide-related words (e.g. ‘loaded gun,’ ‘alcoholic parents’,

‘slow poisoning,’ ‘scars of abuse’, etc.) causing TinvM model to identify 12.5%

more users compared to TvarM. Further, TinvM predicted 20% of suicidal behavior

users as supportive compared to 42% by TinvM, making it time-sensitive modeling

susceptible to ignoring care for the user with severe mental illness.

3. In contrast to users with suicide behaviors and attempt tendency, users with ideations

show high oscillations in suicidal signals, making TvarM capable of correctly captur-

ing 65% of the users, while 20% of the users were predicted with high severity levels.

The false positives are due to overlap in content with behavior and attempt users be-
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cause users with ideation explain behavior signs in the future tense. For example, in

the following sentence, “For not able to make anything right, getting abused, I would

buy a gun and burn my brain,” the user used a future tense to describe his ideations,

developing a reasonable probability for false positives. A significant improvement of

26% in AUC for TvarM shows the low sensitivity and high specificity compared to

TinvM.

4. Supportive users on Reddit account for the high false positives in the prediction of

suicide assessment because of the substantial overlap in the content with users having

ideation, behavior, and attempts. The time-variant methodology discreetly identifies

semantic and linguistic markers which separate supportive users from users with

a high risk of suicide. The use of past tense, words like "experience," "sharing,"

"explain," "been there," "help you," and subordinate conjunctions were consistent in

temporal learning; however, their importance is overridden by suicide-related words

in TinvM, leading to high false positives. From ROC curves in figure 3.11, TvarM

is more specific than and less sensitive than TinvM with 20% improvement in AUC

and TPR = 1.0 at FPR=0.38 compared to TPR=1.0 at FPR=0.6.

3.3.2 DESCRIPTION OF EXPLAINABLE DATA

For the purpose of annotation, we randomly picked 500 users from a set of 2181 potential

suicidal users. In the annotated data, each user on an average has 31.5 posts within the time

frame of 2005 to 2016. The Dataset is publicly available here.

The annotated data comprises of 22% supportive users, 20% users with some suicidal

indication but cannot be classified as suicidal, 34% users with suicidal ideation, 15% users

with suicidal behaviors, and 9% users have made an attempt (success or fail) to commit

suicide. Supportive users constitutes 1/5th of the total data size and prior studies have

ignored them.
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Table 3.6 Qualitative comparison of TinvM and TvarM models representative posts from
users who are either supportive or showing signs of suicide ideations, behaviors or attempt.
Pred.: Predictions, SW: r/SuicideWatch

TinvM
Pred.

TvarM
Pred.

SW Reddit Post or Comments

True Label: Support

Ideation
Support “Of many experiences of paranoia, anxiety, guilt, forcing me

to jump into a death pithole,.... I realized how worthy I m of
many things . . . would be giving you my experience on this
subreddit”

Support “I was a loner, facing increase strokes of anxiety and paranoia,
that I went on driving myself into a pithole. I was missing
one person who I cared the most . . . . I feel tired and careless
towards anything. . . Guilt of not saving her”

True Label: Behavior

Behavior
Behavior “Please listen, I doubt myself and think committing suicide

to escape my situation. Patience, I heard countless times but
dying is still a bold decision for me.”

Attempt “This may be my last appearance. A thoughtful attempt to
take my life is what I left with. I have ordered the materials
required for my Suicide this evening. I also have a backup
supplier in case my primary source sees through my lies and
refuses sale.”

True Label: Ideation

Behavior
Ideation “Thank you. I actually am not on any medication. I was on

Zyprexa and then Seroquel for quite a while but stopped taking
the anti-psychotics about a year ago.”

Ideation “Anyway, Ive been thinking about seeing my shrink for a
while. Maybe get back on the anti-depressants or something.
Thank you though for the thoughtful post. It actually means a
lot to me since I dont have many friends”

True Label: Attempt

Attempt
Ideation “My dad asked to step out of the house. I feared the ugly look

and how disgusting I am looking. I tried therapy, talked to
strangers. Everday is a torture for me. I like crafts but feel
lack of energy in my self”

Ideation “Dark overwhelming sadness and hyperactive behavior is
what describes me. I am trying to live my time to see if some-
thing changes for me”
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Figure 3.12 Distribution of 500 annotated users in different mental health subreddits.
ADD: Addiction, DPR: Depression, SLF: Self Harm, BPD: Borderline Personality Disor-
der, BPL: Bipolar Disorder, SCZ: Schizophrenia, and ANX: Anxiety

Table 3.7 shows posts from redditors and their associated suicide risk severity level. To

identify which mental health subreddits (except SW) contributed most to suicidality, we

mapped potential suicidal Redditors to their subreddits (see Figure 3.12).

EVALUATION OF ANNOTATION

Four practicing clinical psychiatrists were involved in the annotation process. Each expert

received 500 users dataset comprising of 15755 posts. We perform two annotation analysis

defined for ordinal labels: (1) A pair-wise annotator agreement using Krippendorff metric

(α) to identify the annotator with highest agreement with others, (2) An incremental group

wise annotator agreement to find the robustness of the earlier annotator [137]. For group

wise agreement, we denote a set of annotators as G with cardinality (|G|) range from 2 to

4. α is calculated as 1− (
Do(A j,S)

De
) , where Do(A j,S) is observed disagreement and De is
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Table 3.7 Paraphrased posts from candidate suicidal redditors and associated suicide risk
severity level.SU: Supportive users or no-risk users.

Always time for you to write your happy ending .... doesnt need to be spelled out
with alcohol and Xanax.... keep an open mind

SU

Ive never really had a regular sleep schedule....no energy to hold a conversation....no
focus on study....barely eat and sleep....fluffy puppy dog face

IN

Sometimes I literally cant bear to move....my depression....since I was 14....suffer-
ing rest of my life....only Death is reserved for me.

ID

Driving a sharp thing over my nerve. Extreme depression and loneliness.... worth-
less excuse for a life....used everything from wiring to knife blades

BR

I am going to off myself today...loaded gun to my head..determined....huge disap-
pointment....screwed family life....breaks my heart everyday.

AT

expected disagreement. The pairwise annotator agreement is a subset of group-wise and

we formally define it as:

Do(A j,S) =
1

N.|S|

N

∑
i=1

∑
m∈S
|Ai

j−Si
m|2,S⊂ G\{A j} (3.1)

De =
2

N · |G|(|G|−1)

N

∑
i=1

∑
m,q∈G,m ̸=q

|Gi
m−Gi

q|2 (3.2)

where A j is the annotator having highest agreement in pairwise α . S is the subset of a

group of annotators G that excludes A j. Gi
m and Gi

q represents the two annotators m and

q within the group Gi. i is the index over all the users in the dataset. Results of pairwise

and group wise annotators agreement is in Table 3.8. We observe a substantial agreement

between the annotators4.

Extension of the dataset to study longitudinal and transverse Suicide Risk: To as-

sess which of the suicide risk levels are time-variant and which are time-invariant, we

utilize the aforementioned dataset of 500 Reddit users. The created dataset allows Time-

invariant suicide risk assessement of an individual on Reddit, ignoring time-based ordering

4http://homepages.inf.ed.ac.uk/jeanc/maptask-coding-html/node23.html
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Table 3.8 (left). Pairwise annotator agreement, (right). Group wise annotator agreement.
A, B, C,and D are annotators. Agreement scores are for Time-invariant modeling of suicide
risk severity dataset.

B C D

A 0.79 0.73 0.68
B - 0.68 0.61
C - - 0.65

B B&C B&C&D

A 0.79 0.70 0.69

of posts. For Time-Variant suicide risk assessment, the posts needed to be ordered with

respect to time and be independently annotated. Following the annotation process high-

lighted in Gaur et al. [37] using modified C-SSRS labeling scheme, post-level annotation

was performed by the same four psychiatrists with an inter-rater agreement of 0.88 (Table

3.9a) and a group-wise agreement of 0.76 (Table 3.9b). The annotated dataset of 448 users

comprises 1170 supportive (throwaway account: 421, Non-throwaway account: 437) and

uninformative(throwaway account: 115, Non-throwaway account: 197) posts. For throw-

away accounts, the dataset had 37 supportive users (S), 63 users with suicide ideation (I),

23 users with suicide behavior (B), and 17 users had past experience with suicide attempt

(A). User distribution within non-throwaway accounts is as follows: 85 S users, 115 I users,

76 B users, and 33 A users.

Table 3.9 Inter-rater reliability agreement using Krippendorff metric. A,B,C,and D are
mental healthcare providers as annotators. The annotations provided by MHP “B” showed
the highest pairwise agreement and were used to measure incremental groupwise agree-
ment for the robustness in the annotation task. Agreement scores are for Time-variant
modeling of suicide-risk severity dataset.

B C D

A 0.82 0.79 0.80
B - 0.85 0.88
C - - 0.83

(a) Pairwise reliability agreement

A A&C A&C&D

B 0.82 0.78 0.76

(b) Groupwise reliability agreement
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3.3.3 EXPLAINABILITY AS A METRIC: PERCEIVED RISK MEASURE (PRM)

It is defined to better characterize the difficulty in classifying a data item while developing

a robust classifier in the face of difficult to unambiguously annotate datasets . It captures

the intuition that if a data item is difficult for human annotators to classify unambiguously,

it is unreasonable to expect a machine algorithm to do it well, or in other words, misclas-

sifications will receive reduced penalty. On the other hand, if the human annotators are in

strong agreement about a classification of a data item, then we would increase the penalty

for any misclassification. This measure captures the biases in the data using disagreement

among annotators. Based on this intuition, we define PRM as the ratio of disagreement

between the predicted and actual outcomes summed over disagreements between the an-

notators multiplied by a reduction factor that reduces the penalty if the prediction matches

any other annotator. We formally define it as;

PRM =
1

NT

NT

∑
i=1

(
1+∆(r′i,r

o
i )

1+∑m,q∈Gi,m̸=q ∆(Gi
m,Gi

q)
· ∑m∈Gi I(r′i = Gi

m)

|Gi|

)
(3.3)

Where the denominator is the disagreement between Gi
m and Gi

q annotators summed

over all annotators in a group Gi. ∑m∈G I(r′i=Gi
m)

|Gi| is the risk reducing factor calculated as

the ratio of agreement of prediction with any of the annotators over the total number of

annotators. In cases where r′ disagrees with all the annotators in G, the risk reducing factor

is set to 1.

Influence of Concept Classes on PRM: On analyzing models’ behavior using PRM,

figure 3.13 illustrates that concept phrases showed a reduction of 11.4% from SVM-Linear

(the baseline) to SVM-Linear working on data with concept phrases. The CNN model

provides an opportunity to learn through a new semantic embedding loss method, which

reduces the uncertainty in classification. It is noticeable in figure 3.13 that CNN working

on the transformed dataset with concept phrases benefits further if the model learns with

semantic embedding loss wherein the predicted outcome is compared with concept classes
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CNN+SE+CP+SL (14%)

CNN+SE+CP (16%)

CNN+CP (37%)

SVM-Linear+CP+SL (47%)

SVM-Linear+CP (54%)

SVM-Linear (61%)

Figure 3.13 Results showing reduction in Perceived Risk Measure through an ablation of
Concept Phrase (CP), Supportive Label (SL), and Semantic Embedding Loss (SE).

(↓ 57%). Suppose we extend the set of concept classes by modeling users who show

supportive behavior online, and characterize it with keywords similar to the ones shown

in table 3.2. In that case, the model better distinguishes between suicide risk classes and

no risk class. This results in further minimizing risk (↓ 13% from SVM-Linear+CP to

SVM-Linear+CP+SL; ↓ 12.5% from CNN+SE+CP to CNN+SE+CP+SL).

3.3.4 SUMMARY

We presented the notion of concept classes as one of the many methods of shallow knowl-

edge infusion to abridge the gap between observational input and expected output. This

chapter mainly uses external knowledge to make AI context-sensitive and user-level ex-

plainable in high consequence applications. Specifically, we show how the suicide severity

lexicon can transform the observational data and outcome labels, so that model’s learning

behavior can be gauged for uncertainty and context sensitivity. We introduce a perceived

risk measure metric to quantify uncertainty in the presence of annotators’ agreements and

disagreements among themselves and with the model’s outcome over a data sample. There

are certain limitations of Shallow Infusion:

Model Interpretability: The approaches described in this chapter are large concerns with

explainable data creation and semantic labels so that model’s learning can be grounded
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Figure 3.14 The transient posting of potential suicidal users in other subreddits, requires
careful consideration to appropriately predict their suicidality. Hence, we analyze their
content by harnessing their network and bringing their content if it overlaps with other
users within r/SuicideWatch (SW). We found, Stop Self Harm (SSH) > Self Harm (SLH)
> Bipolar (BPR) > Borderline Personality Disorder (BPD) > Schizophrenia (SCZ) >
Depression (DPR) > Addiction (ADD) > Anxiety (ANX) to be most active subreddits for
suicidal users. After aggregating their content, we perform MedNorm using Lexicons to
generate clinically abstracted content for effective assessment.

in the domain. We haven’t inspected the internal mechanics of the model and meth-

ods for knowledge infusion.

Domain Specific: Approaches under shallow knowledge infusion, which are essentially

embedding-based, are highly domain specific or task-specific. Thus, their transfer-

ability is a challenge because of the rigid parametric knowledge learned by the model.

Further, the concept classes required to make the model explainable and adaptive in

a domain can hurt transferability across multiple domains. It is because not all do-

mains have concept classes.

Modeling Uncertainty: We discussed perceived risk measure as a metric to assess uncer-

tainty in predictions; however, we did not enforce "uncertainty handling” within the

model’s learning behavior. We also touched upon the gambler’s loss function as a

method to model uncertainty, but its statistical nature removes many samples [132].

Thus we need an approach at the intersection of semantic and statistical.
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Cost and User-explainability trade-off: There is a trade-off between the cost involved in

creating explainable data and the need for user-level explainability in the application.

Recent datasets have spent thousands of dollars on annotation, but still model shows a

vast gap between its prediction and human-level performance. So, to employ shallow

infusion methods, the trade-off requires a nudge.

For clarity, we restricted the application of shallow infusion to mental health, particu-

larly suicide risk classification. Figure 3.14, shows an architecture to scale the explainable

data creation approach described in this chapter using a wide-variety of domain-specific

knowledge sources. Shallow knowledge infusion is applicable in various other applica-

tions, such as sub-event detection in dynamic tweet streams [24], asking better follow-up

questions in mental health5, explainable clustering to study patient’s discourse in social me-

dia and clinical notes [55], infusing cognitive theories [138], crisis informatics [139],and

others. In the next chapter, we will focus on model interpretability and keep the model

capable of preserving context and sensible towards preventing unsafe prediction or natural

language generation.

5https://tinyurl.com/IIIT-AIISC-PRIMATE
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CHAPTER 4

SEMI-DEEP INFUSION

Compared to Shallow Infusion, Semi-Deep Infusion concerns with opening the black-

box of AI system using knowledge sources. This chapter will provide a detailed ground-

ing of model interpretability highlighting the state of the art methods that promises inter-

pretable AI, the limitations of these methods, and how knowledge infusion in AI can help

make model interpretable without sacrificing uncertainty handling, context sensitivity, and

user-level explainability.

Significance

Semi-Deep infusion retains the representational richness of knowledge representa-

tion and allows use of a variety of knowledge in the infusion process. It develops

strategies to augment knowledge representation with latent representations to make

statistical model interpretable. It also introduce methods wherein the model learns

to balance between knowledge and data.

We will discuss two specific application areas: (a) Classification of mental health con-

ditions of users on Reddit using Diagnostic Statistical Manual for Mental Health Disorders.

This would expand on the concept classes discussed in Chapter 3. There is prior research

on the extraction of mental health-related information, including symptoms, diagnosis, and

treatments from social media; however, our approach can additionally provide actionable

information to clinicians about the mental health of a patient in diagnostic terms for web-

based intervention. (b) Conceptual flow-based question generation for conversational in-

formation seeking (CIS) using knowledge graphs as source of meta-information. CIS is
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a relatively new research area within conversational AI that attempts to seek information

from end-users in order to understand and satisfy users’ needs. If realized, such a system

has far-reaching benefits in the real world; for example, a CIS system can assist clinicians

in pre-screening or triaging patients in healthcare. A key open sub-problem in CIS that

remains unaddressed in the literature is generating Information Seeking Questions (ISQs)

based on a short initial query from the enduser having an ill-defined context. To address

this open problem, we propose a novel approach for generating ISQs from just a short user

query, given a large text corpus relevant to the user query.

Figure 4.1 (A) & (B): An illustration of self-attention matrices computed in current
attention-based transformer models and autoencoders. (C) The cross-attention matrix is
what we desire and seek to achieve using autoencoders. We mainly use autoencoders
as they are proven to be good representation generators and modulators. Credit: Image
adapted from a Presentation

4.1 BENEFITS OF Semi-Deep Infusion

The methods concerns with innovation in loss functions and optimization functions for

knowledge infusion.

Optimization Function: DL model learns by computing correlation between words or

sentences which is analogous to self-attention matrices [140]. This chapter is inter-

ested in leveraging self-attention to learn a cross-correlation matrix between input

words or sentences and concept classes in a knowledge source (KS). The matrix in

figure 4.1(c) is the target matrix we want the model to learn. The intuition behind this
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is to achieve interpretability in the model. One can use the matrix, visualize it using

T-SNE [12] or can study the mapping scores to confirm whether the model was able

to align words/sentences in the input with correct concept classes. From Chapter 3,

concept classes give an understandable representation of the domain (e.g., the mental

health domain’s concept classes are disorders mentioned in DSM-5), and mapping of

independent words/sentences in the input allows us to judge model’s interpretation

of the input. We will discuss a Semantic Encoding and Decoding-based optimization

scheme that will enable the model to generate contextual feature vectors irrespective

of the domain, as long as KS supports the scheme. Additionally, this process enables

zero-shot learning using KS [10].

Constraints-based Loss Function: Such loss functions became important from the task

of summarization in natural language processing. The constraints are placed to

pick a sentence of desired characteristics for summary generation. Integer linear

programming, inductive logic programming, planning, and others are areas where

constraints-based loss functions have proved to be useful. In this chapter, we will

describe a novel use-case of constraints-based loss function, which is to enforce a

logical order and maintain semantic relations in a conversational agent tasked to full

fill information needs of a user by asking information seeking questions in a concep-

tual flow. We will see how such a loss function in conjunction with KGs can improve

the generation quality of a conversational agent and be safe when use in sensitive

areas, like mental healthcare.

Model Interpretability: Figure 4.2 illustrate the complete pipeline of semi-deep infusion

in achieving interpretability. The top-left part of the figure describe the working of

a traditional ML/DL model who ends up giving a wrong prediction because it fails

to capture contextual cues responsible for correct prediction. If we attempt to reason

over the model, we won’t be able to make meaningful inferencing because of the sta-
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Figure 4.2 An overall pipeline illustrating the benefit of Semi-Deep Infusion in mak-
ing ML/DL explainable and interpretable.

tistical feature vectors that provide inaccurate representation of real-world. However,

if we enforce transformation of the input text using concepts (or concept classes) in

KG within the model’s functional part (optimization function, loss function, or acti-

vation function), then we achieve model interpretability. It is because the resultant

feature vector would be dominated by the phrases that mapped to a set of concepts

(or concept classes) in KGs with high scores It can be visualized as a heat-map shown

in figure 4.1(c). This process yield two benefits: (a) reduction in mis-classification

because the feature space is less varied and contextual, and (b) the reasoning over the

model is possible.

User-level Explainability: A semi-deep knowledge infused model provide user-level ex-

plainability querying the KG using the concept (or concept class) and the word or

phrase in the input having a maximum correlation with the concept (or concept class).

For example, it can be seen in Figure 4.2 (bottom-right), which illustrates the multi-

hop traversal in a KG using words or phrases identified as important by a semi-deep

knowledge infused model. An additional benefit from multi-hop or single-hop traver-
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sal is retrieving information that might overlap or inform the target label the model is

supposed to predict. As a result, through user-level explainability, one can associate

the traversed part of KG with the target label to measure the correctness of the model.

Context Sensitivity: A semi-deep knowledge infused model is context-sensitive. It se-

mantically annotates the input context while learning using a cross-correlation ma-

trix between words/sentences in input and concept (or concept class) in KG. It can

be defined as either identifying concept phrases or substituting them with abstract

concepts/categories. For instance, in bottom-left section of the figure 4.2, the words

“bisexuality” and “relationship” are substituted with Health-related behavior. Such

implicit transformation1 of input text makes the model context-sensitive.

4.2 Semi-Deep Infusion

We define the second category of knowledge infusion, i.e., Semi-Deep Infusion as a

paradigm that gauges the learning of a deep net and resolves the impedance mismatch by

adding structural (e.g., dependency relations between words in a sentence) or symbolic

(attention probability or constraints satisfaction) knowledge. Such an approach has been

effective in a task-specific problem where the model is unable to learn complex representa-

tive features from the text. We categorize different perspectives of Semi-Deep Infusion

of knowledge in the deep neural networks outlined for various natural language process-

ing/understanding tasks (e.g. event detection, user classification, relationship extraction,

reading comprehension, etc.) (see Table 4.1).

Teacher Forcing: In a deep learning framework comprising of an autoencoder, the ca-

pability of a decoder is enhanced through teacher forcing. In this procedure, the

target labels (non-binary rather structured sentences) are fed word by word while

training the decoder part of the autoencoder. The encoder provides the vectorized

1it was explicit in shallow infusion
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Table 4.1 Existing methods and approach that are classified based on whether they pro-
vide user-level explainable and knowledge-based interpretability. DLMs: Deep Language
Models.

Method Approach Explainability Knowledge-
based Inter-
pretability

Fine-tuning [74] Any DLMs User-Ex (✗), Sys-Ex (✓) ✗
Teacher Forcing [141] Any DLMs User-Ex (✗), Sys-Ex (✓) ✗
Professor Forcing [142] Any DLMs User-Ex (✗), Sys-Ex (✓) ✗

LSTMs KG-LSTMs [143] User-Ex (✗), Sys-Ex (✓) ✓
KB-LSTMs [144] User-Ex (✗), Sys-Ex (✓) ✓

GANs KG-GANs [145] User-Ex (✗), Sys-Ex (✗) ✓

Attention

Self-Attention [146] [147] User-Ex (✗), Sys-Ex (✓) ✓
KG-Guided Attention [148] User-Ex (✗), Sys-Ex (✓) ✓
CAGE [149] User-Ex (✗), Sys-Ex (✓) ✗
ERNIE v1.0 [150] User-Ex (✗), Sys-Ex (✓) ✗
ERNIE v2.0 [151] User-Ex (✗), Sys-Ex (✓) ✗
ERNIE v3.0 [152] User-Ex (✗), Sys-Ex (✓) ✗
Human Parity [153] User-Ex (✓), Sys-Ex (✓) ✗
K-BERT [83] User-Ex (✗), Sys-Ex (✓) ✗
K-Adapter [154] User-Ex (✗), Sys-Ex (✓) ✗
SenseBERT [155] User-Ex (✗), Sys-Ex (✓) ✗
KI-BERT [9] User-Ex (✗), Sys-Ex (✓) ✗

Integrated Gradients [156] - User-Ex (✗), Sys-Ex (✓) ✗
Integrated Hessians [157] - User-Ex (✗), Sys-Ex (✓) ✗
Autoencoders Semantic Encoding and De-

coding [10]
User-Ex (✓), Sys-Ex (✓) ✓

Reinforcement Learning Deep Reinforcement Learn-
ing Methods with GLUE-
based Rewards [118]

User-Ex (✗), Sys-Ex (✓) ✗

Multi-relational Reinforce-
ment Learning

Relational Functional Policy
Gradient Methods [77]

User-Ex (✓), Sys-Ex (✓) ✓

Reinforcement

Combining Search with
Value Iteration, Policy
Gradient, and Monte-Carlo
Tree Search [112]

User-Ex (✗), Sys-Ex (✓) ✓

Search and Learning ISEEQ [31] User-Ex (✓), Sys-Ex (✓) ✓
AlphaGo [158] User-Ex (✗), Sys-Ex(✓) ✗
PKiL [17] User-Ex (✓), Sys-Ex (✓) ✓

representation of the input on which the decoder tries to learn. The procedure was

first discussed by Williams et al. and has shown improvement in machine transla-

tion, entity extraction, and negation detection tasks [141] [142]. Understanding the

procedure of teacher force, we identified two critical issues: (1) the representation

provided by the encoder is not gauged in the teacher forcing method, and (2) the

model memorizes the input patterns and is challenging to perform transfer learning
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with the trained model. A teacher forced model can learn the correct representation

of the input through following methods:

• Redundancy: In this learning process, the model is monitored for information

loss through backpropagation and is replenished through replicating the input

to the layers. Methods like skip connections or highway connections follow

such a method [159].

• Curriculum Learning: A variation of forced learning is to introduce outputs

generated from prior time steps during training to encourage the model to cor-

rect its own mistakes [160].

In the teacher forcing paradigm, during inference, the conditioning context may di-

verge during training when ground truth labels are given as input. As the encoder

acts as a generator and the decoder behaves like a discriminator, their independent

functioning affects model performance. Further, incorporating knowledge is on the

decoder side, independent of the encoder. Hence, it is challenging to quantify the loss

of information incurred on the encoder side. Our proposed approach on Deep Infu-

sion regulates (1) where in a model, the latent weights are wrongly enforced and (2)

How to adjust the weights leveraging external human-curated graphical knowledge

sources.

Neural Attention Models (NAMs): Attention models highlight important features for pat-

tern recognition/classification based on a hierarchical architecture of the content. The

manipulation of attentional focus effectively solves real-world problems involving

massive data [161]. On the other hand, some applications demonstrate the limitation

of attentional manipulation in a set of problems such as sentiment (mis)classification

and suicide risk [37], where feature presence is inherently ambiguous, just as in

the radicalization problem. For example, in the suicide risk prediction task, refer-

ences to the suicide-related terminology appear in the social media posts of both
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victims and supportive listeners, and the existing NAMs fail to capture semantic re-

lations between terms to help differentiate the suicidal from a supportive user. To

overcome such limitations in a sentiment classification task [162], have augmented

sentiment scores in the feature set for enhancing the learned representation and mod-

ified the loss function to respond to the values of the sentiment score during learning.

However, Sheth et al. have pointed out the importance of using domain-specific

knowledge, especially in cases where the problem is complex [13]. In an empiri-

cal study, Bian et al. showed the effectiveness of combining richer semantics from

domain knowledge with morphological and syntactic knowledge in the text by mod-

eling knowledge assistance as an auxiliary task that regularizes learning of the main

objective in a deep neural network [163].

Professor Forcing and Learnable Knowledge Constraints: Professor forcing forms an

architecture where the encoder (generator) competes with the decoder (discrimina-

tor) in improving the outcome, thus forming an Adversarial Network. Further, the

improvement in the learning occurs by acting as a posterior regularizer and allowing

the possibility of including rich structured domain knowledge. However, if knowl-

edge constraints need to be infused in professor forcing, they need to be done apriori

and not iteratively while learning. A recent study from Hu et al. focuses on infus-

ing the knowledge as constraints in such an adversarial network by optimizing the

Kullback-Leibler (KL) divergence [164]. However, the knowledge gathered for in-

fusion is part of the dataset and does not exploit a human-curated Knowledge Graph.

The study does relate to our objective by monitoring KL divergence. However, it

does not provide an appropriate method for adding the relevant knowledge quantified

from the KL score. However, in our Deep Infusion paradigm [?], we aim to define

the quantification and inclusion of relevant knowledge to deep models to minimize

the learning time and false alarm rate.
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Graph Neural Network: Graph Neural Network is a type of neural network which di-

rectly operates on the graph structure [165]. A typical application of GNN is node

classification. Essentially, every node in the graph is associated with a label, and

we want to predict the nodes’ label without ground-truth. In this process, the model

generates an importance score for each node, and the connection weights form the

weights of the relationship between the nodes. Marino et al. utilize knowledge

graphs for multi-label classification of images using a KG [166]. In this and a simi-

lar study by Wang et al., the GNN framework can be seen as leveraging the structural

property of the KG and quantifying itself using the input data [167]. However, the

framework is restricted to the labels in the input dataset and their inter-relationships.

Further, the GNN does not exploit the structural property and taxonomic relation-

ships of the KG in identifying the relevant knowledge that can be applied to the

learning of the neural network. Further, the hidden nodes in GNN are not the ab-

stractions corresponding to a stratified knowledge in a KG; thus, the relationships

between the labels are not well contextualized.

Neural Language Models: NLMs are a category of neural networks capable of learning

sequential dependencies in a sentence, and preserve such information while learning

a representation. In particular, LSTM (Long Short Term Memory) networks have

emerged from the failure of RNNs (Recurrent Neural Networks) in remembering

long-term information [168]. Concerning the loss of contextual information while

learning, Cho et al, proposed a context feed forward LSTM architecture in which

context is learned by the previous layer merged with forgetting and modulation gates

of the next layer [169]. However, if erroneous contextual information is learned in

previous layers, it is difficult to correct [170], which is a problem magnified by noisy

data and content sparsity (e.g. Twitter, Reddit, Blogs). As the inclusion of struc-

tured knowledge (e.g., Knowledge Graphs) in deep learning, improves information

retrieval [171], prior research has shown the significance of knowledge in the pur-
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suit of improving NLMs, such as in commonsense reasoning [172]. The transformer

NLMs such as BERT (including its variants BioBert and SciBERT), are still data

dependent [173]. BERT has been utilized in hybrid frameworks such as in the cre-

ation of sense embeddings using BabelNet and NASARI [174]. Liu et al. proposed

K-BERT, that enriches the representations by injecting the triples from KGs into

the sentence [83]. As this incorporation of knowledge for BERT takes place in the

form of attention, we consider the K-BERT as semi-deep infusion [175]. Similarly,

ERNIE incorporated external knowledge to capture lexical, syntactic, and semantic

information, enriching BERT [150].

Tree LSTMs: LSTMs are sequential models, whereas the sentences in the input corpus

follow a grammatical tree structure (dependency or constituency). Hence, it is im-

portant to learn the contextual representation of the input following the same tree

structure. Tree LSTMs replaces the nodes in the graph with LSTMs cells and vec-

tor representation of the words/phrases is given as input [176]. This model takes

into account the structural (syntactic) property of the input, but the domain knowl-

edge is ignored. A recent study from Yang et al. utilizes external knowledge bases

(e.g. WordNet, NELL) to improve the performance of BiLSTMs by minimizing

task-specific feature engineering [148]. Particularly, the study focused on improving

entity and event extraction. Knowledge-based LSTM proposed in the study com-

prises an attention mechanism that acts as a sentinel to guide the model in deciding

whether to use external knowledge and adaptively decide the level of abstractness in

the information. Though the proposed architecture uses an external knowledge base

as a separate component for each LSTM cell, it is uncertain how much of the external

knowledge needs to be incorporated and to what level of abstraction the traversing

of the knowledge base needs to be done to fulfill the information loss in the learning

process.
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Knowledge-based Neural Networks: Yi et al. introduced a knowledge-based, recurrent

attention neural network (KB-RANN) improve model generalization by modifying

the attention mechanism using domain knowledge. However, their domain knowl-

edge is statistically derivable from the input data itself and is analogous to merely

learning an interpolation function over the existing data. Dugas et al. proposed a

modification in the neural network by adopting Lipschitz functions for its activation

function [177]. Hu et al. proposed a combination of deep neural networks with logic

rules by employing knowledge distillation procedure of transferring the learned tacit

knowledge from larger neural network, to the weights of the smaller neural network

in data-limited settings [164] [178].

These studies for incorporating knowledge in a deep learning framework have not

explored declarative knowledge structures in the form of KGs (e.g., DBpedia, Ba-

belNet, UMLS, Wikidata). However, Casteleiro et al. recently showed how the

Cardiovascular Disease Ontology (CDO) provided context and reduced ambiguity,

improving performance on a synonym detection task [179]. Shen et al. employed

embeddings of entities in a KG, derived through Bi-LSTMs, to enhance the efficacy

of NAMs [180]. Sarker et al. presented a conceptual framework for explaining ar-

tificial neural networks’ classification behavior using background knowledge on the

semantic web [181]. Makni et al. explained a deep learning approach to learn RDFS

(Resource Description Framework Schema) rules from both synthetic and real-world

semantic web data. They also claim their approach improves the noise-tolerance ca-

pabilities of RDFS reasoning [182]. All of the frameworks in the above subsections

utilized external knowledge before or after the representation has been generated by

NAMs, rather than within the deep neural network as in our approach [175]. We pro-

pose a learning framework that infuses domain knowledge within the latent layers of

neural networks for modeling.

Figure 4.3
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Figure 4.3 A general architecture of Semi-Deep Infusion. KSt
c: cth concept in a

knowledge source (KS) that is similar to a tth topic or phrase extracted from free form
input text. Semi-Deep Infusion concerns with making AI model that learns a weight
matrix which intersects with input observational data and expert knowledge.

4.3 SEMANTIC ENCODING AND DECODING OPTIMIZATION (SEDO)

In this section, we explain our semantic weighting algorithm, called SEDO, and its role in

the DSM-5 multi-class classification, as illustrated in the Figure 4.4.

SEDO is an approach for obtaining a discriminative weight matrix between the DSM-5

lexicon and Reddit word embedding space after optimization utilizing the Sylvester equa-

tion [183]. Although the Sylvester equation has been used in computer vision within the

context of ZSL [184], its utilization in creating a discriminative weight matrix between

unstructured(e.g. Reddit) and structured data (DSM-5 Lexicon) has not been investigated.

SEDO requires: (1) embedding space for each category in the DSM-5 lexicon, and (2)

embedding space of each word in Word2Vec vocabulary created from Reddit data. Cre-

ating a link between embedding spaces of DSM-5 categories and Reddit data requires an

energy function that will semantically maximize the number of matches while reducing
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Figure 4.4 Proposed approach to DSM-5 classification using SEDO based word-vector
modulation together with Horizontal Linguistic Features (HLF), Vertical Linguistic Fea-
tures (VLF) and Fine-grained features (FGF). HLF includes, number of definite articles,
number of words per Reddit post, first person pronouns, number of pronouns, and subor-
dinate conjunction. VLF includes, number of POS tags, similarity between Reddit posts
made by a user, intra-subreddit similarity, and inter-subreddit similarity. FGF includes,
sentiment scores, emotion scores, and readability scores. These Linguistic Features are
specific to mental health for which SEDO was used. Details of these features are presented
here [10].

the number of mismatches. As we utilize the methodology of min-max separability [185]

that provides precise differentiation between categories, we model our problem as the min-

imization of the semantic mismatch. SEDO formulate the function E(R,D) as minimizing

the Frobenius norm2 of difference between Reddit and DSM-5 embedding spaces (Equa-

tion 4.1).

E(R,D) = minW{||R−W T D||2F +δ ||WR−D||2F} (4.1)

where R represents the Reddit word embedding space, D the DSM-5 embedding space, and

W the weight matrix to be minimized.

As we are mapping the Reddit (unstructured) embedding space to the DSM-5 (struc-

tured) embedding space, we call this process as decoding, and from DSM-5 to Reddit data

as encoding. In Equation (3), the part before the “+” represents the encoding of DSM-5 cat-

2http://mathworld.wolfram.com/FrobeniusNorm.html
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egories to Reddit data embedding space, while the part after “+” represents the decoding of

Reddit data to DSM-5 categories. Furthermore, Equation (3) is a convex function; hence,

we can expect a global optimal solution. Differentiating the Equation (3) with respect to

"W" for minimization, involves following properties: Tr(WTD) = Tr(DTW) (cyclic prop-

erty of trace) 3 and Tr(R) = Tr(RT). A positive, symmetric and quasiseparable4 matrix

show such properties. Hence, Equation 4.1 is transformed to

E(R,D) = minw{||RT −DTW ||2F +δ ||WR−D||2F} (4.2)

d(E(R,D))

d(W )
=−2(D)(RT −DTW )+2δ (WR−D)(RT ) (4.3)

Setting LHS of the Equation 4.3 to zero d(E(R,D))
d(W) = 0 will result in an equation that is

solvable using Sylvester equation. δ is a parameter for regularization during the optimiza-

tion phase.

−DRT +DDTW +δWRRT −δDRT = 0 (4.4)

(DDT )W +W (δRRT ) = (1+δ )DRT ;0 < δ < 1 (4.5)

Equation 4.5 represents the Sylvester equation form: PX+XQ = Z where P is DDT

and Q is RRT, which represents self-correlation between DSM-5 and Reddit embedding

spaces respectively, and Z is DRT represent cross-correlation between DSM-5 and Reddit

embeddings. The δ controls the knowledge infusion. A decrease in δ increases the infusion

of knowledge in DSM-5 (D) to balance the left hand side of Equation 4.5 with right hand

side. Figure 4.5 demonstrate the effect of δ .

DSM-5 Embedding Space: Each category in the DSM-5 Lexicon is represented by a set

of concepts. These concepts can be U, B, or T. We created embedding of each category of

3http://www2.math.ou.edu/~dmccullough/teaching/slides/maa2010.pdf

4https://goo.gl/mcgvcZ
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Figure 4.5 δ controls the amount of knowledge infusion in SEDO for acceptable classifi-
cation mental health disorder given a user’s profile in the form of posts. Upon 34% knowl-
edge infusion the model’s recommendations matched five MHPs provided labels 84% of
the times [10].

DSM-5 using trained Word2Vec model on Reddit corpus. We performed summation over

concept vectors to 300 dimensions embedding for each DSM-5 Lexicon. Hence, DSM-

5 embedding space is of dimensions 20 X 300. Self-correlation of DSM-5 embeddings

(DDT) is performed using Pearson Correlation and creates a matrix of dimensions 20 X

20. Similarly, self-correlation of Reddit word-embedding space (RRT) creates a matrix of

dimension 12808 X 12808. Cross-correlation between RRT and DDT creates a matrix of

dimensions 20 X 12808.

Evaluation: The assessment of SEDO establishes it as a method that can utilize social

media behaviors to estimate psychiatric diagnostic categories in a user. For the sake of

simplicity, we replaced Random Forest’s weighting function using SEDO, thus allowing

semi-deep infusion. Likewise, with CNN, we employed CNN autoencoder with an opti-

mization function defined using SEDO. Figure 4.6 demonstrates significant reduction in

false alarms from SEDO. With knowledge infusion through SEDO, not only the feature set
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CNN(CC+DSM-5+Konto) (1.12%)

RF(CC+DSM-5+Konto) (2.5%)

RF(CC+DSM-5) (3%)

RF(CC) (4%)

CNN(Large Feature Set) (30%)

Figure 4.6 Results showing reduction in False Alarms by replacing statistical features
with knowledge and its subsequent ablations of various form of knowledge. CC: Concept
Classes, DSM-5: Diagnostic Statistical Manual for Mental Health Disorders, a knowledge
source for mental healthcare practitioners, Konto: Drug Abuse Ontology, a domain-specific
ontology for substance use and addictive disorders, RF: Random Forest, CNN: Convolu-
tional Neural Network. Model(Features or Knowledge): It represents that either statisti-
cal features or concepts from knowledge sources are given as input to the model.

was reduced, but it also made the ML/DL model capable of working with different forms

of knowledge.

4.4 ISEEQ FOR CONVERSATIONAL INFORMATION SEEKING

Traditional dialog agents in conversational information seeking have repeatedly focused on

entities in the user query [186] [187]. Consequently, the generated questions are redundant

and lack diversity, losing user engagement.

Further, the multi-turn conversations to support user engagement often results in irrele-

vant question generation by the agent. For instance, in Figure 4.7, a traditional dialog agent

generated a question, “Do you want to know about economics,” which seems relevant to

the user query; however, the user did not find it suitable. This is because economics is

a vast subject, and the user is only interested in crucial economics concepts related to the

gross domestic product (gdp), inflation, and employment. Hence, capturing the context and

adapting the question generation to context is essential. Current conversational agents lack

curiosity in question generation, which is critical for cohesive response [61] [62]. Curiosity

in a conversational agent is defined by the agent’s capability to diversify the user query with
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Figure 4.7 ISEEQ’s one-shot procedural question generation

Figure 4.8 ISEEQ’s generation of information seeking questions reduces the number of
turns involved in providing the response needed by the end-user. Thus improving user
engagement.

triples (explain it, if required) that are semantically related to entities in the query. Further,

the agent retrieves meta-information using the diversified query for question generation.

These properties sums up ISEEQ, an Information SEEking Question generation agent that

generates a series of information seeking questions to gather the context of the user’s query.

Another feature in conversational agent brought in ISEEQ is to force a conceptual flow

while generating questions, defined by semantic relations and logical coherence between

the generated questions [31].
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The problem of generating information seeking questions (ISQs) given an initial user’s

information seeking-type (IS) query, in which ISEEQ specializes, has not been addressed

in the literature so far. Apart from the general context of economics, illustrated in figure

4.7, consider the user IS query in mental health: “Bothered by feeling down or depressed.

Need advice”. ISEEQ generated ISQs are: “How often do you feel depressed or hope-

less?”, “How long have you struggled with depression?’, and others, which can be used ei-

ther by the CIS or the healthcare provider to generate an appropriate response to the user’s

needs. Another examples is shown in figure 4.8. ISQs differ from other question types

(e.g., Clarifying questions, Follow-up questions [186–188]) by having a structure, cover-

ing objective details, and expanding on the breadth of the topic. For such a flow to exist

between questions, ISQs require maximizing semantic relations and logical coherence. Se-

mantic relations is synonymous to semantic similarity and can be computed using a variety

of metrics, such as Cosine Similarity, BERTScore [189], Word Mover Distance [91], Con-

cept Mover Distance [190], and others. Logical coherence can be considered synonymous

to natural language inference or textual entailment, where the next question should entail

previous in order to maintains consistency in the flow of context. Further, [191] describes

clarifying questions are simple questions of facts, good to clarify the dilemma, and con-

fined to the entities in the query. In contrast, ISQs go a step further with expanding the

query context by exploring relationships between entities in the query and linked entities

in a KG. Thus retrieving a diverse set of passages (or meta-information) that would provide

a proper solution to a user query.

Components in ISEEQ: ISEEQ as a tool can automatically generate curiosity-driven

and conceptual flow-based ISQs from a short user query. There are two major components

in ISEEQ:
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Dynamic Knowledge-aware Passage Retrieval: ISEEQ infuses IS queries with seman-

tic information from knowledge graphs to improve unsupervised passage retrieval.

Passages serve as meta-information for generating ISQs.

Reinforcement Learning for ISQs: To improve compositional diversity and legibility in

QG, we allow ISEEQ to self-guide the generations through reinforcement learning

in a generative-adversarial setting that results in ISEEQ-RL. I introduce entailment

constraints borrowed from natural language inference (NLI) guidelines to expand

ISEEQ-RL to ISEEQ-ERL to have smooth topical coherent transitions in the ques-

tions, achieving conceptual flow. ISEEQ-RL is a variant with reward on semantic

relations, whereas in ISEEQ-ERL the reward is on both, semantic relations and log-

ical coherence.

This structure of ISEEQ is defined to make following three contributions in conversa-

tional AI, which this chapter would provide answers for:

RQ1 Knowledge Infusion: Can expert-curated knowledge sources like knowledge graphs/

bases related to the user query help in context retrieval and question generation?

RQ2 Conceptual Flow: Can ISEEQ generate ISQs having semantic relations and logical

coherence?

Transferability or Zero Shot Test: Can ISEEQ generate ISQs in a cross domain setting

and generate ISQs for new domains without requiring crowdsourced data collection?

Another utility coming from such a design for ISEEQ, is its forthcoming role of data

creation agent to support annotation effort in CIS. Figure 4.9 illustrates the positioning of

ISEEQ as dataset creation tool for training CIS agents. Looking at the past research on data

creation for enhancing conversational AI, a key player is the pipeline of (a) crawling raw

data, (b) setting up annotation guidelines, (c) sorting out crowdworkers and training them
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Figure 4.9 Minimize Annotation Effort in Conversational Information seeking

, and (d) handling crowdworkers agreement. What is more painful is the task of crowd-

workers, which is characterized as follows: Given a user query, a crowdworker would (a)

search the web with curiosity, (b) create good quality questions relevant to the user query,

(c) shape the response to the created questions, and (d) maintain the flow of information

using semantic relations and logical agreement between questions.

Currently, ISEEQ is capable of addressing following three types of IS queries illustrated

through examples:

Title and Description: Online platforms such as Reddit showing this type of information-

seeking behavior. For example: Title: “I am feeling down and depressed”. Descrip-

tion: “I am going through a rough patch in my life. With divorce proceedings and

poor growth at work, I am feeling low and hopeless. What do you advise?”.

Topic and Aspects: Humans seek information on Google search, Twitter, WebMD, or

MedicineNet by stating topics and aspects. For example: Topic: “Anxiety” and

Aspects: “Panic Attacks, Trauma, Relationship, Self-detox”.

Description: This is relatively shorter in content compared to Title and Description, and

Topic and Aspects. “Need Advice! I am bothered by feeling down or depressed”.

These three types of IS queries can be obtained from following datasets that are in use

for preparing curiosity-driven conversational agents.

1. QADiscourse (QAD)
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• Source for Passages: Wikipedia and WikiNews

• Training Samples: 125 User Queries with 25 ISQs per Query (125 * 25 = 3,125

Query-Question Pair)

• Testing Samples: 33 User Queries with 25 ISQs per Query

• ConceptNet KG hit percentage: 38.5%

2. Question Answer Meaning Representations (QAMR)

• Source for Passages: WikiNews, Wikipedia, and Newswire

• Training Samples: 395 User Queries with 63 ISQs per Query

• Testing Samples: 39 User Queries with 68 ISQs per Query

• ConceptNet KG hit percentage: 35.5%

3. Facebook Curiosity (FBC)

• Source for Passages: Geographic Wikipedia

• Training Samples: 8489 User Queries with 6 ISQs per Query

• Testing Samples: 2729 User Queries with 8 ISQs per Query

• ConceptNet KG hit percentage: 50%

4. Conversational Assistance Track Dataset (CAsT-19)

(Dataset only to test ISEEQ, train and test merged)

• Source for Passages: Microsoft MARCO5

• Training Samples: 30 User Queries with 9 ISQs per Query

• Testing Samples: 50 User Queries with 10 ISQs per Query

• ConceptNet KG hit percentage: 57%

5https://microsoft.github.io/msmarco/
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The datasets exhibit following properties: (1) existence of semantic relations between ques-

tions, (2) logical coherence between questions, and (3) diverse context, that is, queries

cover wider domains, such as health, sports, history, geography. Fundamentally, these

datasets support the assessment of RQ1, RQ2, and RQ3.

QAD [98] dataset tests the ability of ISEEQ to generate questions that have logical

coherence. The sources of queries are Wikinews and Wikipedia that consist of 8.7 Mil-

lion passages. QAMR [192] dataset tests the ability of ISEEQ to generate questions with

semantic relations between them. The source for creating IS queries is Wikinews, which

consist of 3.4 Million passages. Both QAD and QAMR consist of only Description-type

IS queries. FBC [193] is another dataset that challenges ISEEQ to have both semantic rela-

tions and logical coherence. This is because queries are described in the form of Topics and

Aspects. The source for IS queries is Wikipedia having 3.3 Million geographical passages.

Even though the questions in the dataset have logical coherence, they are relatively less di-

verse than QAMR and QAD. CAsT-19 [99] is the most challenging one for ISEEQ because

of size, diversity in context, large number of passages, and IS queries are not annotated with

passages. In CAsT-19, IS queries are provided with Topic and Description.

Adapting Datasets: Each dataset, except CAsT-19, has a query, a set of ISQs, and a rel-

evant passage. For fairness in evaluation, we exclude the passages in the datasets; instead,

we retrieve them from the sources using knowledge-aware passage retrieval and ranking

components within ISEEQ. We also perform coreference resolution over ISQs using Neu-

ralCoref to increase entity mentions [194]. For example, a question in CAsT-19 “What are

the educational requirements required to become one?” is reformulated to “What are the

educational requirements required to become a physician’s assistant?”.

4.5 ISEEQ ARCHITECTURE AND EVALUATION

Problem Definition: Given a short query (q=w1,w2,w3, ....,wn) on any topic (e.g., men-

tal health, sports, politics and policy, location, etc.) automatically generate ISQs in a con-
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Figure 4.10 Overview of our approach. ISEEQ combines a BERT-based constituency
parser, Semantic Query Expander (SQE), and Knowledge-aware Passage Retriever (KPR)
to provide relevant context to a QG model for ISQ generations. The QG Model illustrates a
structure of ISEEQ variants: ISEEQ-RL and ISEEQ-ERL. We train ISEEQ in generative-
adversarial reinforcement learning setting that maximizes semantic relations and coherence
while generating ISQs. (Patented with Samsung Research America)

ceptual flow (ISQ : Q1,Q2,Q3, ...,Qp) to understand specificity in information needs of the

user.

Our approach to address this problem, ISEEQ, is outlined in Figure 4.10. We describe

in detail the main components of ISEEQ: semantic query expander (SQE), knowledge-

aware passage retriever (KPR) and generative-adversarial Reinforcement Learning-based

question generator (ISEEQ-RL) with Entailment constraints (ISEEQ-ERL). Inputs to ISEEQ

are IS queries described in natural language. For instance, an IS query can be described

with Titles and Descriptions (T & D), Descriptions only (D only),

Topics and Aspects (Tp & Asp), and others.

SQE: We expand the possibly short user input queries with the help of ConceptNet

Commonsense Knowledge Graph (CNetKG) [45]. We first extract the entity set Ed in a user

query description d using CNetKG. For this, we use the pre-trained self-attentive encoder-

decoder-based constituency parser with BERT as the encoder for consistency in ISEEQ.
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The parser is conditioned to extract noun phrases that capture candidate entities defining

an IS query [195]. If the phrases have mentions in the CNetKG they are termed as entities 6.

Then a multi-hop triple (subject-entity, relation, object-entity) extraction over CNetKG is

performed using depth first search on entity set Ed . Triples of the form < ed,Reli,ex >

and < ey,Rel j,ed > are extracted where ed ∈ Ed . We keep only those triples where ed

(∈ Ed) appears as the subject-entity. We use this heuristic (1) to minimize noise and (2)

gather more direct information about entities in Ed . Finally, we contextualize d by injecting

extracted triples to get kd , a knowledge augmented query.

Take for example D only IS query d (∈ D), “Want to consider career options from

becoming a physician’s assistant vs a nurse”. The extracted entity set Ed for d is {career,

career_options, physician, physician_assistant, nurse}. Then, the extracted triples for this

entity set are <career_options, isrelatedto, career_choice>, <career_options, isrelatedto,

profession>, <physician_assistant, is_a, PA>, < physician, is_a, medical doctor>, [...],

<nurse, is_a, psychiatric_nurse>, <nurse, is_a, licensed_practical_nurse>, <nurse, is_a,

nurse_practitioner>, [...]. The knowledge augmented kd is

Want to consider career options career options is related to career
choice, profession from becoming a physician’s assistant physician
assistant is a PA medical doctor, [...] vs a nurse nurse is a
psychiatric nurse, licensed practical nurse, [...].

Next, we pass this into KPR. The set {kd}, ∀d∈D is denoted by KD used by QG model

in ISEEQ.

KPR: Given the knowledge augmented query kd , KPR retrieve passages from a set P

and rank to get top-K passages Ptop-K. For this purpose, we make following specific im-

provements in the Dense Passage Retriever (DPR) described in [61]: (1) Sentence-BERT

encoder for the passages p∈ P and kd . We create dense encodings of p∈ P using Sentence-

BERT, which is represented as Zp [196]. Likewise, encoding of kd is represented as Zkd .

6From here onwards we only use the term Entities, presuming check through exact match is performed
using CNetKG
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(2) Incorporate SITQ (Simple locality sensitive hashing (Simple-LSH) and Iterative Quan-

tization) algorithm to pick top-K passages (Ptop-K) by using a normalized entity score

(NES). SITQ is a fast approximate search algorithm over MIPS to retrieve and rank pas-

sages. It can be formalized as Score(Ptop-K|kd) where,

Score(Ptop-K|kd) ∝ {WMD(Z T
kd

Zp)}p∈P

Zkd = S-BERT(kd);Zp = S-BERT(p);

SITQ converts dense encodings into low-rank vectors and calculates the semantic similarity

between the input query and passage using word mover distance (WMD) [91]. Ptop-K

from SITQ is re-ranked by NES, calculated7 for each p ∈ Ptop-K as
∑e j∈kd

{I(e j=w)}w∈p

|kd | and

arrange in descending order. Ptop-K consists of K passages with NES >80%. Execution

of KPR is iterative and stopped when each query in the train set has at least one passage

for generating ISQs.

We tested retrieving efficiency of KPR using encoding of ed denoted by Zed and using

the encoding of kd denoted by Zkd as inputs to KPR. Measurements were recorded using

Hit Rate (HR) @ 10 and 20 retrieved passages. Mean Average Precision (MAP) is calcu-

lated with respect to ground truth questions in QAMR. There are two components in MAP:

(a) Relevance of the retrieved passage in generating questions that have >70% cosine simi-

larity with ground truth; (b) Normalize Relevance by the number of ground truth questions

per input query. To get MAP, we multiply (a) and (b) and take mean over all the input

queries. We computed MAP by setting K = 20 retrieved passages due to the good confi-

dence from hit rate (a hyperparameter). KPR outperformed the comparable baselines on

the QAMR Wikinews dataset and Table 4.2 shows that SQE improves the retrieval process8

A set of Ptop-K for KD is denoted by {Ptop-K}kd , kd ∈KD.

7an entity occurring multiple times in p is counted once

8KPR(Zed ) & KPR(Zkd ) is executed for each CAsT-19 query.

90



Table 4.2 Evaluating retrievers. ECE: Electra Cross Encoder, (*): variant of (Clark et al.
2019), DPR: Dense Passage Retrieval.

Retrievers HR@10 HR@20 MAP

TF-IDF + ECE [197] 0.31 0.45 0.16
BM25 + ECE* 0.38 0.49 0.23
DPR [198] 0.44 0.61 0.31

KPR(Zed ) 0.47 0.66 0.35
KPR(Zkd ) 0.49 0.70 0.38

QG Model: ISEEQ leverages KD and {Ptop-K}kd to learn QG in generative-adversarial

setting guided by a reward function. ISEEQ-RL contains T5-base as generator and Electra-

base as discriminator to learn to generate IS-type questions. ISEEQ use the reward function

to learn to selectively preserve terms from the IS query versus introducing diversity. Also,

reward function prevent ISEEQ from generating ISQs that are loose in context or redun-

dant.

Reward Function: Let qn
i be the ith question in the ground truth questions Q having n

tokens and let q̂m
i be the ith question in the list of generated questions, Q̂ having m tokens.

We create BERT encodings for each of the n and m words in the question vectors. The

reward (Ri) in ISEEQ-RL and ISEEQ-ERL is defined as:

α

[
LCS(q̂m

i ,q
n
i )

|q̂m
i |

]
+(1−α)

[
∑

ŵi j∈q̂m
i

max
wik∈qn

i

WMD(ŵi j
T wik)

]
(4.6)

where α[∗] is a normalized longest common subsequence (LCS) score that capture word

order and make ISEEQ-RL learn to copy in some very complex IS-type queries. (1−α)[∗]

uses WMD to account for semantic similarity and compositional diversity. For a qn
i =

“What is the average starting salary in the UK?”, (1−α)[∗] generates q̂m
i =“What is the

average earnings of nurse in UK?”

Loss Function in ISEEQ-RL: We revise cross entropy (CE) loss for training ISEEQ by

scaling with the reward function because each kd ∈ KD are not only short but they also

vary by context. Corresponding to each kd , there are b ground truth questions q1:b and thus

we normalize the revised CE loss by a factor of b. Formally, we define our CE loss in
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ISEEQ-RL, L (q̂1:b|q1:b,θ) =

−∑
b
i=1 Ri · I(qn

i = q̂m
i ) · logPr(q̂m

i |θ)
b

(4.7)

where I(qn
i = q̂m

i ) is an indicator function counting word indices in qn
i that match word

indices in q̂m
i . The CE loss over KD in a discourse dataset is L (Q̂|Q,Θ)t , recorded after

tth epoch. Formally L (Q̂|Q,Θ)t =

γL (Q̂|Q,Θ)t−1 +(1− γ)L (q̂1:b|q1:b,θ) (4.8)

Theoretically, ISEEQ-RL addresses RQ1, but weakly mandates conceptual flow while gen-

erating ISQs. Thus, it does not address RQ2.

Loss Function in ISEEQ-ERL: For instance, given d2(∈ D): “Bothered by feeling down

or depressed”, ISEEQ-RL generations are: (q̂1): What is the reason for the depression,

hopelessness? and (q̂2) What is the frequency of you feeling down and depressed? Whereas,

ISEEQ-ERL would re-order placing (q̂2) before (q̂1) for conceptual flow. To develop

ISEEQ-ERL, we redefine the loss function in ISEEQ-RL by introducing principles of en-

tailment as in NLI [199] [200]9. Consider q̂m
i|next to be the next generated question af-

ter q̂m
i . We condition equation 4.7 on ymax = argmaxY RoBERTa(q̂m

i , q̂
m
i|next), where Y ∈

{neutral, contradiction, entailment} and Pr(ymax) = maxY RoBERTa(q̂m
i , q̂

m
i|next). Formally,

L (q̂1:b|q1:b,θ) in ISEEQ-ERL is:

Algorithm 1: Entailment Contrained Loss in ISEEQ-ERL
1 if ymax == entailment then
2 CE−Pr(ymax) ;
3 else
4 RCE =−∑

b
i=1 Ri(1−I(qi=q̂i))Pr(q̂i|θ)

b ;
5 RCE− (1−Pr(ymax)) ;

9We use RoBERTa pre-trained on Stanford NLI dataset to measure semantic relations and coherence
between a pair of generated questions
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Table 4.3 An ablation study showing improvement in the quality of ISQs after encodings
of retrieved passages (P1:K) are concatenated with knowledge-augmented query (kd) after
SQE. The concatenation is performed for each p ∈ P1:K .

Model Encoding QAD QAMR FBC

R-L/BRT/BScore/SR/LC(%)

ISEEQ-RL
P1:K 0.62/ 0.73/ 0.39/ 0.21/

21.3
0.47/ 0.71/ 0.39/ 0.63/
28

0.74/ 0.83/ 0.60/ 0.73/
71.6

P1:K+ SQE 0.65/ 0.74/ 0.45/ 0.25/
22

0.53/ 0.78/ 0.71/ 0.65/
34.7

0.74/ 0.87/ 0.65/ 0.73/
71.8

ISEEQ-ERL
P1:K 0.62/ 0.76/ 0.44/ 0.26/

24.6
0.54/ 0.80/ 0.73/ 0.68/
36.3

0.71/ 0.84/ 0.61/ 0.77/
78.2

P1:K+ SQE 0.67/ 0.79/ 0.50/ 0.27/
25.7

0.57/ 0.83/ 0.77/ 0.68/
37.0

0.79/ 0.89/ 0.66/ 0.78/
79.4

Reverse Cross Entropy(RCE) complements CE (Equation 4.7) by checking q̂m
i|next is se-

mantically related and coherent to q̂m
i . Tuning of the loss after an epoch follows Equation

4.8.

ISEEQ Evaluation: ISEEQ-RL or ISEEQ-ERL generator uses top-p (nucleus) sampling

10 with sum probability of generations equal 0.92, a hyperparameter that sufficiently re-

moves the possibility of redundant QG [201]. We evaluate ISEEQ generations using

Rouge-L (R-L), BERTScore (BScore) [189], and BLEURT (BRT) [80] that measure preser-

vation of syntactic context, semantics, and legibility of generated question to human un-

derstanding, respectively. For conceptual flow in question generation, we define “semantic

relations” (SR) and “logical coherence” (LC) metrics. To calculate SR or LC, we pair

Q̂1:p generated questions with Q. SR in the generations is computed across all pairs us-

ing RoBERTa pre-trained on semantic similarity tasks11. LC between Q and Q̂1:p is com-

puted from counting the labels predicted as “entailment” by RoBERTa pre-trained on SNLI

dataset12.

10Top-p or Top-K sampling either works in ISEEQ

11https://huggingface.co/textattack/roberta-base-STS-B

12https://paperswithcode.com/lib/allennlp/roberta-snli
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Figure 4.11 Dark Blue chatbot is a pictograph of ISEEQ-RL. With KG and minimal set
of passages, ISEEQ-RL generated 27% more questions that are semantically similar to
ground truth compared. Without entailment constraints, questions generated by KG triples
never made to top-K. Hence performance of ISEEQ-RL with or without KG triples is same.

Baselines: As there exists no system to automatically generate ISQs, we considered

transformer language models fine-tuned (TLMs-FT) on open domain datasets used for

reading comprehension, and complex non-factoid answer retrieval as baselines. Specif-

ically, T5 model fine-tuned (T5-FT) on WikipassageQA [202], SQUAD [203], and CA-

NARD [204], and ProphetNet [205] fine-tuned on SQUADv2.0 are comparable baselines.

We substantiate our claims in RQ1, RQ2, and RQ3 by highlighting: (1) Multiple

passage-based QG yields better results over single gold passage QG used in TLMs-FT

(e.g. T5 fine tuned on SQUAD dataset; results in Table 4.4); (2) Knowledge-infusion

through SQE significantly advance the process of QG (Table 4.3); (3) Pressing on concep-

tual flow in ISEEQ-ERL improve SR and LC in generations. Evidence from 12 human

evaluations support our quantitative findings (Table 4.7); (4) We investigate the potential

of ISEEQ-ERL in minimizing crowd workers for IS dataset creation through cross-domain

experiments (Table 4.6).

Performance of ISEEQ-RL and ISEEQ-ERL: Datasets used in this research were

designed for a CIS system to obtain the capability of multiple contextual passage retrieval

and diverse ISQ generation. The process of creating such datasets requires crowd workers

to take the role of a CIS system responsible for creating questions and evaluators to see

whether questions match the information needs of IS queries. Implicitly, the process em-

bed crowd workers’ curiosity-driven search to read multiple passages for generating ISQs.
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Table 4.4 Scores on test set of datasets. In comparison to T5-FT CANARD, a competitive
baseline, ISEEQ-ERL generated better questions across three datasets (30%↑ in QADis-
course, 7%↑ in QAMR, and 5%↑ in FB Curiosity). For fine-tuning we used SQUADv2.0.

Methods SQE QAD QAMR FBC
R-L BRT BScore SR LC(%) R-L BRT BScore SR LC(%) R-L BRT BScore SR LC(%)

T5-FT WikiPassageQA
- 0.37 0.43 0.16 0.17 10.0 0.19 0.51 0.38 0.36 17.0 0.65 0.78 0.54 0.51 47.3
+Entities 0.39 0.45 0.16 0.17 10.0 0.20 0.53 0.38 0.36 17.5 0.65 0.78 0.54 0.52 47.4
+Triples 0.41 0.46 0.16 0.18 11.0 0.20 0.53 0.39 0.37 17.8 0.65 0.78 0.55 0.52 47.3

T5-FT SQUAD
- 0.44 0.54 0.20 0.19 13.0 0.40 0.66 0.46 0.58 21.0 0.70 0.83 0.62 0.67 65.1
+Entities 0.45 0.56 0.22 0.19 13.5 0.40 0.68 0.47 0.59 22.7 0.71 0.84 0.63 0.69 65.8
+Triples 0.45 0.58 0.22 0.20 13.8 0.43 0.69 0.47 0.59 22.6 0.70 0.84 0.64 0.69 65.8

T5-FT CANARD
- 0.47 0.54 0.23 0.19 17.1 0.41 0.64 0.53 0.58 22.6 0.73 0.84 0.63 0.67 66.2
+Entities 0.48 0.55 0.25 0.20 17.5 0.44 0.67 0.62 0.61 23.5 0.74 0.84 0.65 0.69 66.5
+Triples 0.51 0.57 0.26 0.21 18.3 0.49 0.68 0.66 0.61 24.3 0.74 0.85 0.65 0.70 68.2

ProphetNet-FT SQUAD
- 0.31 0.44 0.14 0.17 12.2 0.35 0.59 0.38 0.36 21.5 0.63 0.78 0.53 0.67 63.2
+Entities 0.31 0.44 0.14 0.17 12.7 0.37 0.60 0.41 0.37 22.1 0.65 0.78 0.54 0.67 63.3
+Triples 0.34 0.45 0.15 0.18 13.0 0.37 0.61 0.43 0.37 22.3 0.65 0.79 0.56 0.69 64.0

ISEEQ-RL
- 0.57 0.72 0.40 0.22 20.0 0.50 0.75 0.67 0.64 29.4 0.71 0.84 0.62 0.69 68.2
+Entities 0.64 0.72 0.41 0.23 22.0 0.52 0.77 0.68 0.64 33.1 0.72 0.85 0.63 0.71 69.8
+Triples 0.65 0.74 0.45 0.25 22.0 0.53 0.78 0.71 0.65 34.7 0.74 0.87 0.63 0.73 71.8

ISEEQ-ERL
- 0.60 0.76 0.44 0.26 24.5 0.55 0.81 0.72 0.68 36.1 0.74 0.85 0.64 0.76 78.2
+Entities 0.65 0.78 0.47 0.27 25.2 0.55 0.82 0.74 0.68 36.3 0.77 0.88 0.66 0.76 78.3
+Triples 0.67 0.79 0.50 0.27 25.7 0.57 0.83 0.77 0.68 37.0 0.79 0.89 0.66 0.78 79.4

Baselines on employed datasets use single passage QG, with much of the efforts focusing

on improving QG. Whereas ISEEQ generation enjoys the success from the connection of

SQE, KPR, and novel QG model over baselines in CIS (see Table 4.4). With SQE, ISEEQ

achieved 2-6% across all datasets. The knowledge-infusion in ISEEQ through SQE has

shown to be powerful for baselines as well. Table 4.4 records 3-10%, 3-10%, and 1-3%

performance gains of the baselines on QAD, QAMR, and FBC across five evaluation

metrics, respectively. SQE allows baselines to semantically widen their search over the

gold passages in datasets to generate diverse questions that match better with ground truth.

Differently, ISEEQ-RL generations benefit from dynamic meta-information retrieval from

multiple passages yielding hike of 20-35%, 6-13%, 3-10% on QAD, QAMR, and FBC, re-

spectively, across five evaluation metrics. Especially, QG in CAsT-19 and FBC datasets

advance because of KPR in ISEEQ-RL and ISEEQ-ERL (see Figures 4.11 and 4.12).

Most of the CAsT-19 and FBC queries required multiple passages to construct legi-

ble questions. For instance, an IS query : “Enquiry about History, Economy, and Sports

in Hyderabad” ISEEQ retrieved following three passages: “History_Hyderabad”, “Econ-

omy_Hyderabad”, and “Sports_Hyderabad” which were missing in the set of passages in
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Figure 4.12 Light blue chatbot is a pictograph of ISEEQ-ERL. Forcing the entailment
constraints in ISEEQ-ERL yielded high scores on Semantic Relation and Logical Agree-
ment – Conceptual Flow. This performance is seen uniformly from minimal set of 5K
passages to 50K passages. Though in initial epochs, “entity only” generated question takes
precedence over questions generated using triples from KG. In higher epochs, questions
generated from passages retrieved from ConceptNet information took precedence. Longer
training cycles were there for ISEEQ-ERL over ISEEQ-RL ( 2 hours long).

Table 4.5 Performance of KPR on MS-MARCO passages while retrieving atleast one
passage per IS query in CAsT-19. 269 is the size of CAST-19 train set. KPR covered the
train set but left 16% of the IS queries in test set. Ret.Pass. : Retrieved Passages.

Ret.Pass. DPR KPR(Zed ) KPR(Zkd )

Train Test Train Test Train Test

5K 71 123 99 278 157 275
10K 96 133 154 301 194 316
25K 139 133 235 329 236 363
50K 173 144 269 358 269 402

FBC. Thus, TLM-FT baselines find it hard to construct legible ISQs using a single passage.

Furthermore, ISEEQ-ERL advance the quality of ISQs over ISEEQ-RL by 7-14% and 6-

10% in QAD and FBC (refer Table 4.3). This is because QAD and FBC questions require

the QG model to emphasize conceptual flow.

Further, we examine the combined performance of KPR and ISEEQ-ERL on CAsT-19

dataset. KPR retrieve ∼50K passages sufficient to generate questions for 269 IS queries13.

Table 4.5 depicts KPR(Zed ) retrieval performance match KPR(Zkd ), with later supported

72% of queries in training set compare to 57% by KPR(Zed ). Also, it outperforms DPR,

13one query can have multiple passages
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Figure 4.13 Improvement in performance of ISEEQ-ERL over ISEEQ-RL and Baseline:
T5-FT CANARD concerning SR and LC in generated ISQs. This experiment was per-
formed on CAsT-19 with unannotated passages.

which supported 30% queries in train set (see Table 4.5). In test time, KPR(Zkd ) sup-

ported 84% queries that were used to generate questions by ISEEQ-ERL and evaluated

with ground truth for SR and LC (see Figure 4.13). Apart from monotonic rise in SR

and LC scores shown by ISEEQ, ISEEQ-ERL generations achieved better coherence than
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counterparts with 5K passages ( Figure 4.12). We attribute the addition of entailment check

and RCE for conceptual flow-based QG improvements.

Transferability Test for RQ3: We examine the performance of ISEEQ-ERL in an

environment where the train and test dataset belong to a different domain. For instance,

QAMR is composed of IS queries from Wikinews, whereas FBC is composed of IS queries

from geography category in Wikipedia.

Table 4.6 Transferability test scores using ISEEQ-ERL to answer RQ3. gray cell:
ISEEQ-ERL trained and tested on same dataset. dark gray cell: shows acceptable cross-
domain {Train-Test} pairs, where train size is smaller than test size.

Test→ QAD QAMR FBC CAsT19

Train ↓ R-L/BRT/BScore/SR/LC(%)

QAD 0.67/ 0.79/ 0.50/
0.27/ 25.7

0.56/ 0.79/ 0.75/
0.64/ 33.1

0.62/ 0.70/ 0.55/
0.71/ 73.5

0.76/ 0.48/ 0.64/
0.60/ 64.2

QAMR 0.73/ 0.89/ 0.62/
0.28/ 27.7

0.57/ 0.83/ 0.77/
0.68/ 37.0

0.74/ 0.89/ 0.67/
0.75/ 77.8

0.67/ 0.41/ 0.57/
0.57/ 58.6

FBC 0.70/ 0.73/ 0.56/
0.31/ 33.0

0.61/ 0.85/ 0.72/
0.67/ 35.8

0.79/ 0.89/ 0.66/
0.78/ 79.4

0.75/ 0.37/ 0.76/
0.67/ 66.5

CAsT-19 0.58/ 0.69/ 0.51/
0.23/ 25.2

0.52/ 0.73/ 0.70/
0.61/ 33.4

0.63/ 0.77/ 0.57/
0.73/ 76.5

0.74/ 0.48/ 0.68/
0.61/ 65.0

From experiments in Table 4.6, we make two deductions: (1) ISEEQ-ERL provided ac-

ceptable performance in generating ISQs for {Train-Test} pairs, where train size is smaller

than test size: {QAD-QAMR} and {QAMR-FBC}14. (2) ISEEQ-ERL trained on a nar-

row domain dataset (FBC) generated far better ISQs for IS queries in generic domain.

The transferability test show ISEEQ-ERL’s ability to create new datasets for training and

development of CIS systems.

Human Evaluation: We carried out 12 blind evaluations of 30 information-seeking

queries covering mental health (7), politics and policy (6), geography (5), general health

(3), legal news (2), and others (4). Each evaluator rate ISQs from the ground-truth dataset

(S1), ISEEQ-ERL (S2), and T5-FT CANARD (S3) using Likert score where 1 is the lowest

14S-BERT Pairwise similarity between retrieved passages in QAD, QAMR, FBC, and CAsT-19 is <9%,
which is minimal.
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Table 4.7 Assessment of human evaluation. G1: ISQs are diverse in context and non-
redundant. G2: ISQs are logically coherent and share semantic relations. >: difference is
statistically significant. SD: Standard Deviation. S1, S2, and S3 are ground truth, ISEEQ-
ERL, and T5-FT CANARD, respectively.

Response: Mean (SD) F(2, 957)
(p-value)

LSD post-hoc
(p <0.05)S1 S2 S3

G1
3.756
(1.14)

3.759
(1.06)

3.518
(1.08)

5.05
(6.5e-3) S1>S3, S2>S3

G2
3.803
(1.10)

3.843
(1.02)

3.503
(1.06)

9.71
(6.63e-5) S1>S3, S2>S3

and 5 is the highest. A total of 570 ISQs (On average 7 by S1, 7 by S2, and 4 by S3) were

evaluated on two guidelines, described in Table 4.7. We measured their statistical signif-

icance by first performing one-way ANOVA and then using Least Significant Difference

(LSD) post-hoc analysis (as performed in [206]). Across the 30 queries on both guidelines,

both S1 and S2 are better (statistically significant) than S3 whereas, even though S2 mean

is better than S1, there is no statistical significance between the two systems on the scores

(we may say they are comparable).

4.6 SUMMARY

Semi-Deep Infusion introduces a class of methods that allows knowledge infusion through

model parameters and optimization methods. In the recommender system tasked to predict

psychiatric disorders based on human input, we saw how one form of knowledge could

help statistical ML/DL models curtail the chance of false alarms. Further, the explainabil-

ity aspect is assessed through the attention-based highlighting of tokens and its overlap

with highlighting performed by mental health professionals. The interpretability aspect is

achieved by the hyperparameter δ that helps the model in deciding: “when to take support

of knowledge” and “when to move forward with data alone”. There are two open questions

that Semi-Deep Infusion cannot address:
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• What if the human input has an implicit hierarchical and abstract relationship and

one-shot parametric knowledge infusion at the input is insufficient in capturing it

and leveraging it for explainable decision making?

• What if, to capture implicit relationships, we require heterogeneous knowledge infu-

sion from multiple knowledge sources. If so, each knowledge source would represent

a different semantic parametric space. Simple aggregation, concatenation, or similar

arithmetic would not work as they introduce noise [9]. How can we have heteroge-

neous knowledge infusion in a stratified manner, and How can we control the amount

of heterogeneous knowledge infusion?

In conversational artificial intelligence, we saw how knowledge could help maintain se-

mantic and conceptual flow in open domain question generation. Its application in closed-

domain, like mental healthcare, has been discussed in these two studies by Roy et al. [17]

and Gupta et al. [207]. The ISEEQ agent is interpretable through entailment-driven ques-

tion generation, reflecting human information-seeking behavior. It is explainable by check-

ing retrieved passages and their use in question generation. Two open questions reflect on

the limitation in Semi-Deep Infusion:

• Questions asked in the real world are not only chit-chat or information-seeking [208].

They can also be diagnostic, like in the case of mental health interview [23], where

there is an inherent process in the asked questions. Asking a context-controlled and

right follow-up question can yield actionable decisions. The question is: How to

develop a method that infuses the inherent process in question-answering or dialog

into the agent’s decision making pipeline?

• The dialog agent discussed exploiting knowledge’s structural properties in passage

retrieval. What if the agent’s decision-making architecture has a graphical structure,

like Graph neural network, but with nodes and edges representing concepts and rela-

tionships in KG?
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These open questions defines the path for process knowledge infusion and deep knowl-

edge infusion.
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CHAPTER 5

PROCESS KNOWLEDGE INFUSION

Benchmarking datasets that assess the natural language understanding capabilities of large

language models fall short in accelerating models to achieve user-level explainability, safety,

uncertainty, and risk handling1 [27]. These challenges are associated with the limitations of

AI in restricting its learning tasks to classification and generation, which are single shots.

In comparison, real-world applications demand an orchestrated response going through a

multi-step process of learning the high-level needs of the user, then drilling down to spe-

cific needs, and subsequently yielding a structured response having a conceptual flow. For

example, triaging patients in mental health requires clinical process knowledge manifested

in a clinical questionnaire. Figure 5.1 illustrates a scenario where the agent maps user in-

put to a sequence of yes or no questions to compile suicide risk severity. The agent can

keep track of user-provided cues and ask appropriate follow-up questions through these

ordered sets of questions. Upon receiving the required information to derive appropriate

severity labels, the agent’ outcome can be explained to mental healthcare professionals

(MHPs) for appropriate intervention. Similar but more complex applications include us-

ing ADOS (Autism Diagnostic Observation Schedule) to evaluate children with autism or

using MoCA (Montreal Cognitive Assessment) score to measure the cognitive decline in

post-stroke Aphasia patients [209]2.

To train conversational agents for such functionality requires specialized datasets grounded

in the knowledge that enables AI systems to exploit the duality of data and knowledge

1https://tinyurl.com/KiL-MentalHealth-NLU

2https://tinyurl.com/ABC-Cohort-Repo
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Figure 5.1 An illustration of a classification task that benefits from process knowledge.
Here, an AI model using a process knowledge structure would consume the user’s input,
extract conceptual cues that can answer questions in process knowledge, and provide a
classification label. The figure illustrates this process in assessing suicide risk severity
using a partial sequence of questions from the C-SSRS. The highlighted text on the left is
concept phrases that contribute to the yes/no in the C-SSRS questions.

for human-like decision-making [175] 3. Further, to develop agents that learn from such

process knowledge-integrated datasets we require interpretable and explainable learning

mechanisms 4. These learning mechanisms have been characterized under the umbrella of

KiL.

Significance

Deep Language Models suffer from factual incorrectness, irrelevant sentence gener-

ation, and failure to maintain conceptual flow. Some of the generated sentences lose

the semantic relations between current and previous generations. Such generations

may have severe consequences in critical applications, like Mental Health. Incorpo-

rating the process knowledge help address these limitations. This chapter discusses

Process Knowledge Infused Learning in the context of Language Models in Men-

tal Health.

3https://tinyurl.com/duality-data-knowledge

4https://tinyurl.com/petrinet-workflow
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5.1 PROCESS KNOWLEDGE AND ITS INFUSION INTO STATISTICAL AI

Process knowledge incorporates flow of work and task for specific goals. PK is incorpora-

tion of this flow in the knowledge representation. An example of process model or PK in

a clinical domain, would be the use of clinical guidelines or clinical protocols for diagno-

sis or treatment. An instance of this example are the clinical practicse guidelines (CPGs)

by The American Academy of Family Physicians (AAFP) to support systematic clinical

assessment and decision making.

On the other hand, U.S. Departments of Agriculture (USDA) and Health and Human

Services (HHS) develops Dietary Guidelines for Americans 5 that serves as an recommen-

dation for meeting nutrient needs, promote health, and prevent disease. An AI system

adapted to process knowledge can handle uncertainty in prediction, and the predicted out-

comes are safe and user-level explainable. Further, an AI system can consider process

knowledge as meta-information to capture the sequential context necessary for carrying

out a structured conversation. Also, it allows the developer of the AI system to probe the

internal decision-making of AI systems using application-specific guidelines or specifica-

tions that inform the synchrony between the end-users thought process and the model’s

functioning.

This unique form of knowledge differs from other forms of knowledge in the follow-

ing manner: (a) knowledge graph: it is structured but not ordered. Knowledge graphs can

support context capture but cannot enforce conceptual flow6. (b) Semantic lexicons: this

is a flattened form of knowledge graph that makes deep language models context-sensitive

and add constraints but cannot enforce conceptual flow [210]7. (c) Ontologies are cu-

rated schematic forms of knowledge graphs with classes, instances, and constraints. Thus,

ontologies can provide stricter control over context and constraints. If defined, an ontol-

5https://tinyurl.com/american-dietary

6https://tinyurl.com/KI-summarization

7https://tinyurl.com/lex-to-flex
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ogy can enforce order in question generation using deep language models [211]8. Process

knowledge is represented differently for different applications. For instance, to assess the

severity of suicide risk, the process knowledge used is C-SSRS, which is similar to a flow

chart. On the other hand, the GAD-7-based process knowledge is used to assess anxiety

severity which has a flattened structure (see Figure 5.2). These characteristic properties of

PK and its infusion into statistical AI would yield a new class of neuro-symbolic algorithms

that would drive the question:

What if we could use the annotator’s labels and the process or guidelines used to label

them and explicitly control the learning of a model to recover the guideline or process

(instead of implicitly)?

Such an algorithm would, by design, be explainable and emulate the human model

of similarity between data points. For the task of classification, a process knowledge-

infused AI system would solicit the use of interpretable machine learning algorithms (e.g.,

Decision Trees, Random Forest) that can enforce structure in decision making over tradi-

tional deep language model-based classification9. In NLG, the biggest concern with deep

generative language models is that they hallucinate when either asking questions or pro-

viding responses in a conversational setting. Along with the issue of hallucination, there

have been extensive study about the inappropriate and unsafe risk behaviors of language

models 10. Efforts to pair these language models with passage retrievers and rankers have

been proposed to control incoherent, irrelevant, and factually incorrect responses and ques-

tions; however, the order, like the one defined in process knowledge, is far from being

realized [212]. Such process knowledge-based NLG is even more crucial in the field of

healthcare NLP, where each response from the agent can have severe consequences. These

concerns are further discussed with the help of a use case: Mental Health.

8https://tinyurl.com/MCQ-generation-ontology

9https://tinyurl.com/PK-iL-suicide

10https://tinyurl.com/LaMDA-dialog
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(a)

(b)

Figure 5.2 Illustration of process knowledge for different purposes. (Left) A process
knowledge to assess anxiety disorder in an individual using GAD-7 questionnaire. (Right)
A process knowledge to assess severity of suicide risk in an individual

5.2 BENEFITS OF PROCESS KNOWLEDGE INFUSION

The purpose of enforcing a process structure in DL is to:

Minimize Hallucination: Conversational Agents (CAs) are susceptible to irrelevant and

sometimes harmful questions when generating FQs or responses to a patient suffering

from depression [213]. The primary reason for irrelevant and harmful questions is

that CAs cannot incorporate contextual information in generating appropriate follow-

up questions (FQs) (see Figure 5.3). Further, the sensitivity of the conversation and
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Figure 5.3 Reddit is a rich source for bringing crowd perspective in training DLMs over
conversational data. On the left is a sample post from r/depression_help which sees inquis-
itive interaction from other Reddit users. At the top-right are the FQs asked by the Reddit
users in the comments. These FQs are aimed at understanding the severity of the mental
health situation of the user and are hence, diagnostically relevant. At the bottom-right are
the questions generated by DLMs. It can be seen that these are not suitable FQs.

a controlled generation process are essential characteristics of patient-clinician in-

teractions, which are difficult to embed in DLM-based CAs. Therefore, question

generation (QG) in mental health is challenging. In this chapter, we will discuss PRI-

MATE, a PRocess knowledge Integrated Mental heAlth daTasEt, that would train

deep language models (DLMs) to capture information from user input that can an-

swer questions in clinical questionnaires (see Figure 5.1 for examples in PRIMATE).

Unanswered questions are the ones that would be used by agents to generate infor-

mation seeking questions for user (or patient) [207] [214].

Maximize Uncertainty Handling: A major concern in DLMs is about safety. In the fig-

ure 5.4, we illustrate the utility of “sanity checks” that are put into use through pro-

cess knowledge. The model without PK is susceptible to risky generations, which

might have severe consequences to patient’s mental health. The concept of “sanity
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Table 5.1 This is an example of how a process knowledge-integrated dataset is con-
structed in collaboration with mental healthcare providers. The leftmost column presents
example questions mental healthcare providers (MHPs) asked. The MHPs provided Tag
and Rank shown in the rightmost columns representing process knowledge. The mid-
dle column provides a series of questions gathered using Google SERP API (https:
//tinyurl.com/G-SERP-api) and Bing Search API (https://tinyurl.com/
bing-search-api) logically ordered by MHPs.

GAD-7 Question (x) Paraphrases (Y)
Process Knowledge (P)
(Tag, Rank)

Feeling nervous,
anxious, or on edge

Do you feel nervous anxious or on
edge

(Yes/No,1)

How likely are you to feel this way (Degree/frequency,2)
Any ideas on what may be causing
this

(Causes,3)

Have you tried any remedies to feel
less nervous

(Remedies,4)

Are you also feeling any other
symptoms such as jitters or dread

(OSI, 5)

Not being able to stop
or control worrying

Do you feel not able to stop or con-
trol worrying

(Yes/No,1)

How likely are you to feel this way (Degree/frequency,2)
Any thoughts on what may be caus-
ing this

(Causes,3)

Have you tried any remedies to stop
worrying

(Remedies,4)

Are you also feeling any other
symptoms

(OSI, 5)

check” is pretty simple. It introduce constraint-based knowledge11 into DLMs using

one of the following methods:

• Textual Entailment Constraints (TEC) is a directional relationship between

sentences in a response or questions. If the two sentences share semantic re-

lations and logically agree, they are entailed. If the two sentences are syn-

onymous based on the entities they contain, they are neutral. If the second

sentence refutes the information in the first sentence, they are contradictory.

11a part of KiL
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Figure 5.4 Inclusion in sanity checks in the neural response generation or question gen-
eration model. The sanity checks entails a check on the quality of generation by computing
either jaccard index between the tokens in the generation and medical lexicons or com-
pute cosine similarity between the generated sentence and medical questionnaire (MedQ).
Q̂k+1: Generated Question. pθ (Q̂k+1): Encoding of the generated question and p(MedQ):
Encoding of a question in the list of questions in medical questionnaire. δ : a threshold,
above which the generated question is accepted.

Such constraints are manifestations of process knowledge in clinical practice.

In machine-understandable form, we can model them as Rules containing Tags

and Rank (see Figure 5.1).

• Rules (Tag and Rank): These rules can help structure the question generation

process, which is random and unsafe in current state-of-the-art NLG models12.

For instance, if the conditional probability function within an AI model, de-

fined as P(Q̂k+1|Q̂k) is augmented with a Tag containing the following labels:

{Yes/No, Degree/Frequency, Causes, Treatment/Remedies} then the model can

learn to follow a definite process:

– If Q̂k is Yes then Q̂k+1 is about Degree/Frequency

– If Q̂k is Degree/Frequency then Q̂k+1 is about Causes

12https://tinyurl.com/adaptive-education
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– If Q̂k is Causes then Q̂k+1 is about Treatment/Remedies

– If Q̂k is Treatment/Remedies then Q̂k+1 ask about Information on Other

Side Effects

Here, Q̂k+1 is the next generated question given Q̂k, a previous generated and

accepted question.

Apart from these, the ability to capture context and provide user-level explanations can be

enhanced using PK. To understand it better, we created an alternative version of “Reddit

C-SSRS Suicidality” dataset, discussed in Chapter 3.

Table 5.2 Attention visualization based explanations in C-SSRS 1.0

Prediction: Suicide Ideation
Ground Truth: Suicide Indication
Model: Language Model

‘A book is usually what I do when Im getting down, but it doesnt work when I start
getting panicky. Ill try the carbs, the caffeine doesnt work because Ive gotten it in a
movie theater and had a soda with me...’, ‘A few reasons. I feel backed into a corner
mostly. And Im Tired of being Tired of everything. If that makes sense.’, ‘Thank
you! I understand its a sad thing. But I also want people to realize that there can be
humor in anything and its the best way to deal with this. Its how I would do it. ’, ‘I
really dont want to ask for help. Id rather not let anyone know Im having these kind
of issues.’

Table 5.3 A process knowledge-guided improved explanations in C-SSRS 2.0

Prediction: Suicide Ideation
Ground Truth: Suicide Indication
Model: PK-iL(W2V) with Gaussian Kernel

‘A book is usually what I do when Im getting down, but it doesnt work when I start
getting panicky. Ill try the carbs, the caffeine doesnt work because Ive gotten it in a
movie theater and had a soda with me...’, ‘A few reasons. I feel backed into a corner
mostly. And Im Tired of being Tired of everything. If that makes sense.’, ‘Thank
you! I understand its a sad thing. But I also want people to realize that there can be
humor in anything and its the best way to deal with this.

[
...
]

Explanation: 1. Wish to be dead (no)→ Suicide Indication

110



Table 5.3 is an example of an annotated post in C-SSRS 2.0 and its equivalent in C-

SSRS 1.0. The added explanations seems to benefit any LMs in sucidality detection task

by enforcing explainability as precursor to classification.

5.3 C-SSRS 2.0

For the sake of convenience, let us take a quick recap of the C-SSRS 1.0, which is dis-

cussed by Gaur et al. [37]. Gaur et al. created the “Reddit C-SRRS Suicide Dataset”

comprising 500 users and approx 16,000 posts identified as informative for suicidality de-

tection. The dataset was created after multiple rounds of semantic filtering of 94,000 users

and 3.4 million posts made from 2005 to 2017 (a.k.a C-SSRS 1.0). C-SSRS 1.0 has been a

gold standard (annotator agreement of 0.79) in suicide risk severity detection. It employed

clinical knowledge in SNOMED-CT, DSM-5 [10], TwADR lexicon [215], AskaPatient

lexicon [215], and i2b2 suicide notes [216] to identify users who have produced an overt

signal indicating a positive instance of suicide risk. The label distribution comprises 20%

users with suicide indication, 34% users with suicide ideation, 36% users with suicide be-

havior or attempt. An additional label called “supportive users” constitutes 10% of the

dataset. These users share experiences about suicidality.

Creation of C-SSRS 2.0 : To create C-SSRS 2.0, we focused on 450 users with active la-

bels of suicide risk severity. These are suicide indication, suicide ideation, suicide behavior

or attempt. We ignored supportive users as they were meant to prevent false alarms.

The task of providing a label to users in the dataset was less time-consuming in terms

of maintaining the quality of annotation compared to an annotating task involving marking

yes/no against 6 questions for each user while reading their long-winded text. Further, each

severity level in the C-SSRS has a main question and sub-sentences (questions in CSSRS

: link). To make the annotation task manageable for four practicing MHPs, we asked

them to glean through posts and select 28 users while keeping uniform distribution across

suicide risk severity levels. For each user, an MHP provides a sequence of yes/no labels
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to each information-seeking sub-sentence in C-SSRS as a proxy of the clinical process,

which informs the user’s final suicide risk severity label. There were conflicts between

MHPs regarding the explanations they provided for the users’ content and the labels already

mentioned in C-SSRS 1.0. After multiple rounds of correction and meetings with the

authors of C-SSRS 1.0, we resolved the conflicts, while maintaining high standards in

the annotation process [217]. On the 28 users dataset, we attained satisfactory annotator

agreement scores of 0.83 on the Fleiss Kappa scale. This part of C-SSRS 2.0 contains 471

posts with an average of 6 sentences per post.

We leverage the annotation of 28 users to annotate the remaining 422 users by com-

puting cosine similarity between the neural representation of the user’s text and questions

in the C-SSRS (see Figure 5.5). We used state-of-the-art LMs for generating neural rep-

resentations of questions and users’ posts. This approach is inspired by Coppersmith et

al., who used language models to estimate the similarity between annotated sentences and

sentences to be annotated for labeling [218].

The use of LM in the labeling process allowed us to create highlights over parts of

the text, which is a part of attention visualization [219]. Next, we provide the outcome to

MHPs for evaluation, which involves (1) checking the meaningfulness of yes/no labeling

against the highlighted parts of the text for each user and (2) checking its correctness with

the final suicide risk severity label provided to the user. In this process, we received an

agreement score of 0.74 among the same 4 MHPs who now took the role of evaluators. A

certain level of disagreements were hard to resolve, making C-SSRS 2.0 a silver-standard

dataset. A snapshot of the dataset is presented here13.

Method for C-SSRS 2.0: In the context of mental health, it can be envisioned as an ordered

sequence of questions that an AI algorithm should follow in order to be explainable to

MHPs and support acceptable classification of severity of illness in the patient. In this

13Though the dataset contains social media content, we did practice anonymity using the guidelines de-
scribed by Benton et al. [220]. Since we make C-SSRS 2.0 public for research use, we use a Data Use
Agreement for responsible dissemination of the dataset [221]
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Figure 5.5 An overview diagram of our proposed PK-iL approach using C-SSRS 2.0
Dataset. The process structure of C-SSRS is stacked over a fine-tuned or end-to-end pre-
trained LM to provide yes/no responses to questions in C-SSRS. Highlighted parts of the
posts contribute to yes in C-SSRS.

section, we define a general algorithm for C-SSRS 2.0, but it is applicable for any other

dataset having structural PK.

The PK we use for suicide risk severity detection is C-SSRS, and it can be visualized

as a decision tree according to figure 5.5(B). It makes intuitive sense to utilize a decision

tree model to estimate the suicide risk severity level for a user. We formulate the problem

for the algorithm as follows: Given a user’s post X = x, Iyes(qi) and Ino(qi) represents if the

post follows a yes path or a no path to the question qi in C-SSRS, then the probability of a
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label y for a user post can be written as a polynomial of the form.

y = ∑
l∈Leaves

pl

Nq

∏
i=1

(
Iyes(qi))

(
1− Iyes(qi)) (5.1)

where Nq is the number of questions in the decision tree, which is the number of questions

in C-SSRS-like PK. Leaves is a set of all leaves that lead to the label y. pl is computed

as the ratio of the number of annotators that chose that path for the example to the total

number of annotators - this in some sense captures the inter-annotator agreement in C-

SSRS 2.0 [222]. To interpret it, consider a particular post from a user. If among four

annotators, two annotators labeled the PK as the path 1.2→ 2.2→ 4. It is equivalent to

1→ 2→ 4 for classifying the user to one of the C-SSRS levels. Then the probability of y

= Behavior or Attempt for that post is 0.5014.

Assertion. For any model M (y) that approximates the probability of y for a post according

to Eq. 5.1, let the inter-annotator agreement for the post labeled as y be A (y). Then best

approximation for the post, M ∗(y)≤A (y)

We claim the above as an assertion instead of a theorem as it is trivial to see that

∏
Nq
i=1

(
Iyes(qi))

(
1− Iyes(qi)) ≤ 1 always holds, and therefore any approximation is upper

bounded by the inter-annotator agreement. Improving upon the inter-annotator agreement

means infusing additional external knowledge not present in the ground truth. and hence,

gives us the opportunity to label unseen data at par with the human annotators, while ex-

plicitly capturing their annotation process in the learned model.

In order to compute Iyes(qi) and Ino(qi), where Ino(qi)=1− Iyes(qi), we compute the

similarity between the question qi in C-SSRS with parts of the sentence highlighted by

a LM15. At a user-level, the similarity can be understood as the inner product between

the neural representation of the question and parts of the posts to determine Iyes(qi) and

14Note here that the sub-sentences in C-SSRS are not stored in the tree leaves

15There are several options in NLP literature to construct representations of text. Such as TF-IDF, Hashing
Vectorizer, etc. Since LMs show remarkable efficiency, we used them to automate dataset annotation.
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Ino(qi). Consider a qi in C-SSRS; “Have you thought about being dead or what it is like

to be dead”, it is being answered as yes by the response “Rarely is a day where I don’t

suffer from thoughts of self-harm” because of the bold-faced phrases. We use a concate-

nation representation padded with zeros according to the longest text fragment to construct

the neural representations of posts semantically. The inner product-based similarity can

be formulated as: S (xR
sub,q

R
i ) ≡K

(
xR

sub
|xR

sub|
,

qR
i
|qR

i |

)
≥ ±θi, where xR and qR

i denotes neural

representation of text (x) and question (qi). K denote a similarity function. The normal-

ization of the representations by size makes an inner product a valid similarity measure in

the range−1 to +1. Now, we formally develop the algorithm for the C-SSRS 2.0; Process

Knowledge-infused Learning(PK-iL).

We define a function that predicts the probability of post label being Y = y according

to the PK as follows:

P(Y = y | X = x) = ∑
l∈Leaves

pl

Nq

∏
i=1
∨xsub∈x

(
S (xR

sub,q
R
i )≥±θi

)
(5.2)

where xsub ∈ x is a fragment of the post x (e.g., word, phrase or sentence). ± signifies if

we are checking if the question qi is answered as yes or no by fragment xsub in post x with

confidence θi. Using ∨K
k=1zk = (∑K

k=1 zk ≥ 0.5), we have:

P(Y = y | X = x) = ∑
l∈Leaves

pl

Nq

∏
i=1

∑
xsub∈x

(
S (xR

sub,q
R
i )≥±θi

)
≥ 0.5 (5.3)

We can optimize Eq. 5.2 using Bernoulli Loss (L ) for an input post (X = x) and label

(Y = x) as follows:

L ({θi}
Nq
i=1) = P(Y = y|X = x)log(P(Y = y|X = x))+

(1−P(Y = y|X = x))log(1−P(Y = y|X = x))
(5.4)

Since L ({θi}
Nq
i=1) is strongly convex, we use Newton’s optimization method to learn the

parameters of the model.

We propose an algorithm for PK-iL which is general enough to allow test with different

LMs suitable to the task and PK suitable to any domain. However, in our experimental
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Algorithm 2: Process Knowledge-infused Learning (PK-iL)
1 Compute pl ∀ leaves l from the ground truth;
2 Choose Kernel K , fragment size, and CE model for representation
3 Initialize θi, ∀i← 1 to Nq
4 ▷ Begin Newton’s method
5 for k← 1 to K do
6 for θi, where i← 1 to Nq do
7 Compute θ

′
i = ∇θiL (θi)

8 Compute θ
′′
i = ∇θ

′
i = ∇θi(∇θiL (θi))

9 Set θi = θi−
θ
′
i

θ
′′
i +1

10 ▷ add 1 to avoid divide by zero error
11 return θi, ∀i← 1 to Nq

results we will evaluate PK-iL both quantitatively and qualitatively evaluation using the

C-SSRS 2.0 dataset. Prediction of final suicide risk severity level at a user-level is carried

out by choosing the summand in Equation 5.3 that has the highest value once normalized

by dividing by the sum of the summands, in order for it to be a probability.

Quantitative Analysis: PK-iL for LMs for C-SSRS 2.0: From figure 5.6, it is interesting

that the W2V, trained using the Continuous Bag of Words method, is the best performing

model in the Baseline, Cosine Similarity, and the Gaussian Kernel case. Upon inspection

of the embeddings, we hypothesize that W2V (which has been trained from scratch on

the suicide-related post corpus), captures contextual dependencies between suicidality to-

kens and phrases much better than LMs. LMs need to be fine-tuned on vast amounts of

data to adapt against non-suicidality term-related contexts that they have trained on using

massive corpora. Our analysis notes that for domain-specific tasks such as mental health-

related prediction, it is perhaps better to train contextual dependencies between words and

phrases from scratch, as pre-trained models are already heavily biased towards the con-

textual dependencies in their training corpora [223]. Across all LMs, we see that PK-iL

improves the accuracy of the vanilla models by up to almost 15% points for LongFormer.

Although to confirm our statement, we have to rule out the effects of collecting more data,

adding/deleting features, etc., using neural representations and limited data alone, explic-
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Figure 5.6 Mean Accuracy and AUC-ROC scores, rounded up, for all LMs used in PK-iL
algorithm over C-SSRS 2.0 dataset. There are two variants of PK-iL that was evaluated: (a)
PK-iL with Cosine Similarity (CS) and (b) PK-iL with Gaussian Kernel (GK) for Kernel
choice for each language model of representation. V: The LMs in their vanilla state.

itly controlling the learned model with process knowledge shows significant performance

gains.

Qualitative Analysis: In Table 5.2, we see W2V associating phrases and words that char-

acterize a low mood with suicidal ideation. In real life, such words may raise triggers in the

minds of a clinician and may benefit their analysis. However, the human annotator seems

to have labeled this as an indication based on the xR
sub=“there can be humor in everything”

of the post. Recall that PK-iL deals with whole fragments of text. The highest threshold
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Table 5.4 Explanations provided from W2V on C-SSRS 2.0.

Prediction: Suicide Behavior or Attempt
Ground Truth: Suicide Behavior or Attempt
Model: Model that uses guidelines, inputs and labels

‘I wish I could give a shit about what would make it to the front page. I have been
there and got nothing. Same as my life. I do have a gun.’, ‘I thought

[
...
]
. I am not

on a ledge or something, but I do have my gun in my lap.’, ‘No. I made sure she
got an education and she knows how to get a job. I also have recently bought her
clothes to make her more attractive. She has told me she only loves me because I
buy her things. ’

Explanation: 1. Wish to be dead (yes) → 2. Non-Specific Active Suicidal
Thoughts (yes)→ Active Suicidal Ideation with Some Intent to Act, without Spe-
cific Plan (yes)→ Behavior or Attempt

among the similarity functions in Equation 3 corresponded to the fragment highlighted and

path 1, which is question 1 in C-SSRS ‘Wish to be dead’, and hence the model picks indica-

tion with probability equal to inter-annotator agreement of y = suicide indication at that leaf

(see Table 5.4 with Table 5.2). To perform an expert evaluation of the explanations provided

by W2V and the next best XLNet, we compute Spearman correlation with ground-truth C-

SSRS 2.0 for 50 hold-out test users. Vanilla XLNet and PK-iL(XLNet) reported 47%

and 51% correlations with expert annotated explanations, respectively. Whereas vanilla

W2V and PK-iL(W2V) reported 66% and 70% correlation, respectively. Overall, subject

to annotator agreements, such an explanation is more informative to the clinician about the

models’ prediction.

The use of clinical PK in dataset creation to support user-level explainability is a new

topic and provides a new direction in mental healthcare research using social media content.

Prior algorithmic research on either classification of mental health conditions or predicting

the severity of a mental health condition has found it hard to explain the inner functioning

of their methods and has hence, led to poor adaptation among MHPs [224] [225] [226].

The dataset and it’s associated algorithm that we report here present the first effort toward
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making algorithms explainable for MHPs. Next, we will show you another explainable

dataset in mental healthcare, designed with a specific objectives: (a) Allow CAs gather

what user knows about their conditions, and (b) Ask safe and medically appropriate follow-

up question to prevent what is shown in Figure 5.4. The purpose of the next section to

prevent CAs fro generating incoherent and irrelevant questions as shown in Figure 5.3.

5.4 PRIMATE

The approach to data collection for PRIMATE involves scraping posts and comments from

r/depression_help, a subreddit on Reddit, which is meant to provide advice and support

to help individuals suffering from depression. The posts on this subreddit contain flair

tags such as SEEKING HELP, SEEKING ADVICE, and REQUESTING SUPPORT. We

filter down the data curated from this subreddit based on the flair tag attribute to retain

only advice, help or support seeking posts and their comments. After filtering, our dataset

had approximately 21,000 posts. Each post contains a title, description, and comments.

On average, each post has 5 comments. Next, we chunked the main text of each post

into smaller groups of sentences (chunks) of less than 512 tokens while making sure no

sentence is segmented in between. The motivation for chunking is to ensure no context

is lost from the post due to the limitation of T5 to process 512 tokens as input (DLMs in

general suffer from such representation limits). We also appended the post title to each

chunk to ensure that main idea of each post was captured in it’s chunks. This curated

dataset tests T5’s capability to generate FQs similar to any of the questions in the extended

PHQ-9 questionnaire.

Extending PHQ-9 to support FQ generation: PHQ-9 questions are subject to different

interpretations depending on patient-MHP interaction. Additionally, nine questions are

limited in scope for use in tasks like fine-tuning and similarity-based performance evalua-

tions. Therefore, to increase the strength of PHQ-9, we collaborated with MHPs to create
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sub-questions for each question in PHQ-9. First, we used Google SERP API16 and Mi-

crosoft Bing Search API17 to retrieve “People-Also-Ask” questions. For each question, we

retrieved 40 questions by manually searching and assessing their relevance to PHQ-9 ques-

tions. Next, we provided the set of 360 questions to three MHPs for assessment. MHPs

evaluated the questions on two grounds:(a) Whether they would ask such a question to a

patient? (relevance) (b) If yes, when should such a question be asked? (rank). Based on

their ratings, we created a final set of 134 sub-questions for the nine questions in PHQ-918

resulting in a total of 143 questions.

Models for FQ Generation: We used an off-the-bench T5-base QG model that was fine-

tuned on the SQuAD 2.0 question generation dataset [227] [Model 1]. Next, we fine-tuned

Model 1 on r/depression_help posts and comments. To align with our task of making

T5 generate relevant FQs, we filtered out comments which were non-interrogative. We

kept only the interrogative statements asked by Reddit users in the comments [Model 2].

Not all interrogative comments by Reddit users are diagnostically relevant FQs (Eg: “Can

you use MS Excel?”, “Were you interactions on FaceTime?”). To remove such questions,

we further filtered the dataset by calculating the maximum BLEURT score between the

question (present in the comments) and the questions in extended PHQ-9. We applied

a threshold of 0.60 to this score19. This removed harmful and diagnostically irrelevant

questions while preserving contextual, semantically relevant, and legible questions [Model

3]. See Fig 5.3 for examples of diagnostically relevant questions.

Analysis of Models for Question Generation: Out of the 21k questions, performance of

Models 1, 2, and 3 were examined on those 2003 posts that had at least one interrogative

comment. Each of the three models was made to generate FQs in sets of 5, 10, and 15

16https://serpapi.com/

17https://www.microsoft.com/en-us/bing/apis/bing-web-search-api

18Questions in extended PHQ-9 : link

19empirically judged
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Table 5.5 Examples of questions generated by T5 when tasked to generate FQs when the
user query for the post in Figure 5.3 was provided as input. Model 1, which is a pre-trained
T5 [2], often generates questions which are irrelevant, unsafe, incoherent, and redundant.
Model 2, which is T5 fine-tuned on r/depression_help seems to be relatively coherent and
inquisitive compared to Model 1. However, both models generate questions about the topic
that user has discussed in their query. As a result, we see that pre-trained and fine-tuned
DLMs fail to generate FQs. By enforcing FQ generation using using a dataset curated
using extended PHQ-9, generated questions have been mostly inquisitive. This is shown
by Model 3. Still, a lot of generations are around the problem the user mentioned.

Model 1 QGs Model 2 QGs Model 3 QGs

• How long ago did the worsen-
ing chronic fatigue continue to
cripple my life? [*User already
mentions in the title of the post
he has been facing the fatigue
for years]

• What was the estimated dose
of suicide? [*Unsafe incoherent
question]

• How could body parts feel far
less hot in other parts of my life?
[*Incoherent question]

• What has caused the grad-
ual cognitive decline? [*It’s the
physician who needs to answer
this question after the conversa-
tion]

• What effect is that I’m less op-
timistic, and it’s embarrassing ?
[*Incoherent attempt to gener-
ate a question from the sentence
in the post which mentions “I
am still pretty optimistic , but I
’m just too out of it , it ’s embar-
rassing”]

• What was the reason that in-
creasing depression has a nega-
tive effect on me? [*Irrelevant
and incoherent]

• A sleep study consists of what?
[*Irrelevant to the diagnostic
procedure]

• What did Caffeine feel in my
body? [*Wrong pronoun used
and irrelevant to the diagnosis]

• Have you ever tried many
depressants or mental health
things? [*Redundant question
as user has already mentioned
in the post text that he has tried
antidepressants]

• Are you seeing a therapist?
[*Redundant question as user
had already mentioned in the
post text that he has seen a ther-
apist in the past]

• Do you even ever try to focus
on negative things and/or pain,
relief, and patience? [*Incoher-
ent question]

• And what if you forgot to
fucking realize that, then it will
be fucking so much that you’ll
be fucking fucking can we ask
what they want. [*Unsafe ob-
jectionable question]

• Do you mean heavy bipolar
disorder? [*Irrelevant to the
context of the post]

• Are you aware about the qual-
ities of antidepressants? [*In-
quisitive in nature but irrelevant
from a diagnostic perspective]

• What does antidepressant work
at? [*Irrelevant from a diagnos-
tic perspective]

• Do you have a close friend you
can go to who you can talk with,
that way you can get out of the
house? [*FQ]

Are you on any antidepressants?
[*User mentions in the post he
has tried them before but no
mention has been made if he is
still on them]

• Do you have any positive
thoughts? [*FQ]

• Are you in any danger of hurt-
ing yourself? [*Slightly unsafe]

• Is it that you aren’t happy
with your feelings? [*Irrelevant
question]

• Have you tried some exercise?
[*Redundant question as user
already mentions he has tried it]

• Do you wake up frequently?
[*FQ]

• How is your sleep quality?
[*FQ]

• When you wake up, what do
you do? [*FQ]

• Is there anything that helps you
calm the symptoms for now?
[*FQ]

• What are your hobbies?
[*Generic FQ]

• What are your interests?
[*Generic FQ]
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Table 5.6 In this example, the generated questions from both Model 2 and Model 3 seem
to be relevant FQs, but they are not assessing the severity of the mental health condition,
despite Model 3 being fine-tuned on a dataset filtered by PHQ-9 questions. In comparison
to the qualitative outcome in Table 5.5, this showcases the inability of T5 to support mental
health triage.

Post text Model 1 QGs Model 2 QGs Model 3 QGs

I feel depressed . I have
felt depressed for a while. I
have done a lot of things to
try and help myself through
therapy ,[...] , staying busy
, going to university . all
I have found is that each
time I complete any of these
things that I still feel like
I am empty . When I
do not do those things for
more than 10 mins by my-
self that my thoughts just
get dark and I be little ev-
erything I have ever done .
[....] Also I get depressed be-
cause I have dreams where
I ’m constantly bombarded
by women who are not my
wife who want to have rela-
tionships with me and it ’s
a nightly battle to not give
in to it when I ’m dreaming
. I know it sounds silly but
I fear that if I give into the
dreams that I might do it in
real life . I do n’t want to tell
my wife because she does
n’t understand other weird
dreams that I have had in the
past .

• What if I do not
do it for more than
10 mins by my-
self? [*Closed book
question already
answered in the
post and irrelevant
to the diagnostic
procedure]

• What might happen
to any women that
want to have rela-
tionships with me?
[*Irrelevant to the
diagnostic process]

• What do the women
at work do? [*Irrele-
vant to the diagnostic
process)]

• What kind of
dreams are I was
depressed? [*Closed
book question gen-
erated directly from
a statement in the
post]

Would you be happy
with them? [*Irrelevant
to the diagnostic pro-
cess)]

• What’s your job? [*Ir-
relevant]

• Are you able to reach
out to your doctor or psy-
chiatrist? [*User has al-
ready mentioned in the
original post that he has
talked to his therapist]

• what are your dreams?
[*Closed book question
already answered in the
post]

• What do you en-
joy about your dreams?
[*FQ]

• Do you want to talk
to people about what
dreams are ? [*FQ]

• Do you feel as satisfied
as yourself when you are
dreams? [*FQ]

Have you talked to a
therapist? [*Already an-
swered by the user in the
post itself]

• Is there anything that
helps you calm your
feeling for now? [*FQ]

• “Have you ever gotten
any help?" [*Already an-
swered in the query]

• Do you feel isolated?
[*FQ]

• What are your hobbies?
[*FQ]

• What are your interests?
[*FQ]

• How long have you
been waiting for your
wife to talk about these
dreams? [*FQ]

• Have you told your
wife you’re depressed or
not? [*Inquisitive in
nature but already an-
swered by the user in
original post]

through nucleus sampling [201]. For a generated question, BLEURT score was computed

with each question in Extended PHQ-9 and the maximum among those scores was taken as

the score for the generated question. A clear distinction between models 1, 2, and 3 is the

nature of the questions asked. Model 1 generated closed book questions, whereas Model 2

and 3 seem to show some inquisitive nature and seem more focused on the mental health
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domain, which can be attributed to the after effect of finetuning on Reddit (see Table 5.5

and 5.6). We captured the performance of the models quantitatively using ’hit rate’ as a

metric. For a generated question (q̂), we denote :

score(q̂) = max(bleurt_score(q̂,q1),bleurt_score(q̂,q2), ...,bleurt_score(q̂,q143))

where q1, q2..., q143 ∈Extended-PHQ-9. Across all 2003 posts, we had C = 2575 chunks20.

Let total number of questions generated by a model be |Q̂| and |Q̂| denote the number of

question generated by the model for a given chunk. For experimentation, we set |Q̂| to have

values {5, 10, 15}. Thus, |Q̂|= |Q̂| ∗C. Then the Hit Rate for a model was computed as:

Hit Rate(model, |Q̂|) =
∑

q̂ ε Q̂
I(score(q̂)> δ )

|Q̂|

where δ is the threshold on the similarity between generated question in a chunk and sub-

questions in PHQ-9 and I[ϕ] is the indicator function taking values 0 or 1 for a predicate

ϕ .

Inference on Table 5.7: (1) Regardless of fine-tuning and filtering based on PHQ-9 ques-

tions, inherently, T5 does not capture the meaning and usage of the words in the mental

health context. Moreover, T5 fails to generate legible and relevant FQs as safe as PHQ-9

questions. Therefore, we scrutinize the generated FQs by mapping them to most similar

questions in extended PHQ-9. Examples of irrelevant generations by T5 that it thought

were relevant are: (a) “Wtf?” (generated FQ) was found most similar to “Do you have

hope?” (PHQ-9) (b) “What did Boyfriend suffocate me with during his break up a week

after I got a diagnosis?” (generated FQ) was found most similar to “What do you think

makes you a failure” (PHQ-9). The previous generated question is redundant as the an-

swer to it was already present in the original post. (2) Many generated questions contain

extreme language due to the informal nature of the Reddit platform, which is very sensitive

issue, especially in the mental health domain. Examples are: “Did you f***ing realize

20Chunking was done as DLM accepts a maximum input length of 512 tokens.
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Table 5.7 Experimental results comparing different models in generating questions that
match the sub-questions in PHQ-9. Q̂ is the set of generated questions in each chunk.
The performance is recorded over all the generated questions (Q̂). δ was used as the
threshold on the similarity between generated question and PHQ-9 sub-questions while
calculating hit rate. BLEURT records semantic similarity, whereas Rouge-L records the
longest common subsequence exact match between generated question and PHQ-9 sub-
questions. The highest performance on semantic and string similarity is bolded. Acceptable
performance in Model 3 achieved using PHQ-9 motivated us to prepare PRIMATE.

|Q̂|(↓) Hit Rate on BLEURT Hit Rate on Rouge-L

δ (→) 0.4 0.5 0.7 0.4 0.5 0.7

Model 1: Pre-trained T5

5 0.5417 0.1233 0.0020 0.1241 0.0386 0.0005
10 0.5400 0.1203 0.0010 0.1290 0.0400 0.0010
15 0.5368 0.1250 0.0013 0.1266 0.0384 0.0009

Model 2: Fine-Tuned T5 on r/depression_help

5 0.6657 0.2804 0.0097 0.3445 0.1560 0.0100
10 0.6691 0.2792 0.0104 0.3481 0.1590 0.0098
15 0.6726 0.2787 0.0104 0.3476 0.1588 0.0094

Model 3: T5 Fine-tuned on r/depression_help filtered by PHQ-9

5 0.9489 0.7088 0.1261 0.7457 0.4937 0.0903
10 0.9542 0.7126 0.1272 0.7460 0.5002 0.0947
15 0.9514 0.7098 0.1274 0.7484 0.4945 0.0916

that f***ing people are f***ing too?” (generated FQ) was found to be the most similar

to “What do you think makes you a failure?”. Thus, T5 and its variants need to capture

“what the user knows and has already mentioned in his post” by checking which PHQ-9

questions are already answerable using the user’s post before generating the next probable

FQs in order to avoid redundancy.

Creation of PRIMATE: We present PRIMATE, a dataset consisting of Reddit posts con-

taining user situations describing their health conditions and whether the questions in PHQ-

9 are answerable using the content in the posts. Each question is attributed with a binary

“yes" or “no" label stating whether the user’s description already contains the answer to that

question (see Table 5.8). PRIMATE was created from a month long annotation-evaluation

124



Table 5.8 Distribution of 2003 posts in PRIMATE according to whether the text in the
post answers a particular PHQ-9 question. Through this imbalance, PRIMATE presents
its importance in training DLM(s) to identify potential FQs in PHQ-9 that would guide a
generative DLM(s) to conduct a discourse with a patient with a vision to assist MHPs in
triage. Q1-Q9 are described in Figure 5.7

PHQ-9 Number of Posts

Questions With Answer (Yes) W/o Answer (No)

Q1 1679 324
Q2 1664 339
Q3 686 1317
Q4 949 1054
Q5 530 1473
Q6 195 1808
Q7 741 1262
Q8 196 1807
Q9 374 1629

Figure 5.7 A post in PRIMATE which is annotated with PHQ-9.The questions marked
“YES” are answerable by DLMs using the mental health specific cues from user text. The
questions marked “NO” are the questions a DLM should consider asking as FQs. Sentences
within [] were taken as signals that the “YES” marked questions had already been answered
in the post .

cycle between MHPs and crowd workers. A total of five crowd workers performed this

task, achieving an initial annotator agreement of 67% using Fleiss kappa. Subsequently, the

MHPs assessed the quality of annotations and provided their suggestion for improvement,
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Table 5.9 The MCC score for all 9 questions across different thresholds is in the range 0
to +1 (low to high positive relationships). The MCC for some configurations runs into a
divide by zero error, and we replace this value with 0.0. Unable: model is unable to learn
cues to determine answerability in a post. Maybe: model is uncertain whether a particular
PHQ-9 question is answerable or not. Certain: answerability can be determined by the
model with high reliability. Class-Type: Classification Type when δ = 0.9

δ (→) 0.5 0.7 0.9 Class-

PHQ-9(↓) MCC MCC MCC Type

Q1 0.0 0.17 0.17 Unable
Q2 0.43 0.45 0.52 Certain
Q3 0.41 0.46 0.33 Maybe
Q4 0.14 0.19 0.13 Unable
Q5 0.63 0.65 0.66 Certain
Q6 0.47 0.43 0.27 Unable
Q7 0.66 0.68 0.7 Certain
Q8 0.1 0.0 0.0 Unable
Q9 0.62 0.56 0.39 Maybe

leading to an acceptable agreement score of 85%. A sample annotated post in PRIMATE

is shown in Figure 5.7.

Method for PRIMATE: With PRIMATE, we propose the question generation task as

a binary classification problem followed by question generation. We train BERT21 (a

transformer-based DLM) as a classifier on the PRIMATE dataset. We report the Matthews

Correlation Coefficient (MCC) scores in table 5.9. MCC is a reliable metric to assess

a model’s classification over an imbalanced dataset, particularly useful when we are in-

terested in all four categories of confusion matrix: true positives (answerable questions

(AQ)), true negatives (FQ candidates), and false alarms (false negatives and positives). As

PRIMATE shows a disproportional distribution of AQs (yes) and FQs (no), MCC is an

appropriate metric [229]. We base our analysis on the consistency of BERT classifier on

varying threshold (δ ) in table 5.9. A score between 0.0 to 0.30 (Type Unable) on MCC

means the model is only able to find a negligible to weak positive relationship between in-

put and output. In our context, a score in this range for a particular PHQ-9 question means

21BERT end-to-end training perform well compared to baselines Electra [197], and MedBERT [228]
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that model is unable to effectively learn the cues needed to judge the answerability of that

question in user posts. A score between 0.30 and 0.40 (Type Maybe) means that the model

is able to learn a moderately positive relationship, interpreted as ambiguity in the model

to judge whether a particular PHQ-9 question is answerable from user posts. MCC scores

between 0.40 to 0.70 (Type Certain) for a question in PHQ-9 means that the model can

effectively judge whether that question is answerable in user posts . Any score above 0.70

makes the model’s judgements even more reliable.

Future Direction in PK for Mental Health: Our experiments show that PRIMATE can

train DLMs to judge whether a user’s description of their mental health condition already

contains an answer to a particular question in PHQ-9, which would eventually guide co-

herent FQ generations. We leave our approach for FQ generation as future work on process

knowledge22 [17]. Further, we are yet to scale our understanding to other mental health dis-

orders, such as anxiety using GAD-7 and Suicidality using C-SSRS [230]. Further, we are

yet to investigate whether PRIMATE, along with the knowledge in SCID can make DLMs

transferable across multiple mental health disorders, especially the ones comorbid with

depression. Also, there is a need for a clinically explainable safety metric for our task.

5.5 SUMMARY

This chapter demonstrated the importance of data and process knowledge to adapt DLMs

for generating FQs that would assist MHPs in triaging depression. Our experiments show

that without process knowledge, DLMs hallucinate by generating unsafe, incoherent, and

irrelevant questions that are not helpful for MHPs in pre-screening or triaging. The chal-

lenge lies in the inability of the DLMs to judge from the set of generated questions, which

is a potential effective FQ to ask based on the user information. The improved question

generation performance of DLMs fine-tuned on conversational data filtered by process

knowledge encouraged us to prepare PRIMATE and C-SSRS 2.0. Both PRIMATE and

22under review; contact Manas Gaur
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C-SSRS 2.0 can train DLMs to judge ‘whether a user’s description of their mental health

condition already contains an answer to a particular question in PHQ-9 or C-SSRS, which

would eventually guide coherent FQ generations.

Methodologically, we demonstrated two forms of knowledge infusion; (a) Shallow In-

fusion in PRIMATE and (b) Semi-Deep Infusion in C-SSRS 2.0. The shallow infusion in

PRIMATE aims to prevent hallucination and minimize uncertainty. The semi-deep infu-

sion also prevents hallucination and minimizes uncertainty, along with it, provides user-

level explanations. However, we are yet to scale our understanding of other mental health

disorders. Further, we are yet to investigate whether PRIMATE and C-SSRS 2.0, along

with the knowledge in SCID, can make DLMs transferable across multiple mental health

disorders, especially those comorbid with depression and suicide.

Certain challenges remain, despite Shallow and Semi-Deep Infusion of process

knowledge. First, by enforcing knowledge-based filtering at the input (Shallow Infusion),

we restrict the exploration capabilities of DLMs (reduction in the degree of freedom). What

if we allow selective knowledge-guided filtering and infusion at every layer of DLMs to

estimate which questions a DLM can answer and which it is not. Second, enforcing the

structure in PK into a DLM using a decision tree does not account for abstraction and speci-

ficity, the two critical components in mental health interviews (or any general interview).

What if we construct a knowledge-infused DLM, which upon getting a user’s input, asks

questions in the order defined clinical questionnaires. To work towards these challenges,

we will lay the groundwork for Deep Infusion as the future of Neuro-symbolic AI.
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CHAPTER 6

DEEP KNOWLEDGE INFUSION

We define the third category of knowledge infusion, i.e., Deep Infusion of Knowledge, as

a paradigm that couples the latent representation learned by deep neural networks with KGs

exploiting the semantic relationships between entities. This chapter will provide theoretical

background to achieve Deep Infusion, as illustrated in Figures 6.1 and 6.2. We aim to:

• Quantify the information loss.

• Identify the relevant knowledge at an appropriate level of abstraction.

• Appropriately combine identified concepts in KGs with a latent representation of

data.

Significance

Deep infusion supports the stronger weaving of different forms of knowledge at

different levels of abstraction, that typically map to different layers in a deep neural

network architecture.

Recent research that are inline with the general theme of KiL leverage what is called

as parametric knowledge [61]. For instance, Dai et al. define a term a called “Knowledge

neuron” within deep neural network which is described as a hidden node that represents

the knowledge infused at the input [231]. Further, we argue that there is a subtle differ-

ence between the terms knowledge infusion and knowledge injection [232]. Methods under

the latter theme are similar to Shallow Infusion and Semi-Deep Infusion categories.

Whereas, knowledge infusion is about the use of stratified representation of knowledge
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Figure 6.1 An illustration of deep knowledge infusion. The procedure provides an
improvement over existing DL architectures by including (a) layer-wise knowledge
augmentation(K ) and (b) monitoring correct infusion through knowledge attention matrix.
The later component controls the information flow between the previous layer (xlayerprev)
and the next layer (xlayernext ).

representing different levels of abstraction that would be merged at various layers of deep

neural network and not just at the input. As we understand the levels of abstraction repre-

sented by different layers in a deep neural network, we can look to transfer knowledge that

aligns with the corresponding later in the layer-wise learning process in DL. We argue that

Deep Infusion within the latent layers of neural networks will boost the performance of

neural networks as an integral component of AI models deployed in applications. With a

Deep Infusion of such structured knowledge, it will reveal patterns missed by shallow

and semi-deep infusions because of sparse feature occurrence, ambiguity, and noise. At

the same time, Deep Infusion would retain the explainability, interpretability, and uncer-

tainty handling aspect of ML/DL. In this chapter, we will lay down theoretical positioning

of the Deep Infusion and discuss novel technological components that are required for

knowledge infusion in current and most-widely used neural language models.
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Figure 6.2 Overall Architecture: Contextual representations of data are generated, and
domain knowledge amplifies the significance of specific important concepts that are missed
in the learning model. Classification error determines the need for updating a Seeded
SubKG with more relevant knowledge, resulting in a Seeded SubKG that is more refined
and informative to our model.

6.1 DEEP INFUSION MODULE

Each layer in a neural network architecture produces a latent representation of the input

vector. As neural network consists of an input layer, hidden layers and output layer, ex-

ternal information has been incorporated before the input layer and after the output layer.

Infusion after the input, within the hidden layer or before the output layer have not been

investigated. we infuse knowledge within the neural network while the latent represen-

tation is transmitted between layers including hidden layers. The infusion of knowledge

during the representation learning phase raises the following central research questions, (i)

Knowledge-Aware Loss Function (K-LF): How do we decide whether to infuse knowledge

or not at a particular stage in learning between layers, and how to measure the incorporation

of knowledge? (ii) Knowledge Modulation Function (K-MF): How to merge latent repre-

sentations with knowledge representations, and How to propagate the knowledge through

the learned representation?

Configurations of neural networks can be designed in various ways depending on the

problem. As our aim is to infuse knowledge within the neural network, such opera-
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tion can take place (i) before the output layer (e.g., SoftMax), (ii) between hidden layers

(e.g., reinforcing the gates of an NLM layer, modulating the hidden states of NLM layers,

Knowledge-driven NLM dropout and recurrent dropout between layers). To illustrate (i),

we describe our initial approach to neural language models that fuses knowledge before

the output layer.

Following the figure 6.2, in the subsequent subsections, we explain: (a) Creation of

Knowledge representations (e.g., Knowledge embeddings, Ke), (b) Knowledge Infusion

Layer is responsible for the two proposed functions. In these subsections, we provide an

initial approach that, we believe, will shed the light towards a reliable and robust solutions

with more research and rigorous experimentation.

Ke: Knowledge Embedding Creation We generate representation of knowledge in the

Seeded SubKG as embedding vectors. We create an embedding of each concept and their

relations in the Seeded SubKG using the perspective models (R, I, V), and merge these

embeddings through the proximity of their concepts and relations in the graph. Unlike

traditional approaches that compute the representation of each concept in the KGs by sim-

ply taking average of embedding vectors of concepts, we leverage the existing structural

information of the graph. This procedure is formally defined:

Ke = ∑
i j
[Ci,C j]

⊗
Di j (6.1)

where Ke is the representation of the concepts enriched by the relationships in the Seeded-

KG, (Ci, C j) is the relevant pair of concepts in the Seeded-KG, Dij is the distance measure

(e.g., Least Common Subsumer [233]) between the two concepts Ci and C j. We will fur-

ther examine novel methods building upon our initial approach above as well as existing

tools that include TRANS-E [234], TRANS-H [235], and HOLE [236] for the creation of

embeddings from KGs.

Knowledge Infusion Layer: In a many-to-one NLM [237] network with T hidden layers,

the Tth layer contains the learned representation before the output layer. The output layer
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Algorithm 3: Routine for Infusion of Knowledge in NLMs
1 Data : NLMtype,#E pochs,#Iterations,Ke

2 Output:
−→
MT

3 for ne=1 to #Epochs do
4 Compute

−→
hT ,
−−→
hT−1← TrainingNLM(NLMType,#Iterations)

5 while (DKL(
−−→
hT−1||

−→
Ke)-DKL(

−→
hT ||
−→
Ke)> ε) do

6 ▷ ε: acceptance threshold
7 Compute hT ← σ(Whk ∗ (

−→
hT ⊕

−→
Ke)+bhk) ▷ σ : sigmoid activation

8 Compute W hk ←W hk - ηk∇(K-LF) ▷ η : learning rate
9 Compute

−→
MT ←

−→
hT ⊙W hk

10 return:
−→
MT

(e.g., SoftMax) of the NLM model will estimate the error to be back-propagated. As dis-

cussed above, knowledge infusion can take place between hidden layers or just before the

output layer. We will explore techniques for both scenarios. In this subsection, we explain

the Knowledge Infusion Layer (Ki-layer) which takes place just before the output layer.

Algorithm 3 takes the type of NLM, number of epochs, iterations and the seeded knowl-

edge graph embedding Ke as input, and returns a knowledge infused representation of the

hidden state MT. In line 4, the infusion of knowledge takes place after each epoch without

obstructing the learning of the vanilla NLM model and is explained in lines 5-10. Within

the knowledge infusion process (lines 7-9), we optimize the loss function in equation 2

with convergence condition defined as the reduction in the difference between the DKL of

hT and hT−1 in the presence of Ke. Considering the vanilla structure of a NLM, MT is

utilized by the fully connected layer for classification.

To illustrate an initial approach in figure 6.3, we use LSTMs as NLMs in our neural

network. Ki-layer functions add an additional layer before the output layer of our proposed

neural network architecture. This layer takes the latent vector (hT−1) of the penultimate

layer, the latent vector of the last hidden layer (hT ) and the knowledge embedding (Ke), as

input. In this layer, we define two particular functions that will be critical for merging the

latent vectors from the hidden layers and the knowledge embedding vector from the KG.
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Figure 6.3 Inner Mechanism of the Knowledge Infusion Layer in an LSTM Network

Note that the dimensions of these vectors are the same because they are created from the

same models (e.g., contextual models), which makes the merge operation of those vectors

possible and valid.

Knowledge-Aware Loss Function (K-LF): In neural networks, hidden layers may de-

emphasize important patterns due to the sparsity of certain features during learning, which

causes information loss. In some cases, such patterns may not even appear in the data.

However, such relations or patterns may be defined in KGs with even more relevant knowl-

edge. We call this information gap between the learned representation of the data and

knowledge representation as differential knowledge. Information loss in a learning process

is relative to the distribution that suffered the loss. Hence, we propose a measure to deter-

mine the differential knowledge and guide the degree of knowledge infusion in learning.

As our initial approach to this measure, we developed a two state regularized loss function

by utilizing Kullback Leibler (KL) divergence. Our choice of KL divergence measure is

largely influenced by the Markov assumptions made in language modeling and have been

highlighted in [238]. The K-LF measure estimates the divergence between the hidden rep-
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resentations (hT−1;hT) and knowledge representation (Ke), to determine the differential

knowledge to be infused.

Formally we define it as:

K-LF = min DKL(h⃗T ||K⃗e); s.t. DKL(h⃗T ||K⃗e)< DKL( ⃗hT−1||K⃗e) (6.2)

where hT−1 is an input for convergence constraint.

We minimize the relative entropy for information loss to maximize the information

gain from the knowledge representation (e.g., Ke). We will compute differential knowledge

(∇K-LF) through such optimization approach; thus, the computed differential knowledge

will also determine the degree of knowledge to be infused in the Ki-layer. ∇K-LF will be

computed in the form of embedding vectors, and the dimensions from Ke will be preserved.

Knowledge Modulation Function (K-MF): We need to merge the differential knowl-

edge representation with the learned representation. However, such operation cannot be

done arbitrarily., We explain an initial approach for the K-MF to modulate the learned

weight matrix of the neural network with the hidden vector through an appropriate oper-

ation (e.g., Hadamard pointwise multiplication). This operation at the Tth layer can be

formulated as:

Equation for W hk =W hk−ηk ∗∇K-LF, where W hk is the learned weight matrix infusing

knowledge, ηk is learning momentum [239], ∇K-LF is differential knowledge. The weight

matrix (W hk) is computed through the learning epochs utilizing the differential knowledge

embedding (∇K-LF). Then we merge W hk with the hidden vector hT through the K-MF.

Considering that we use Hadamard pointwise multiplication as our initial approach, we for-

mally define the output MT of K-MF as: This operation at the Tth layer can be formulated

as:

M⃗T = h⃗T ⊙W hk (6.3)
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where MT is Knowledge-Modulated representation, hT is the hidden vector and W hk is the

learned weight matrix infusing knowledge. Further investigations of techniques for K-MF,

will be one of the main research topics in the agenda of this proposed research.

6.2 DIFFERENTIAL KNOWLEDGE ENGINE

In deep neural networks, each epoch generates an error that is back-propagated until the

model reaches a saddle point in the local minima, and the error is reduced in each epoch.

The error indicates the difference between probabilities of actual and predicted labels, and

such difference can be used to enrich the Seeded SubKG in our proposed knowledge-

infused deep learning framework.

In this section, we discuss the sub-knowledge graph operations that are based on the

difference between the learned representation of our knowledge-infused model (MT), and

the representation of the relevant sub-knowledge graph from the R-KG, which we call as

differential sub-knowledge graph. We define Knowledge Proximation function to generate

the Differential Sub-knowledge Graph, and Update Seeded SubKG to insert the differential

sub-knowledge graph into the Seeded SubKG.

Knowledge Proximity: Upon the arrival of the learned representation from the knowledge-

infused learning model, we query the KG for retrieving related information to the

respective data point. In this particular step, it is important to find the optimal prox-

imity between the concept and its related concepts. For example, from the “South

Carolina” concept, we may traverse the surrounding concepts with a varying number

of hops (empirically decided). Finding the optimal number of hops towards each

direction from the concept in question is still an open research question. As we find

optimal proximity of a particular concept in the KG, we propagate KG based on the

proximity starting from the concept in question.
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Differential SubKG: Once we obtain the SubKG from the graph propagation, we create

differential SubKG that will reflect the difference in knowledge from the Seeded

SubKG. For this procedure, we plan to carry out research formulating the prob-

lem using variational autoencoders to extract such SubKG as we call differential

subKG (Dkg) and, we believe it will provide missing information in the Seeded-KG.

Update function: The differential subKG generated as a result of minimizing knowledge

proximation is considered as input factual graph to the update procedure. As a re-

sult, the procedure dynamically evolves the Seeded SubKG with missing information

from differential SubKG. We plan to utilize Lyapunov stability theorem [240] and

Zero Shot learning to update the Seeded-KG using Dkg. Dkg and Seeded-KG rep-

resent two knowledge structures requiring a process of transfer the knowledge from

one structure to another [241]. We define it as the process of generating semantic

mapping weights that encodes and decodes the two semantic spaces. We plan to

utilize the Lyapunov stability constraint and Sylvester optimization approach: Given

two semantic spaces belonging to a domain D, we tend to attain an equilibrium po-

sition defined as:

||Skg−W ∗Dkg||F = α ∗ ||W ∗Skg−Dkg||F (6.4)

|| . ||F represents Frobenius norm and α is a proportionality constant belong to R.

Equation 6.4 reflects lyapunov stability theorem and to achieve such a stable state

we define our optimization function as follows:

L ≡ min(||Skg−WDkg||F −α ∗ ||WSkg−Dkg||F),α > 0,W ∈ R X R (6.5)

Equation 6.5 is solvable using Sylvester optimization and its derivation is defined in

a recent study [10].
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Let us investigate how Deep Infusion can happen in deep neural language models,

that are gaining popularity in various application areas like computational social science,

conversational artificial intelligence, multi-agent systems, and others.

6.3 Deep Infusion IN NEURAL LANGUAGE MODELS

The neural language models (NLMs) are designed to gather parametric knowledge after

pre-training over a large-scale natural language corpus. This parametric memory is utilized

in downstream applications in the following forms: (a) Fine-tuning of NLMs on a domain-

specific tasks [242], (b) Augmenting the NLMs with external knowledge at the input layer

and tuning it end-to-end [9], (c) Leveraging a pre-trained NLM and passing the generated

representation through the knowledge-aware generative model for contextualized represen-

tation learning [150], and (d) Probing (Edge and Structured) the NLMs at each layer for

checking the accuracy of parametric memory [243] [244]. These state-of-the-art meth-

ods are consistent with our definition of Shallow Infusion and Semi-Deep Infusion

but can be improved towards Deep Infusion. We provide a positive direction for deep

infusion as answers to the following questions:

When does a NLM require Non-parametric Knowledge? An intermediate representa-

tion between two hidden layers, denoted by hl−1
out and hl

in is often studied as the

model attention in current transformer models. Essentially, these representations can

be enquired for model’s learning behavior. A distributional drift (a.k.a variational

inference) between gold representation(a.k.a knowledge representation) and hl−1
out put

can be considered as a signal for non-parametric knowledge infusion. Of the various

methods to measure variational inference1, KL divergence is the most widely used.

How to infuse non-parametric knowledge seamlessly? Let us consider the most widely

used multi-lingual KG, ConceptNet [45] as the source for knowledge representation.

1https://ermongroup.github.io/cs228-notes/inference/variational/
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Since it would be tedious and error-prone to measure the variational inference be-

tween every node in ConceptNet and hl−1
out , we construct a SubKG of ConceptNet

(Skg) by computing exact and cosine similarity between input and concepts in Skg.

Now, we use hl−1
out to traverse each node in Skg by computing a distance score mea-

sured using KL divergence. We formally define it as:

KL(hl−1
out ,S

kg) =

{
hl−1

out log
hl−1

out put

Skg
i

}
i
;where i ∈ Nodes in Skg

KL(hl−1
out ,Skg) yields a set of nodes with its KL divergence scores. The nodes with

scores above a threshold (δ , often defined empirically) are recorded as visited nodes,

and their representations are used in infusion. The infusion of knowledge happens

following the equation 6.3, which can be formalized as follows:

h̃l−1
out = hl−1

out ⊙Skg
0 ⊙Skg

1 ⊙Skg
2 ...⊙Skg

j−1;

Where j ∈ {Skg}i is the set of nodes with acceptable KL scores. After the infusion

of external knowledge, the model needs to be regularized, which is done by updating

the backpropagation update of weights and dropout strategies. We leverage the dual

form of deep neural network for updating the weights of neurons. The dual form fo-

cuses on attention, thus informing us about the importance of each neural connection

between two hidden layers. The dropout is made deterministic by thresholding over

the attention matrix created between h̃l−1
out and hl

in, as described by Faldu et al. [9].

To appreciate the importance of the dual form of the neural network, I would like to

direct the readers to the paper by Irie et al. [245].

Due to deep knowledge infusion, the model’s predicted outcome would differ from

gold truth by some margins. However, this would show the model’s thoughtful pre-

diction (or classification), where the end-user would notice the likelihood of predic-

tion of other labels or generations (if it is a language generation model) that seems

similar to ground truth. This would happen because, in deep infusion, the model
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would be trained end-to-end with marginalized loss2, defined as:

P(X) = ∑
y

P(X ,Y = y) = ∑
y

P(X |Y = y)∗P(Y = y);

Where X is input & Y is a class label or a natural language generation from the deep

neural network. This loss would enable the model to preserve the input semantics

(P(X)) by generating its probabilities from the model’s prediction or generation.

How to leverage external knowledge’s inherent abstraction in enhancing it? The rea-

son for having Skg is to allow the hierarchical concepts in KG to be infused into

the upper layers of the deep neural network. Maintaining a set of visited nodes, start-

ing from the lowermost layers, supports traversing higher-order concepts in KG when

representations from this and above are generated through non-linear activation. This

structuring of knowledge infusion is based on the assumption that (a) non-linear ac-

tivation allows the neural network to exploit all possible syntactic combinations of

input tokens, which might yield a representation of concepts in KG (not present in

input), and (b) these combinations represent a closed world that can be studied with

input and semantically related concepts in Skg [247].

Such a training methodology (a) introduces explainability intrinsically into the model’s

behavior. (b) The trace over the Skg created during the model’s training provides a clue

on the model’s interpretations of the input. (c) The deterministic nature of dropout, gov-

erned by knowledge-infused attention matrices, enables uncertainty handling. (d) And the

context capture is always the centric component in Knowledge Infusion, which in Deep

Infusion is achieved by computing variational inference between the latent, hidden rep-

resentation and knowledge nodes in KG.

2It can be seen as Beam Search Optimization [246]
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6.4 SUMMARY

Combining deep learning and knowledge graphs in a hybrid neural-symbolic learning

framework will further enhance performance and accelerate the convergence of the learn-

ing processes. Specifically, the impact of this improvement in susceptible domains such

as health and social science will be significant concerning their implications for real-world

deployment. Furthermore, adopting tools that automate tasks that require knowledge and

intelligence, and are traditionally done by humans, will improve with the help of this frame-

work that marries deep learning and knowledge graph techniques. Specifically, we envision

that the infusion of knowledge as described in this framework will capture information for

the corresponding domain in finer granularity of abstraction. We believe that this approach

will provide reliable solutions to the problems faced in deep learning. Hence, in real-world

applications, resolving these issues with knowledge graphs and deep learning in a hybrid

neuro-symbolic framework will significantly contribute to fulfilling AI’s promise [248].
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[191] Ivan Sekulić, Mohammad Aliannejadi, and Fabio Crestani. Towards facet-driven
generation of clarifying questions for conversational search. In Proceedings of the
2021 ACM SIGIR International Conference on Theory of Information Retrieval,
pages 167–175, 2021.

[192] Julian Michael, Gabriel Stanovsky, Luheng He, Ido Dagan, and Luke Zettlemoyer.
Crowdsourcing question-answer meaning representations. CoRR, abs/1711.05885,
2017.

[193] Pedro Rodriguez, Paul A Crook, Seungwhan Moon, and Zhiguang Wang. Infor-
mation seeking in the spirit of learning: A dataset for conversational curiosity. In
Proceedings of the 2020 Conference on Empirical Methods in Natural Language
Processing (EMNLP), pages 8153–8172, 2020.

[194] Kevin Clark and Christopher D Manning. Improving coreference resolution by
learning entity-level distributed representations. In Proceedings of the 54th Annual
Meeting of the Association for Computational Linguistics (Volume 1: Long Papers),
pages 643–653, 2016.

[195] Nikita Kitaev and Dan Klein. Constituency parsing with a self-attentive encoder. In
ACL (1), 2018.

161



[196] Nils Reimers and Iryna Gurevych. Sentence-bert: Sentence embeddings using
siamese bert-networks. In Proceedings of the 2019 Conference on Empirical Meth-
ods in Natural Language Processing and the 9th International Joint Conference on
Natural Language Processing (EMNLP-IJCNLP), pages 3982–3992, 2019.

[197] Kevin Clark, Minh-Thang Luong, Quoc V Le, and Christopher D Manning. Electra:
Pre-training text encoders as discriminators rather than generators. In International
Conference on Learning Representations, 2019.

[198] Vladimir Karpukhin, Barlas Oguz, Sewon Min, Patrick Lewis, Ledell Wu, Sergey
Edunov, Danqi Chen, and Wen-tau Yih. Dense passage retrieval for open-domain
question answering. In Proceedings of the 2020 Conference on Empirical Methods
in Natural Language Processing (EMNLP), pages 6769–6781, 2020.

[199] Ishan Tarunesh, Somak Aditya, and Monojit Choudhury. Trusting roberta over
bert: Insights from checklisting the natural language inference task. arXiv preprint
arXiv:2107.07229, 2021.

[200] Yifan Gao, Chien-Sheng Wu, Jingjing Li, Shafiq Joty, Steven CH Hoi, Caiming
Xiong, Irwin King, and Michael Lyu. Discern: Discourse-aware entailment reason-
ing network for conversational machine reading. In Proceedings of the 2020 Con-
ference on Empirical Methods in Natural Language Processing (EMNLP), pages
2439–2449, 2020.

[201] Ari Holtzman, Jan Buys, Li Du, Maxwell Forbes, and Yejin Choi. The curious case
of neural text degeneration. arXiv preprint arXiv:1904.09751, 2019.

[202] Daniel Cohen, Liu Yang, and W Bruce Croft. Wikipassageqa: A benchmark col-
lection for research on non-factoid answer passage retrieval. In The 41st Inter-
national ACM SIGIR Conference on Research & Development in Information Re-
trieval, pages 1165–1168, 2018.

[203] Pranav Rajpurkar, Jian Zhang, Konstantin Lopyrev, and Percy Liang. Squad:
100,000+ questions for machine comprehension of text. arXiv preprint
arXiv:1606.05250, 2016.

[204] Ahmed Elgohary Ghoneim and Denis Peskov. Canard: A dataset for question-in-
context rewriting. 2019.

[205] Weizhen Qi, Yeyun Gong, Yu Yan, Jian Jiao, Bo Shao, Ruofei Zhang, Houqiang Li,
Nan Duan, and Ming Zhou. Prophetnet-ads: A looking ahead strategy for generative
retrieval models in sponsored search engine. In CCF International Conference on

162



Natural Language Processing and Chinese Computing, pages 305–317. Springer,
2020.

[206] Kalpa Gunaratna, Amir Hossein Yazdavar, Krishnaprasad Thirunarayan, Amit
Sheth, and Gong Cheng. Relatedness-based multi-entity summarization. In IJCAI:
proceedings of the conference, volume 2017, page 1060. NIH Public Access, 2017.

[207] Shrey Gupta, Anmol Agarwal, Manas Gaur, Kaushik Roy, Vignesh Narayanan, Pon-
nurangam Kumaraguru, and Amit Sheth. Learning to automate follow-up question
generation using process knowledge for depression triage on reddit posts. 05 2022.

[208] Chao-Yi Lu and Sin-En Lu. A survey of approaches to automatic question gener-
ation: from 2019 to early 2021. In Proceedings of the 33rd Conference on Com-
putational Linguistics and Speech Processing (ROCLING 2021), pages 151–162,
2021.

[209] Roger D Newman-Norlund, Sarah E Newman-Norlund, Sara Sayers, Samaneh Ne-
mati, Nicholas Riccardi, Chris Rorden, and Julius Fridriksson. The aging brain
cohort (abc) repository: The university of south carolina’s multimodal lifespan
database for studying the relationship between the brain, cognition, genetics and
behavior in healthy aging. Neuroimage: Reports, 1(1):100008, 2021.

[210] Gary Libben. From lexicon to flexicon: The principles of morphological transcen-
dence and lexical superstates in the characterization of words in the mind. Frontiers
in Artificial Intelligence, 4, 2021.

[211] Katherine Stasaski and Marti A Hearst. Multiple choice question generation utilizing
an ontology. In Proceedings of the 12th Workshop on Innovative Use of NLP for
Building Educational Applications, pages 303–312, 2017.

[212] Michael Glass, Gaetano Rossiello, Md Faisal Mahbub Chowdhury, Ankita Rajaram
Naik, Pengshan Cai, and Alfio Gliozzo. Re2g: Retrieve, rerank, generate.

[213] Adam S Miner, Arnold Milstein, Stephen Schueller, Roshini Hegde, Christina Man-
gurian, and Eleni Linos. Smartphone-based conversational agents and responses to
questions about mental health, interpersonal violence, and physical health. JAMA
internal medicine, 176(5):619–625, 2016.

[214] Ziwei Ji, Nayeon Lee, Rita Frieske, Tiezheng Yu, Dan Su, Yan Xu, Etsuko Ishii,
Yejin Bang, Andrea Madotto, and Pascale Fung. Survey of hallucination in natural
language generation. arXiv preprint arXiv:2202.03629, 2022.

163



[215] Nut Limsopatham and Nigel Collier. Normalising medical concepts in social media
texts by learning semantic representation. In Proceedings of the 54th annual meet-
ing of the association for computational linguistics (volume 1: long papers), pages
1014–1023, 2016.

[216] Wenbo Wang, Lu Chen, Ming Tan, Shaojun Wang, and Amit P Sheth. Discovering
fine-grained sentiment in suicide notes. Biomedical informatics insights, 5:BII–
S8963, 2012.

[217] Danielle L Mowery, Craig Bryan, and Mike Conway. Towards developing an anno-
tation scheme for depressive disorder symptoms: A preliminary study using twitter
data. In Proceedings of the 2nd Workshop on Computational Linguistics and Clini-
cal Psychology: From Linguistic Signal to Clinical Reality, pages 89–98, 2015.

[218] Glen Coppersmith, Mark Dredze, and Craig Harman. Quantifying mental health
signals in twitter. In Proceedings of the workshop on computational linguistics and
clinical psychology: From linguistic signal to clinical reality, pages 51–60, 2014.

[219] Jesse Vig. Visualizing attention in transformer-based language representation mod-
els. arXiv preprint arXiv:1904.02679, 2019.

[220] Adrian Benton, Glen Coppersmith, and Mark Dredze. Ethical research protocols for
social media health research. In Proceedings of the first ACL workshop on ethics in
natural language processing, pages 94–102, 2017.

[221] David E Losada and Fabio Crestani. A test collection for research on depression
and language use. In International Conference of the Cross-Language Evaluation
Forum for European Languages, pages 28–39. Springer, 2016.

[222] Daniel Adiwardana, Minh-Thang Luong, David R So, Jamie Hall, Noah Fiedel,
Romal Thoppilan, Zi Yang, Apoorv Kulshreshtha, Gaurav Nemade, Yifeng Lu,
et al. Towards a human-like open-domain chatbot. arXiv preprint arXiv:2001.09977,
2020.

[223] Paul Pu Liang, Chiyu Wu, Louis-Philippe Morency, and Ruslan Salakhutdinov. To-
wards understanding and mitigating social biases in language models. In Interna-
tional Conference on Machine Learning, pages 6565–6576. PMLR, 2021.

[224] Ashish Sharma, Inna W Lin, Adam S Miner, David C Atkins, and Tim Althoff.
Human-ai collaboration enables more empathic conversations in text-based peer-to-
peer mental health support. arXiv preprint arXiv:2203.15144, 2022.

164



[225] Johannes C Eichstaedt, Robert J Smith, Raina M Merchant, Lyle H Ungar, Patrick
Crutchley, Daniel Preoţiuc-Pietro, David A Asch, and H Andrew Schwartz. Face-
book language predicts depression in medical records. Proceedings of the National
Academy of Sciences, 115(44):11203–11208, 2018.

[226] Ashish Sharma, Monojit Choudhury, Tim Althoff, and Amit Sharma. Engagement
patterns of peer-to-peer interactions on mental health platforms. In Proceedings of
the International AAAI Conference on Web and Social Media, volume 14, pages
614–625, 2020.

[227] Pranav Rajpurkar, Robin Jia, and Percy Liang. Know what you don’t know: Unan-
swerable questions for squad. CoRR, abs/1806.03822, 2018.

[228] Yu Gu, Robert Tinn, Hao Cheng, Michael Lucas, Naoto Usuyama, Xiaodong Liu,
Tristan Naumann, Jianfeng Gao, and Hoifung Poon. Domain-specific language
model pretraining for biomedical natural language processing. ACM Transactions
on Computing for Healthcare (HEALTH), 3(1):1–23, 2021.

[229] Davide Chicco and Giuseppe Jurman. The advantages of the matthews correlation
coefficient (mcc) over f1 score and accuracy in binary classification evaluation. BMC
genomics, 21(1):1–13, 2020.

[230] Zheng Ping Jiang, Sarah Ita Levitan, Jonathan Zomick, and Julia Hirschberg. De-
tection of mental health from reddit via deep contextualized representations. In Pro-
ceedings of the 11th International Workshop on Health Text Mining and Information
Analysis, pages 147–156, 2020.

[231] Damai Dai, Li Dong, Yaru Hao, Zhifang Sui, Baobao Chang, and Furu Wei. Knowl-
edge neurons in pretrained transformers. In Proceedings of the 60th Annual Meeting
of the Association for Computational Linguistics (Volume 1: Long Papers), pages
8493–8502, 2022.

[232] Jian Yang, Gang Xiao, Yulong Shen, Wei Jiang, Xinyu Hu, Ying Zhang, and
Jinghui Peng. A survey of knowledge enhanced pre-trained models. arXiv preprint
arXiv:2110.00269, 2021.

[233] Franz Baader, Baris Sertkaya, and Anni-Yasmin Turhan. Computing the least com-
mon subsumer wrt a background terminology. Journal of Applied Logic, 5(3):392–
420, 2007.

165



[234] Antoine Bordes, Nicolas Usunier, Alberto Garcia-Duran, Jason Weston, and Ok-
sana Yakhnenko. Translating embeddings for modeling multi-relational data. In
Advances in neural information processing systems, pages 2787–2795, 2013.

[235] Zhen Wang, Jianwen Zhang, Jianlin Feng, and Zheng Chen. Knowledge graph em-
bedding by translating on hyperplanes. In AAAI, volume 14, pages 1112–1119,
2014.

[236] Maximilian Nickel, Lorenzo Rosasco, Tomaso A Poggio, et al. Holographic embed-
dings of knowledge graphs. In AAAI, volume 2, pages 3–2, 2016.

[237] Prashanth Gurunath Shivakumar, Haoqi Li, Kevin Knight, and Panayiotis Georgiou.
Learning from past mistakes: Improving automatic speech recognition output via
noisy-clean phrase context modeling. arXiv preprint arXiv:1802.02607, 2018.

[238] Chris Longworth. Kernel methods for text-independent speaker verification. PhD
thesis, University of Cambridge, 2010.

[239] Ilya Sutskever, James Martens, George Dahl, and Geoffrey Hinton. On the impor-
tance of initialization and momentum in deep learning. In International conference
on machine learning, pages 1139–1147, 2013.

[240] Mingxia Liu, Daoqiang Zhang, and Songcan Chen. Attribute relation learning for
zero-shot classification. Neurocomputing, 139:34–46, 2014.

[241] Takuo Hamaguchi, Hidekazu Oiwa, Masashi Shimbo, and Yuji Matsumoto. Knowl-
edge transfer for out-of-knowledge-base entities: a graph neural network approach.
arXiv preprint arXiv:1706.05674, 2017.

[242] Thomas Wolf, Victor Sanh, Julien Chaumond, and Clement Delangue. Trans-
fertransfo: A transfer learning approach for neural network based conversational
agents. 2019.

[243] Ian Tenney, Patrick Xia, Berlin Chen, Alex Wang, Adam Poliak, R Thomas McCoy,
Najoung Kim, Benjamin Van Durme, Samuel R Bowman, Dipanjan Das, et al. What
do you learn from context? probing for sentence structure in contextualized word
representations. In International Conference on Learning Representations, 2018.

[244] David Arps, Younes Samih, Laura Kallmeyer, and Hassan Sajjad. Probing for con-
stituency structure in neural language models. arXiv preprint arXiv:2204.06201,
2022.

166



[245] Kazuki Irie, Róbert Csordás, and Jürgen Schmidhuber. The dual form of neural net-
works revisited: Connecting test time predictions to training patterns via spotlights
of attention. arXiv preprint arXiv:2202.05798, 2022.

[246] Sam Wiseman and Alexander M Rush. Sequence-to-sequence learning as beam-
search optimization. In Proceedings of the 2016 Conference on Empirical Methods
in Natural Language Processing, pages 1296–1306, 2016.

[247] David J Acunzo, Daniel M Low, and Scott L Fairhall. Deep neural networks reveal
topic-level representations of sentences in medial prefrontal cortex, lateral anterior
temporal lobe, precuneus, and angular gyrus. NeuroImage, 251:119005, 2022.

[248] Keyur Faldu, Amit Sheth, Prashant Kikani, Manas Gaur, and Aditi Avasthi. To-
wards tractable mathematical reasoning: Challenges, strategies, and opportunities
for solving math word problems. arXiv preprint arXiv:2111.05364, 2021.

167



 

 

 

 
Water 2023, 15, 51. https://doi.org/10.3390/w15010051  www.mdpi.com/journal/water 

Review 

Microplastics in the Ecosystem: An Overview on Detection,   

Removal, Toxicity Assessment, and Control Release 

Bhamini Pandey 1, Jigyasa Pathak 1, Poonam Singh 1,*, Ravinder Kumar 2, Amit Kumar 3,*, Sandeep Kaushik 4   

and Tarun Kumar Thakur 4 

1  Department of Applied Chemistry, Delhi Technological University, Delhi 110042, India 
2  Department of Chemistry, Gurukula Kangri (Deemed to be University),   

Haridwar 249404, Uttarakhand, India 
3  School of Hydrology and Water Resources, Nanjing University of Information Science and Technology, 

Nanjing 210044, China 
4  Department of Environmental Science, Indira Gandhi National Tribal University Amarkantak,   

Madhya Pradesh 484887, India 

*  Correspondence: poonam@dtu.ac.in (P.S.); amitkdah@nuist.edu.cn (A.K.) 

Abstract: In recent decades, the accumulation and fragmentation of plastics on the surface of the 

planet have caused several  long‐term climatic and health risks. Plastic materials, specifically mi‐

croplastics (MPs; sizes < 5 mm), have gained significant  interest  in  the global scientific fraternity 

due  to  their bioaccumulation, non‐biodegradability, and ecotoxicological effects on  living organ‐

isms. This study explains how microplastics are generated, transported, and disposed of in the en‐

vironment based on  their  sources  and physicochemical properties. Additionally,  the  study  also 

examines the impact of COVID‐19 on global plastic waste production. The physical and chemical 

techniques such as SEM‐EDX, PLM, FTIR, Raman, TG‐DSC, and GC‐MS that are employed for the 

quantification and  identification of MPs are discussed. This paper provides  insight  into conven‐

tional and advanced methods applied for microplastic removal from aquatic systems. The finding 

of this review helps to gain a deeper understanding of research on the toxicity of microplastics on 

humans, aquatic organisms, and soil ecosystems. Further, the efforts and measures that have been 

enforced globally to combat MP waste have been highlighted and need to be explored to reduce its 

potential risk in the future. 

Keywords: microplastics; environmental pollution; covid‐19; detection techniques; toxicity   

assessment 

 

1. Introduction 

Today’s world relies heavily on plastic on a global scale,  infiltrating almost every 

aspect of human lives. Plastics are organic polymers that exhibit exceptional properties 

such  as  durability,  flexibility,  lightness,  and mechanical  and  thermal  stability which 

contribute to their widespread applications in construction, food and packaging indus‐

tries, pharmaceuticals, and many more sectors [1]. Despite annual expansion in the plas‐

tic industry, the demand for plastic does not seem to be decreasing. The amount of plastic 

generation is estimated to reach approximately 33 billion tons by the year 2050 [2]. The 

environmental impact of plastic has been a considerable concern for government entities, 

the scientific community, and  the general public,  regardless of  its  long‐term  industrial 

benefit  [3].  The  production  and  distribution  of  plastics  possessing  high  degradation 

resistance are increasing at a rapid pace, which has serious environmental and ecological 

consequences. Geyer et al. [4] reported the contamination of the marine environment by 

4–12 million metric tons of land‐generated plastic waste by 2010. 

Environmental pollution caused by plastic debris has become increasingly apparent 
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in the past few decades. Although the size of plastic debris can range from microscopic 

particles  to  pieces measuring  several meters  in  length,  the  focus  of  public  concern  is 

currently on synthetic microplastics having a diameter of less than 5 mm [5]. The term 

microplastics (MPs) was first given by Thompson et al. [6]. Table 1 presents a number of 

frequently used commodity plastics along with their structure, applications, and associ‐

ated hazards. For  instance, polypropylene  is a commonly used commodity plastic  that 

may  naturally  degrade  in  approximately  30  years,  potentially  causing  an  unknown 

harmful impact on the biosphere [7]. In addition, these MPs also serve as carriers of var‐

ious hazardous pollutants in biomedical and cosmetic products as well as some organic 

contaminants  such  as  polychlorinated  biphenyls  (PCBs),  dichlorodiphenyltrichloro‐

ethane (DDT), polycyclic aromatic hydrocarbons (PAHs), etc. [8]. The increasing contri‐

bution  of microplastics  to  the  environment  has  resulted  in MP  pollution  becoming  a 

global issue. 

Table 1. Applications and hazards associated with commodity microplastics. 

Polymer  Structure  Applications  Toxic Effects  References 

Polyethylene (PE) 

 

Packaging  Detrimental to environment  [9] 

Polyethylene tereph‐

thalate (PET) 
Packaging 

Disruption of endocrine sys‐

tem 
[10] 

Polypropylene (PP) 

 

Automotives and 

furniture 
Carcinogenic and cytotoxic  [11] 

Polystyrene (PS) 

 

Food packaging 
Inhibition of growth and mor‐

tality 
[12] 

Polyvinyl chloride 

(PVC) 

 

Constructions and 

buildings 

Damage to immune system 

and causes infertility   
[13] 

Polyurethane (PU) 

 

Constructions and 

buildings 

Cause neurological impair‐

ment 
[14] 

Polyamide (PA) 

 

Textiles and au‐

tomotives 
Liver damage  [15] 
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1.1. Properties of MPs 

A vast array of products made  from plastic are used  in day‐to‐day  life,  including 

packaging, containers, coatings, bags, etc. Since microplastics are chemically stable, they 

can last for thousands of years or longer in the environment [16]. Around 90% of the total 

plastics produced in the world are polymeric materials, including PET, PS, PVC, and PE 

[17]. The physicochemical properties of these polymers determine how these microsized 

particles interact under different environmental conditions. The interaction between MPs 

and biota depends upon  the size of  the plastics. Three different sizes of microsized PS 

beads were  examined  to determine  their  impact  on  the  survival  and development  of 

marine copepods T. japonica [18]. Their  findings revealed that  the MPs of PS may have 

detrimental effects on marine copepods, including decreased survival and retarded de‐

velopment  [18]. Another  important property determining  the  interaction between MPs 

and biological systems is particle shape. Au et al. [19] estimated the impacts of the shape 

of polypropylene MPs (beads and fibers) on the development, reproduction, and egestion 

of amphipod Hyalella azteca. Compared to beads, MP fibers exhibited more toxicity owing 

to their prolonged residence time in the gut, causing food to be egested more slowly and 

the growth of amphipods to be significantly slower [19]. The irregularities in the shape of 

MPs  result  in  their more  rapid attachment  to  the external and  internal  surfaces of  the 

terrestrial or aquatic biota.   

Several chemical characteristics determine the chemical nature of microplastics, in‐

cluding  functional  groups,  surface  polarities,  stability,  and  crystallinity. The  chemical 

properties of MPs are associated with  their affinity  for  chemicals, as opposed  to  their 

physical properties  that directly  affect  ingestion,  egestion,  or  cause physical  injury  to 

marine and terrestrial biota. Microplastics tend to accumulate other pollutants from the 

ecosystem primarily due to their polarities and functional groups. The adsorption of 18 

perfluoroalkyl (PFAS) compounds on three different MPs (PS, PE), and carboxylate pol‐

ystyrene (PS‐COOH)) was studied by Llorca et al. [20], where it was observed that PS and 

PS‐COOH exhibited higher affinity for PFASs than PE. In addition, it was also concluded 

that  the  interactions between PFASs and microplastics  increased  the  toxicity of hydro‐

phobic contaminants in terrestrial and aquatic ecosystems. The crystallinity of a polymer 

determines the physicochemical properties of MPs, i.e., permeability, density, etc., which 

successively govern their hydration and swelling properties. Chen et al. [21] illustrated 

that  the degree of  crystallinity of MPs alters with degradation  time. They  studied  the 

biodegradation  of  polycaprolactone  (PCL) MPs  and  observed  that MPs  became more 

crystalline upon degradation, demonstrating a preference  for degradation  in the amor‐

phous region. This may lead to the formation of crystallites exhibiting different toxicity in 

comparison to the parent microplastic materials [21]. 

1.2. Primary and Secondary MPs 

There  are  a variety of  routes  through which microplastics  can  enter  the  environ‐

ment, and they can be classified as primary or secondary MPs, based on their origin and 

usage.  Primary MPs  are materials  purposely  fabricated  for  a  particular  application; 

however,  secondary MPs  are  formed  as  a byproduct of  the  fragmentation  and break‐

down of larger microplastics via hydrolysis, UV rays, mechanical friction, etc. [22]. The 

common sources of both primary and secondary MPs are given in Figure 1. 
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Figure 1. Sources of primary and secondary MPs [23]. 

Generally,  primary microplastic materials  come  from  various  sources,  including 

plastic pellets, vectors  for drugs, and cosmetics products.  It  is  still unclear where and 

how primary microplastics are produced, especially concerning the amounts of each type 

of microplastic that are released. Plastic pellets and flakes, used in making plastic prod‐

ucts, are among the primary sources of microplastics [24]. These MPs can be released into 

the  environment  through  an  accidental  loss  during  transportation  or  contamination 

during processing  if  they are not handled properly  [25]. Certain segments of personal 

care  products,  including  hand  cleaners,  sanitizers,  facial  cleansers,  sunscreen,  and 

toothpaste, use microplastic particles as  exfoliants. The market has gradually been  re‐

placed by products containing microbeads instead of natural materials such as pumice, 

apricots, walnut peel, etc. [26,27]. According to a survey conducted by Cosmetics Europe 

(2012) in Switzerland, European Union, and Norway, polyethylene accounted for 93% of 

MPs employed in skin care products [28]. The usage of MPs in medical applications, such 

as tooth polish for dentistry, and pharmaceutical carriers, is also widespread. These MPs 

from cosmetic and medical products are released into the natural environment after us‐

age, leading to aggravation of MPs pollution. 

Fragmentation of plastic materials triggers the release of secondary MPs in the eco‐

system, which occurs when plastic is degraded into smaller pieces as a result of various 

processes. Plastic waste enters the nearby water bodies because of littering and improper 

waste  handling.  Various  natural  weathering  processes  such  as  UV  irradiation,  pH 

changes, biological  activities,  exposure  to particular  chemicals,  etc.,  result  in  the  frag‐

mentation or degradation of plastic waste into secondary MPs (Figure 2) [16,29,30]. 
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Figure 2. Weathering or ageing processes of microplastics. 

Fishing gears, fish cages, and fishnets are also sources of secondary MPs, although 

these items are not intended to release microplastic particles into water resources, they 

do  so when  they deteriorate over  time. Among  fishing waste, nylon nets  and  fibrous 

ropes are the most commonly lost wastes during fishing activities [24]. It has been iden‐

tified  that washing synthetic clothes  is also considered a significant source of MP con‐

tamination in the environment. According to a study by Napper and Thompson [31], in 

garment  industry,  each  cloth  product  releases  1900 MP  particles  into  the wastewater 

during the washing process [25]. Automobile tire abrasion has also been considered an‐

other source of MPs in the environment. As vehicles are driven on roads, the elastomers 

on their tires wear out and abrasion of tires occurs, which results in fine dust pollution as 

well as MP pollution. Approximately 0.81 Kg of abrasion  from  tires gets  into  the envi‐

ronment annually [26]. 

1.3. Impacts of COVID‐19 on Release of MPs in the Environment 

Pandemic‐threatening contagious diseases have emerged and spread across history 

regularly. Humankind has already suffered from various pandemics and epidemics, in‐

cluding  plague,  cholera,  famine,  and Middle  East  respiratory  syndrome  coronavirus 

(MERS‐CoV)  [32,33]. A global pandemic has been sweeping the world since December 

2019 caused by the novel coronavirus (SARS‐CoV‐2) suspected of causing a severe res‐

piratory  illness,  termed COVID‐19.  The WHO  (World Health Organization)  declared 

COVID‐19 a global pandemic in March 2020, and since then, preventive measures have 

been adopted to control its spread. The excessive usage of single‐use plastic (SUP) mate‐

rials such as face masks, disposable utensils, personal protective equipment (PPE), food 

packaging plastics, etc., during COVID‐19 led to MP discharge into the environment [34]. 

Therefore, a sudden  increase  in plastic pollution can be observed through a significant 

amount of generated biowaste and medical waste during the COVID‐19 pandemic. In the 

aftermath of the COVID‐19 outbreak, the global demand for personal protective equip‐

ment increased significantly, with 65 and 129 billion pairs of gloves and masks consumed 

each month,  respectively  [35]. According  to Benson et al., global plastic waste has  in‐

creased by 1.6 million tonnes since the beginning of the pandemic. Every day approxi‐

mately 3.4 billion single‐use  face masks and shields are discarded [36]. In addition, ac‐

cording to Peng et al. (2021), as of 23 August 2021, the plastic waste generated during the 
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pandemic by 193 countries reached over eight million  tons and washed  into  the ocean 

globally more  than 25  thousand  tons which  is approximately 1.5% of  total plastic dis‐

charged  into  the  aquatic  environment  [37]. The  common  sources,  environmental pro‐

cessing of generated waste, and the fate of MPs generated during COVID‐19 are given in 

Figure 3. Morgana et al. [38] experimented to confirm the release of MPs into water from 

face masks made up of polypropylene (PP). They carried out the fragmentation and de‐

terioration of  three‐layered  surgical masks  in water via a  rotating blender  in order  to 

mimic  the circular waves and motions of water  in oceans. The experimental outcomes 

showed  that an enormous quantity of microplastics can be discharged  from a singular 

mask under weathering conditions. Additionally, they also reported that as the exposure 

time and shear intensity increased, the release of MPs from disposable masks increased 

too [38]. 

 

Figure 3. Sources, environmental processing, and fate of MPs generated during COVID‐19. 

Consequently, overloading the existing facilities might lead to paralysis of the waste 

disposal and  recycling  industry as a  result of  this  sudden  increase  in waste. The mis‐

management in the disposal of plastic waste might cause MPs to accumulate in terrestrial 

and marine ecosystems [39]. Hence, pandemics such as COVID‐19 pose a serious threat 

to humankind, and  in order to combat their outbreaks the use of PPE kits, face masks, 

and other polymer products  cannot be  avoided,  leading  to  the discharge of  excessive 

plastic waste  into  the ecosystem. Aquatic organisms and  terrestrial plants easily accu‐

mulate the released MPs from the water and soil, allowing them to be readily consumed 

by humans and ultimately enter  the  food chain  [40]. Therefore,  in order  to reduce MP 

pollution  caused  by  improper  disposal  of  face  masks  and  PPE  kits,  environmental 

awareness about proper waste disposal should be  implemented as a part of  long‐term 

preventive measures. 

This  study  explains  how microplastics  are  generated,  transported,  disposed  and 

quantify  in  the  environment  based  on  their  sources  and  physicochemical  properties. 

Moreover,  the  quantification  techniques  and methodologies  for microplastic  removal 

from aquatic systems have been briefly discussed. Additionally, the study also examines 

the impact of COVID‐19 on global plastic waste production. This review aims to gain a 

better understanding of research on the toxic effects of microplastics on humans, aquatic 

life forms, and soil ecosystems.   
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2. Detection and Identification of MPs 

Due to the exorbitant usage of commodity plastics worldwide, MPs with a wide ar‐

ray of attributes are produced and  the detection and analysis of MPs  is a prerequisite 

condition  for  their effective  removal  from aquatic systems. A wide variety of physical 

and chemical  techniques, presented  in Figure 4, are employed  for  the quantification of 

MPs since reliability on a single identification method poses a risk of skipping or missing 

out on some categories of MPs. Physical detection  is  frequently used as a preliminary 

step for easy, low cost and rapid detection of MPs based on their appearance, color, and 

size. Physical detection does not effectively remove small‐sized MPs but is useful for the 

identification of colored and larger MPs (>500 μm). Therefore, chemical approaches are 

used  to  identify  the  composition and  structure of MPs. These  include destructive and 

non‐destructive  techniques  such  as  SEM‐EDX,  PLM,  FTIR,  Raman  spectroscopy,  and 

GC‐MS. 

 

Figure 4. Methods for detection and identification of microplastics in aquatic systems. 

2.1. Identification of Morphology 

Scanning Electron Microscopy (SEM) is often used for the morphological analysis of 

MPs  since  it  captures high‐resolution  images  of MP  surface,  thereby providing  infor‐

mation about the surface texture and deformities that helps in distinguishing MPs from 

other materials present  in  the wastewater. This  technique  is often used  in conjunction 

with the Energy Dispersive X‐Ray spectroscopy (EDX) technique for the analysis of con‐

stituent  elements of MPs. There are  certain  limitations associated with SEM‐EDX,  i.e., 

high cost, low efficiency, and inability to detect colored MPs that hinder its applicability 

for MP  detection.  To  improve  the MP  detection  ability  of  SEM‐EDX, MPs  are  often 

stained with fluorescent dyes such as Safranin T, Nile Red, and fluorescein isophosphate 

at high temperatures to reduce error probability. 

The development of advanced microscopic techniques such as Polarized Light Mi‐

croscopy (PLM) has proved  to be quite efficient and useful  in the determination of the 

type of MP. The PLM technique takes advantage of the anisotropic property of polymers 

and  involves the passage of unpolarised  light through MP particles that are placed be‐

tween  cross‐polarizers. The polarized  light  emitted  from  the polarisers  imparts  infor‐

mation about the crystallinity of MPs and hence aids in the identification of MP polymer 

type. It is a reliable technique but cannot be used with thick and opaque samples. 

   



Water 2023, 15, 51  8  of  34 
 

 

2.2. Identification of Chemical Structure and Composition 

To further improve the identification of MPs and to determine the chemical compo‐

sition of MPs, certain destructive and non‐destructive techniques are employed. FTIR is 

used for the detection of IR‐active MPs by irradiation of the samples with infrared radia‐

tion  and  noting  the  changes  in  the dipole moments  of  the  structural  chemical  bonds 

present  in  the  sample. A  comparison of  the obtained  sample  spectrum with  reference 

spectrums provides information about the composition of the MPs. Although FTIR is a 

suitable method for the identification of agglomerates and smaller particles, its function‐

ality  for  the detection of  larger particles  is hindered due  to  limitations associated with 

sample size, difficult sample preparation, and the labor and time‐intensive nature of this 

technique. To improve the detection efficiency, the FPA‐FTIR (Focal Plane Array‐ Fourier 

Transform Infrared spectroscopy) technique is employed since it provides a larger spec‐

trum for the MP particles. 

The drawbacks of FTIR can be overcome by using Raman spectroscopy based on the 

principle of  inelastic  light scattering by polarized molecules.  It provides  images of MP 

particles with finer spatial resolutions of 1 um, better than that of FTIR and the results 

remain unaffected by the thickness and shape of the MPs. It can be used for the identifi‐

cation of non‐polar functional moieties and the detection efficiency can be improved by 

the addition of  fluorescent  tools as  it  is a highly sensitive  technique. Contamination of 

samples with dyes, inorganic, organic, and microbial materials strongly impacts the re‐

sults of Raman spectroscopy. The usage of evolved techniques such as surface‐enhanced 

Raman spectroscopy and Raman tweezers can further improve the detection accuracy for 

MPs. 

2.3. Identification of Thermal Properties and Chemical Bonding 

Destructive  identification  techniques such as TGA  (Thermo gravimetric Analysis), 

DSC  (Differential  Scanning  Calorimetry),  and  GC‐MS  (Gas  Chromatography‐Mass 

Spectrometry) can be used as alternatives to spectroscopic methods for MP identification. 

TGA and DSC are used for the determination of the polymers on basis of their thermal 

stability and the glass transition temperature, which varies  for each polymer type. The 

TGA and DSC plots obtained on the thermal treatment of samples are compared with the 

reference plots to identify the MP type and its characteristics. GC‐MS is another popular 

and  reliable  technique  used  for  polymer  identification  in  bulk mixture  samples. This 

technique can even be used for nanosized plastics with ease and the detection accuracy 

can be significantly increased by treatment of samples at elevated temperatures. This is 

conducted  in  the  TD‐GC‐MS  and  pyro‐GC‐MS  techniques.  They  involve  the 

high‐temperature degradation  of  bulk  samples,  followed  by  their  segregation  via  gas 

chromatography and the subsequent analysis using mass spectrometry. These techniques 

offer high precision, and sensitivity and can provide qualitative and quantitative results. 

However,  the  reproducibility of  results highly depends on  the  sample purity,  sample 

preparation, and thermal treatment conditions. Hence, even with the myriad of methods 

available for the quantification of MPs, each comes with its drawbacks. Thus, there is still 

scope for the optimisation of detection and identification methods of MP particles. Fur‐

ther, the feasibility of the usage of chemical methods for MP detection still needs in‐depth 

investigation  since  the  interaction  and  accumulation  of MPs  on  other materials may 

strongly  influence  the  detection  and  identification  capability  of  the  above‐mentioned 

methods. 

3. Removal Methods 

The rising  level of microplastics  in our surroundings poses an  imminent  threat  to 

human and ecosystem health. Hence, there is an urgent need to devise methodologies for 

the detection and removal of MPs in order to prevent their bioaccumulation. A variety of 
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physicochemical and biological methods have been devised  for MP removal and  these 

methods can be classified into three categories (Figure 5): 

1. Filtration and segregation 

2. Surface adhesion and growth 

3. Deterioration 

 

Figure 5. Classification of methods used for the removal of microplastics from aqueous media [41–

46]. 

 Filtration and segregation methods: These methods  involve  the separation of MPs 

from contaminated water by physical barriers such as membranes and filter mech‐

anisms. These physical barriers only allow the passage of liquids, thereby separating 

microplastics from aqueous media. However, these methods are often found to be 

ineffective in the removal of microplastics from sludge waste with higher viscosities. 

In addition, filtration methods require intensive manpower and require the move‐

ment of enormous quantities of water for  the separation of micro‐ and nano‐sized 

microplastics present  in minimal concentrations. By using these methods, we only 

obtain  information about  the quantification of separated microplastics and do not 

gather any  information about microplastic pollutant  type and structure. To obtain 

detailed information about the type and structure of MPs, we need to adopt other 

characterisation techniques [47].   

 Surface adhesion and growth methods: This method  involves  the capture and at‐

tachment of MPs onto  the  surface of  the  added materials  (e.g.,  coagulants, disin‐

fectants, oxidants, surfactants, etc.), causing them to form macrostructures such as 

aggregates,  facilitating  their  easy  removal.  This methodology  utilizes  techniques 

such as coagulation, flocculation and sedimentation (CFS), adsorption, and ion ex‐

change. Unlike the filtration and segregation methods, these methods are efficient, 

easy to handle and monitor, and are even helpful in the removal of other pollutants. 

However, due to a lack of information, they are still only performed at the pilot scale 

instead of  large‐scale operations. However,  these methods possess  certain  limita‐

tions,  i.e.,  they  are often  time‐intensive  and  ineffective  for  the uptake of  smooth, 

small‐sized microplastics due to a lack of sufficient surface area to either adhere to 

the surface of the added materials or form flocs [48].   

 Deterioration methods: Another method used for the separation of microplastics is 

the deterioration method which makes use of the action of external factors such as 

radiation,  heat,  and microorganisms  to  bring  about  changes  in  the  physiological 

structure of MPs and break  them down  into simpler molecules such as CO2, H2O, 

H2S, methane, etc. Photocatalytic, thermal and microbial degradation fall under this 

category. Degradation methods are one of the most efficient methods for combating 



Water 2023, 15, 51  10  of  34 
 

 

MP waste but these methods are not much explored and still need further in‐depth 

studies for understanding the detailed mechanisms involved in degradation to fully 

exploit their potential. The breakdown capacities efficiencies can also be enhanced 

which can ultimately lead to a reduced degradation time span [49]. Table 2 presents 

the advantages and disadvantages of the above‐mentioned removal methods. 

Table  2. Advantages  and  disadvantages  of methods  employed  for microplastic  removal  from 

aqueous media. 

Removal Method  Advantages  Disadvantages 

Filtration [41]   

 High removal efficiency 

 Stable effluent quality 

 Easy to handle 

 Membrane fouling 

 Possibility of secondary MP formation 

 Frequent cleaning required 

Constructed wetlands [42]   
 Less maintenance 

 Low operating cost 

 Little information about the mechanisms 

involved 

 Influence of external factors not fully 

understood 

Coagulation‐Flocculation‐ 

Sedimentation [43]   

 Simple and easy to operate 

 Ability to capture and remove 

small‐sized microplastics 

 High requirement for chemicals 

 Majorly studied only in laboratories 

 Not widely studied at the commercial 

level 

Adsorption and ion exchange [44] 

 Recyclability of adsorbents 

and ion exchangers 

 Can remove MPs less than 

100 μm 

 Large time spans for adsorption and ion 

exchange required 

 Handling adsorbents may be difficult 

Photocatalytic degradation [45]   

 No requirement for chemicals 

 Environment‐friendly 

 Applicable for multiple MPs 

types such as PE, PS, PET, etc. 

 Low efficiency 

 May produce harmful by‐products 

 No selectivity 

Microbial degradation [46]   
 Low cost 

 Simple and flexible usage 

 Less information available 

 High degradation time 

 May produce secondary MPs 

Since the above‐mentioned methods are often unable to efficiently and completely 

remove microplastics when used singularly, they are used in conjunction with each oth‐

er, thereby forming the primary, secondary, and tertiary stages of wastewater purifica‐

tion  (Figure  6). Some of  these  removal methods  are described below  in  the  following 

sub‐sections. 
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Figure 6. Schematic representation of methods and stages in wastewater treatment. 

3.1. Membrane Filtration 

Membrane filtration is an advanced technique that has been recently developed es‐

pecially  for MP  removal and  involves  the movement of polluted water across a mem‐

brane with pore sizes varying according to variation in the shape and size of MP parti‐

cles. The use  of membranes  is  being  adopted  increasingly due  to  the  low  energy  re‐

quirements,  facile and  flexible operation,  easy  scalability, and  stability of  the method. 

Membrane filtration is an umbrella term and is used for multiple methods such as ultra‐

filtration, microfiltration, nanofiltration, and, reverse osmosis [50–53]. Membrane biore‐

actors (MBR) and dynamic membrane (DM) systems have also been established for effi‐

cient MP  removal. Membranes with varied pore  sizes and external conditions  such as 

pressure, and pumping shear stress help in the effective operation of these systems. The 

permeability and selectivity of membranes, their durability, the size and concentration of 

MPs, and  influent  flux are key  factors  that  influence MP removal efficiency by a  large 

degree. Membrane processes have been known  to exhibit removal efficiencies of up  to 

99.9% when used in combination with other techniques. For instance, Lares et al. (2018) 

devised  an  advanced MBR  system  incorporated with WWTP  to  analyze MP  removal. 

They compared the MP removal efficiency of the MBR device with a conventional acti‐

vated  sludge method  and  concluded  that MBR  showed  higher  removal  efficiency  to‐

wards MP removal than the conventional activated sludge method [35]. Tadsuwan et al. 

[54] investigated the outcome of coupling ultrafiltration with a pre‐existing water treat‐

ment plant and reported an  increase  in removal efficiency from 86.14%  in a traditional 

water  treatment  plant  to  96.97%  combined with  an  ultrafiltration  setup. Li  et  al.  [55] 

formulated a dynamic membrane  (DM) on a 90 μm mesh via synthetic wastewater  fil‐

tration and investigated the impact of control parameters on the functioning of the DM. 

They concluded that the DM was formed rapidly and was quite effective in MP removal, 

and  it was promoted by  the  increased motion of  solids  and  concentration of  influent 

particles [55]. 

The membranes used in membrane filtration often suffer from fouling phenomenon 

caused  by  the  interaction  and  accumulation  of MPs  in  the membrane  pores  and  the 
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growth of microorganisms on them, leading to their clogging, and thereby reducing their 

removal  capability  (Figure  7). Therefore,  a  need  often  arises  to pre‐treat  the polluted 

water with  disinfecting  agents  or  coagulants  to  prevent  this  phenomenon;  although 

pre‐treatment of water often reduces  the probability of membrane  fouling. A study by 

Xing et al. describes a low‐dosage UV/Chlorine pre‐oxidation strategy to prevent mem‐

brane  fouling.  They  reported  the  pre‐oxidation method was  for  reducing membrane 

fouling by 49%  [56].  It  is also suspected  that cleaning and backwashing of membranes 

may aggravate the problem of MP release. Membrane filtration is quite successful in the 

removal of fragment and pellet MPs due to synergistic interactions between the MP par‐

ticle and membrane material and pores. However, they are less useful for fiber MPs since 

fiber‐type MPs may move longitudinally through the pores of the membrane. Ziajahromi 

et al. [57] prepared an MP sampling device and studied the microplastics present in ef‐

fluents released from three different WWTPs that used treatment methods such as CFS 

method, biological treatment, disinfection/de‐chlorination processes, and ultrafiltration, 

followed by  reverse osmosis  (RO) process. They detected  the presence of microplastic 

fibers  in  the  effluents  even  after  reverse  osmosis  and  attributed  it  to  the  existence  of 

membrane defects  [57]. Thus, an  in‐depth study of  the MF methods  is  required  to en‐

hance their efficiency for MP removal at the pilot scale. 

 

Figure 7. Schematic representation of microplastic removal by membrane filtration and membrane 

fouling [58]. 

3.2. Adsorption 

The adsorption method  takes precedence over many other methods  for pollutant 

removal from aqueous media due to its facile nature, high efficiency, economical usage 

and other advantages. Adsorption is a surface phenomenon and involves the uptake of 

pollutants on the adsorbent surface by means of weak Van Der Waal interactions. A va‐

riety of materials such as carbonaceous materials, zeolites, polymers, and inorganic clays 

have been utilized for the removal of MPs from water sources. The high number of ad‐

sorption sites, nature, and strength of the adsorbent are deciding factors in the adsorptive 

and  regenerative  capabilities of  adsorbent materials. Tang  et  al.  synthesized magnetic 

carbon nanotubes and reported the adsorption of PE, PET, and PA microplastic particles. 

The  adsorbent  exhibited  100%  removal  efficiency  for  the MP  particles  and  showed 

maximum adsorption capacity  for PE,  then PET and  least  for PA, and exhibited <80% 

removal  efficiency  even  after  four  adsorption  cycles  [59].  Recently  biosorption  has 
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emerged as a viable and effective method for MP uptake (Figure 8). The use of biomass, 

bacteria,  fungi, algae,  seaweed and other  industrial and agricultural biowaste  is being 

highly favoured as it does not lead to the discharge of secondary MPs into water bodies. 

The adsorption process with such biomaterials generally proceeds via physical adsorp‐

tion,  ion  exchange,  chelation, microprecipitation and  complexation mechanisms  in  the 

extracellular  technique.  The  presence  of  hydroxyl,  amine,  carboxyl,  and  phosphonate 

groups in the cell walls of microbes and plant bodies aids in microplastic adsorption. In a 

recent study by Sundbæk et al. [36], the marine algae Fucus vesiculosus was used for the 

adsorption of MPs. The constituent carboxylic groups of alginic acid present in algae cell 

walls are responsible for the binding of MPs to the adsorbent surface. A detailed report 

by Siipola et al. showed the usage of steam‐activated pine and spruce bark‐based biochar 

for  the purification of urban wastewater and runoff. They  focused on determining  the 

effect of  features of biochar adsorbent, such as chemical composition and particle size, 

and  concluded  that  these  bioadsorbents were  suitable  even  for  the  removal  of  very 

small‐sized microplastic particles. They performed  the mechanism  for  retention of MP 

particles on bioadsorbent surfaces and still more research needed to be conducted to gain 

a deep understanding of the adsorption mechanism [60]. Sun et al. fabricated chitin and 

graphene oxide‐based compressive sponges that can adsorb MP particles at pH 6–8 with 

a high  removal  efficiency of  89.7% and offers  recyclability  for up  to  three  cycles. The 

sponge was also found to be biocompatible as it did not inhibit the growth of green algae 

on  its  surface  and  could be broken down by microorganisms present  in  the  soil,  con‐

firming  its biodegradability [61]. Although adsorption  is an easy and effective method, 

drawbacks such as  time and  labor  intensiveness  limit  its advantageous usage. Thus,  it 

may be used in combination with other advanced techniques for better MP removal effi‐

ciencies. 

 

Figure 8. Schematic diagram illustrating the bio‐adsorption of microplastics. 

3.3. Coagulation, Flocculation and Sedimentation (CFS) 

The combination of coagulation, flocculation and sedimentation is the most widely 

used method for MP uptake from water sources. The CFS mechanism involves the het‐

erogeneous separation of solids and liquids and is monitored by the density of solids and 

liquids  (Figure 9). Coagulation  involves  the destabilisation of suspended particles  in a 

colloid by the addition of a coagulant material such as metal salts. It is a rapid method 

often followed by flocculation. The flocculation technique involves slow mixing for long 

time  intervals,  leading  to  the  aggregation  of previously destabilized particles  to  form 

large aggregates (flocs) that can then be easily removed by sedimentation. Flocs formed 

during  stirring  are  influenced  by  the  characteristics  of  aqueous media  such  as  ionic 

strength, pH, divalent cations, natural organic matter, and particulate/colloidal matter. 
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Zhang et al.  [62] synthesized a magnesium hydroxide‐Fe3O4‐based magnetic coagulant 

and applied it for microplastic removal. They reported a removal efficiency of 87.2% and 

also explored  the  influence of aging  time on  floc  formation. They also  concluded  that 

removal efficiency above 85% can be maintained in water samples within the pH range of 

5–8 and that charge neutralisation  is an  important mechanism involved in microplastic 

removal [62]. The sedimentation technique is based on the gravitational settling of sus‐

pended  aggregates  and  is  impacted  by microplastic  particle  density.  It  is  especially 

helpful in the elimination of irregularly shaped MP fragments since angular and irregu‐

larly  shaped particles  can be easily  captured  to  form bigger aggregates  that  can  settle 

down due to  increased density. These methods are often used  together to enhance MP 

removal  capacities and  the  removal efficiency of  the CFS method  is monitored by  the 

physiochemical  and  morphological  properties  of MPs,  i.e.,  shape,  size,  and  surface 

properties.  These  methods  are  often  employed  as  primary  or  secondary  treatment 

methods and are often used in conjunction with other advanced techniques to maximize 

MP removal efficiency. The CFS method is more successful in removing fibrous MPs than 

spherical or fragmented MPs due to the availability of a larger surface area, facilitating 

more interaction with flocculating agents. Peydayesh et al. (2021) investigated the uptake 

of carboxylated PS microspheres from various water samples using a lysozyme amyloid 

fibril  natural  bioflocculant  by  CFS  technique  with  98.2%  removal  efficiency  [37]. 

Pivokonský  et  al.  tested  raw  and  purified water  from  two  different  drinking  water 

treatment plants (DWTPs) and identified that the CFS method is quite effective in elimi‐

nating microplastic particles from the water samples  [63]. Lapointe et al. examined the 

performance of the CFS method for the sequestration of pristine and weathered PE, PS 

and PEST microplastic particles and noted that  the removal efficiency was found to be 

maximum at 97%  for weathered PEST particles. They also  explored  the use of  settled 

water turbidity as a possible indicator for the removal of MPs [43]. The CFS method suf‐

fers from drawbacks such as high chemical consumption, large power requirements, and 

frequent electrode replacement, limiting their cost‐effective usage for water purification. 

 

Figure 9. Microplastic removal by coagulation, flocculation and sedimentation processes. 

3.4. Biological Degradation 

The biodegradation of MPs is an environmentally benign method for the eradication 

of MPs  from aqueous systems. A variety of microbes such as  fungi, diatoms, bacteria, 

biofilms, etc., are  reported  to  induce  the degradation of PE, PP, and PS microplastics. 

These microbes  grow  and  form  colonies  on  the MP  surface  and  use  them  as  carbon 

sources, thereby leading to their degradation, producing secondary MPs, CO2, methane, 

H2O, and biomass  (Figure 10)  [64]. The biodeterioration process may be aerobic or an‐
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aerobic, depending on the presence of oxygen, and is influenced by external factors such 

as temperature, humidity, UV and solar radiation. The efficacy of biodegradation mainly 

depends on the type of polymer, its characteristics and morphology, and the molecular 

weight. Auta et al. [38] studied the impact of isolated Bacillus gottheili bacteria on the de‐

terioration of PE, PET, PP, and PS over a span of 40 days [38]. They observed changes in 

the surface  texture as well as  the  formation of grooves and cracks and concluded  that 

bacteria affect the surface and bulk properties of MPs. The marine fungus Zalerionmari‐

timum was used by Pacǫ et al. [39] for the degradation of PE pellets and they observed 
molecular changes  in  the MPs along with a reduction  in PE pellet mass and size, con‐

firming  their degradation. Biodegradation of PVC microplastics using the  larvae of Te‐

nebrio molitor was investigated by Peng et al. and they observed partial biodegradation of 

polymer along with the formation of smaller chlorinated organic compounds and reduc‐

tion in Mn by 32.8%. They concluded that the ingestion rate was slow and the minerali‐

sation of PVC microplastic powder was only partial [65]. Huang et al. [66] surveyed the 

distribution of microplastics on biofilms consisting of  filamentous algae  in  the Middle 

Route  of  the  South‐to‐North Water Diversion Project  (SNWDP)  in China,  a  regulated 

canal and reported  that MPs were concentrated on  the biofilms, with small PET  fibers 

being the major category MPs present in the biofilms. They concluded that these biofilms 

could be used as a sink for microplastics. Although, the usage of microorganisms for MP 

degradation  is  a  flexible  and  tunable  technique,  the  time  duration  required  for  these 

methods  is substantial. Additionally,  there are challenges  in scaling up  these methods, 

and  they are suspected to release secondary MPs along with the non‐reusability of the 

microbes. The degradation mechanisms involved require further in‐depth investigation 

to fully utilize the potential of microbes for MP degradation. 

 

Figure 10. Microbial degradation of microplastics [67]. 

3.5. MP Shape, Size, and Polymer Type and Their Impact on Efficiency of Removal Methods 

The shape, size and polymer  type of MPs have a vital  impact on  the effective ex‐

traction  since  particles with  different  shapes,  sizes  and  compositions  exhibit  varying 

properties and toxicities. Shape and size are helpful in the analysis of accumulation pat‐

terns of MPs  in water bodies  since  low‐density MP particles,  such  as  fibers  and  frag‐

ments,  tend  to stay afloat on  the water surface while MP particles such as pellets  that 

possess relatively higher densities sink to the bottom of water bodies. Due to their ubiq‐

uitous presence, there arises the need to understand and identify the transportation and 

dispersal mechanisms across soil and water systems. 
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3.5.1. Impact of Shape of MP 

MPs  occur  in many  shapes  in  aquatic  systems  but  the majority  of MPs  exist  as 

fragments, pellets, spheres, films, and fibers. Among these  forms,  fragments and  fibers 

are  the most prevalent  in water bodies  [40,41]. The biggest contributor of  fiber MPs  to 

water bodies  is the garment  industry,  leaching fiber‐type MPs  into aquatic systems via 

effluents released  from  their washing processes. Film‐type MPs usually originate  from 

the weathering of packaging materials and plastic bags while the usage of MP pellets for 

abrasion  applications  in  the  cosmetics  industry  contributes  to  their  release.  Fragment 

MPs are usually secondary MPs and often arise  from  the degradation of bigger plastic 

objects.  It  has  been  observed  that  fiber MPs  are  typically  eliminated  in  the  primary 

treatment step by techniques such as coagulation, flocculation and sedimentation (CFS). 

While during the secondary treatment stage, maximum removal of  fragment‐type MPs 

occurs  since  their  lamellar  structure  facilitates  their agglomeration and  subsequent  re‐

moval. Substantial removal of MP pellets is seen in the tertiary treatment stage, involving 

the use of advanced filtration and oxidation techniques. The tertiary treatment processes 

are most  favoured  for  the removal of MPs with very small sizes and have distinct  fea‐

tures. However, it was noted that the MP removal efficacy of tertiary treatment stages is 

lesser than those of primary and secondary treatment stages. 

3.5.2. Impact of Size of MP 

The  size  of MP particles  also  influences  the determination  of  removal  efficiency. 

During the primary treatment processes, large MP particles having sizes larger than 0.5 

mm are easily removed by methods such as  flocculation, sedimentation and grease re‐

moval.  Large‐sized  fiber  and  film‐type MPs  are  easily  removed  by  flocculation  and 

grease  removal methods due  to  their  low densities while  small MP pellets  sink  to  the 

bottom of containers due to action of gravity on these high‐density particles. Addition‐

ally, due  to weathering phenomena, primary microplastics often break down  into sec‐

ondary MPs  that are  ingested by aquatic organisms  and  lead  to bioaccumulation and 

toxicity. Thus, the removal of secondary MPs holds utmost importance but they cannot 

be extracted by conventional methods,  thereby requiring  the use of sophisticated  tech‐

niques and instrumentation for their efficient removal. 

3.5.3. Impact of Polymer Type of MP 

The ubiquitous utilisation of PE, PP, PET, PU, PA, PAAm, PVC, PES, PS, PEVA and 

other such polymers can be ascribed  to  their versatile properties and stability. Among 

these, PE and PS are the most highly favoured materials due to their excellent impact and 

chemical resistance, low production costs, and easy workability, thus finding application 

in multiple industries. Due to their vast usage, the proportion of PE and PS MPs present 

in aquatic systems is much more than other commodity MPs. PE and PS MPs are posi‐

tively  charged,  and hence  they  can be  effectively  removed  from wastewater by using 

secondary treatment processes. Therefore, the impact of the morphological attributes and 

types of polymers on the efficient removal of MPs needs to be studied in detail. It will 

also help in gaining a deeper understanding of the removal mechanisms by conventional 

and advanced MP removal technologies. 

4. Accumulation of MPs in the Ecosystem and Their Toxicity Assessment 

The environment can be affected by MPs in a variety of physical, chemical, and bi‐

ological ways. Various physical injuries may occur to animals when they become entan‐

gled in microplastics in the environment, including drowning, suffocation, strangulation, 

and starvation [68]. The chemical impact of MP on the environment is attributed to the 

adsorbed chemicals onto plastic surfaces. MPs are composed of highly hydrophobic ma‐

terials, making them a potentially toxic chemical reservoir. Furthermore, the presence of 

excessive  levels of MPs  in  ecosystems  can  also  impair  the normal physiological  func‐
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tioning of living organisms [27]. Throughout the food web, MPs may pose an environ‐

mental risk because of their bioavailability. Aquatic and terrestrial environments contain 

a high  concentration of MPs, which would be present  in  food products  consumed by 

humans. 

4.1. Impacts of Microplastics on Human Health 

A recent report released on Microplastics in Drinking‐water (2019) by World Health 

Organisation highlighted  the ubiquitous presence of MPs  in  the ecosystem and  raised 

concerns about  their adverse effects on human health  [69]. Growing  concern over mi‐

croplastics’ potential health  impacts has  been  raised  since microplastics  can  enter  the 

human  food supply via the  ingestion of  terrestrial foods and seafood. The existence of 

MPs in foods consumed by humans has also been highlighted by many groups (Table 3). 

Table 3. Presence of MPs in food items and drinks consumed by humans. 

Consumable   

Products 

Polymer   

Types 
Size  MPs Concentration  References 

Seafood         

Bivalve (oyster, mussel, Ma‐

nila clam, and scallop) 

PE, PP, PS, PES, PEVA, 

PET, PUR 
0.1–0.2 mm 

0.97 (0–2.8) parti‐

cles/individual 

0.15 (0–1.8) particles/g 

[70] 

Canned Sardines  PE, PET, PVC, PP  190–3800 μm  6 MPs per item  [71] 

Fish  PET, PP, PUR, PES  <500 μm  2.2 ± 0.89 MPs/individual  [72] 

Acanthopagrus australis   

(Yellowfin bream) 
PET, RY, PES  ‐  Mean 0.6 MPs/fish  [73] 

Pelagic and demersal fish  Cellulose, PA, RY  0.13–14.3 mm 
1.90 

particles/individual 
[74] 

Engraulis japonicus (Japanese 

anchovy)   
PE, PP, PS  150–1000 μm  Mean 2.3 MPs/individual  [75] 

Fenneropenaeus indicus (In‐

dian white shrimp)   
PA, PES, PE, PP  0.157–2.785 mm 

0.39 ± 0.6 items/shrimp 

0.04 ± 0.07 items/g 
[76] 

Mytilus edulis 

(Mussels) 
CPH, PET, PES PE,  0.033–4.7 mm 

0.9–4.6 

particles/individual 1.5–7.6 

particles/g 

[77] 

Meat         

Poultry, cows, and pigs  PP, PE, PET  <5 mm 

Poultry manure: 667 ± 990 

particles/kg 

Cow manure: 74 ± 129 

particles/kg 

Pig manure: 902 ± 1290 

particles/kg 

[78] 

Chicken gizzards  PS  0.1–5 mm  10.2 ± 13.8 particles/g  [79] 

Salts         

Salt  CPH, PE, PET    <200 μm 

Lake salt: 43–364 parti‐

cles/kg   

Rock salt: 7–204 parti‐

cles/kg 

Sea salts: 550–681 parti‐

cles/kg   

[80] 

Sea/lake/rock salt  PE, PET, PP  <500 μm 

Lake salt: 28–462 parti‐

cles/kg   

Rock salt: 0–148 parti‐

[81] 
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cles/kg 

Sea salts: 0–1674 parti‐

cles/kg 

Drinks         

Tea    PA, PET  25 μm 
~11.6 microplastics/cup of 

the beverage 
[82] 

Drinking water  PET, PE, PA, PP  0.005–0.1 mm 

1 ± 8 particles/L (beverage 

cartons) 118 ± 88 parti‐

cles/L (returnable plastic 

bottles) 

[83] 

Milk  Polysulfone  0.1–5 mm  6500 particles/m3  [84] 

Drinking water  PES, PVC, PE, PA, EP  0.05–0.105 mm  0–7000 particles/L  [85] 

Beer  ‐  0.1–5 mm  0–14.3 particles/L  [86] 

Sugar and honey         

Honey  PP, PE, PAAm  0.013–0.25 mm 

54 particles/L (industrial 

honey) 67 particles/L (craft 

honey) 

[87] 

Honey 

‐  0.01–9 mm   

166 ± 147 particles/kg (fi‐

bers) 9 ± 9 particles/kg 

(fragments) 
[88] 

Sugar 

217 ± 123 particles kg−1 

(fibres) 32 ± 7 particles kg−1 

(fragments) 

Note(s): PE—Polyethylene, PUR—polyurethane, PP—Polypropylene, PA—Polyamide, 

PET—Polyethylene terephthalate, PAAm—Polyacrylamide, PES—Polyester, PVC—Polyvinyl 

chloride, PS—Polystyrene, PEVA—Poly (ethylene‐co‐vinyl acetate), RY—Rayon, EP—Epoxy resin, 

CPH—Cellophane. 

In addition, MPs are also absorbed into the body when they are inhaled and come in 

contact with skin [89,90]. Microplastics are ingested mainly through food products such 

as table salt, mussels, sugar, commercial  fish, and even water, which are contaminated 

with microplastics. MPs may enter the digestive tract, triggering inflammatory respons‐

es, increasing intestinal permeability, and altering the metabolism [91]. The toxic effects 

of MPs exposure in humans are presented in Figure 11. 

 
Figure 11. Schematic illustration of exposure of MPs on human health. 
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Various sources release MPs into the atmosphere, including textiles, abrasion of car 

tires, buildings, etc., and microplastics resuspension from surfaces. Prata (2018) reported 

that the amount of MPs inhaled by individuals per day ranges from 26 to 130 MPs. Con‐

sequently, this could be hazardous to human health because of their polymeric structure 

which makes their removal from the respiratory system difficult and they release toxic 

organic pollutants and plasticizers from their surface [92]. The risk of inhalation of MPs 

from wearing different masks during the COVID‐19 pandemic was investigated by Li et 

al.  [58]. They reported  that wearing N‐95 masks posed a  lower risk of  inhalation of  fi‐

ber‐like MPs as compared to the activated carbon masks [93]. 

Currently, almost negligible studies have been conducted to evaluate the associated 

risks of dermal exposure to MPs in humans. Although the extensive usage of microbeads 

in personal care products and synthetic fabrics along with the presence of microplastics 

in indoor dust particles leads to considerable human exposure to MPs via dermal contact. 

Microplastic beads having a size of less than 1 mm have been extensively utilized in facial 

scrubs,  toothpaste, and dentures  [94]. Human exposure  to MPs via dermal contact has 

not been comprehensively studied, a few studies have only assessed the per capita con‐

sumption of MPs. A study by Napper et al. [26] showed that usage of facial scrubs by the 

UK population alone  is discharging 40.5–215 mg of polyethylene microbeads person−1 

day−1. Although human skin is susceptible to penetration by particles less than 100 nm in 

size, microplastics may penetrate through hair follicles, open wounds, or sweat glands to 

cause  skin  damage.  It  is  imperative  that  in‐depth  research  be  carried  out  on  human 

dermal exposure to MPs via cosmetics, settled dust particles, and fabric fibers so that the 

significance and health  risks associated with  these exposure  routes can be determined 

[95]. 

The risk of ingesting microplastics has not yet been quantified completely due to the 

relatively limited amount of research. Although several groups have performed in vitro 

studies to assess the toxicological effects of microplastics on human health, there is still a 

lack of availability of data on in vivo studies. In this section, some of the studies which 

examined the toxicity of MPs on human cell models have been discussed. The cell via‐

bility and cytotoxicity of microplastics in terms of oxidative stress were investigated by 

Schirinzi  et  al.  [96] on  cerebral  (T98G)  and  epithelial  (HeLa) human  cells. The  results 

demonstrated that in both cases, i.e., with exposure to polyethylene (3–16 μm) and poly‐

styrene (10 μm), cell viability was not affected. Wu et al. [97] studied the cytotoxicity of 

0.1 and 5 μm polystyrene MPs on human Caco‐2 cell lines. The results indicated that both 

MPs exhibited weak cytotoxicity and displayed negligible changes  in membrane  integ‐

rity, whereas both sizes  lead  to disruptions  in mitochondrial potential with  larger MP 

sizes producing greater disruption than smaller MP sizes. Stock et al. [98] also studied the 

cytotoxic effects of polystyrene MPs (sizes ranging from 1, 4, and 10 μm) on the human 

Caco‐2 cells and monocyte‐like THP‐1 cells. The results indicated that MPs of 1 μm size 

affected the cell viability of Caco‐2 cells. Hesler et al. [99] performed in vitro analysis of 

the  toxicological  effects of modified polystyrene  (0.5  μm) at  the human  intestinal and 

placental barrier. The MPs exhibited no genotoxicity and weak embryotoxicity. In vitro 

analysis performed by Xu et al. [100] confirmed the cytotoxicity induced by PVC particles 

(2 μm) in human pulmonary cells. A particle’s size and density determine the deposition 

of MPs into the human respiratory system, smaller and less dense particles penetrate the 

lungs more deeply. The toxicology of these particles needs to be further researched on a 

multidisciplinary and international scale in order to understand their long‐term impact 

on humans. 

4.2. Impacts of MPs on Aquatic Environments 

As microplastics  (MPs)  accumulate  in  the  environment,  aquatic  life  is  becoming 

more vulnerable. Secondary microplastics resulting  from  the fragmentation of automo‐

bile  tires, packaging materials, paints, synthetic  fabrics, etc., are  the primary source of 

contamination of water resources [101]. Poor waste management is also responsible for 
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introducing microplastics  into freshwater through runoff from surface and agricultural 

areas (Figure 12). It has been identified that wastewater and sewage treatment plant ef‐

fluent discharges are a chief source of introducing MPs into the freshwater. As MPs float 

on  the water  surface,  disperse  throughout  the  column,  and  accumulate  in  seawater 

sediments,  they can be consumed by diverse aquatic organisms occupying a variety of 

habitats [1]. The impact of MPs on aquatic environments can be classified as physical and 

chemical. Aquatic species can be physically impacted by the MPs by entanglement or by 

ingestion, with  the  former being  the more  common. Allsopp  et al.  [102]  revealed  that 

entanglement results in the suffocation, drowning, or starvation of aquatic animals. It has 

been reported that ingested plastic fragments have caused physical injuries  in animals, 

including ulcerations and rupture of the digestive tract. Aquatic organisms are incapable 

of differentiating between MPs and natural prey items resulting in accidental uptake of 

MPs, leading to an influx of microplastics into the aquatic food web [103]. 

 

Figure 12. An overview of sources and toxic effects of MPs on aquatic environment. 

A number of adverse effects may be  induced by MPs on aquatic  species,  such as 

behavioral changes, slow metabolism, and disruption in growth and reproduction. When 

aquatic organisms are severely overloaded with MPs, they display lethargic swimming 

and feeding behavior. Yin et al. [104] showed that the accumulation of MPs in the diges‐

tive tract may result in abnormal behavior in fish. A study by Chen et al. [105] revealed 

that exposure to PS‐MPs at 1 mg/L concentration suppressed the catalytic activity of ac‐

etylcholinesterase  (AchE)  on  zebrafish  larvae.  The  inhibition  of AchE  activity  subse‐

quently results in the over‐stimulation of receptors and may result in paralysis and death 

as a result of a significant build‐up of AchE in synaptic clefts. Consequently, prolonged 

exposure to MPs could influence the nutritional status of fish, thus affecting their health 

and growth. 

According  to Sussarellu  et  al.  [106], polystyrene  (PS) MPs  adversely affect oyster 

reproduction  and  feeding  by  altering  their  food  intake  and  energy  distribution.  The 

quality of oocytes, motility of  sperm, and  egg production were all  reduced  in oysters 

exposed  to microsized polystyrene. The eggs and sperm are released  in the sea  for ex‐

ternal  fertilisation by oysters, but because of  the  intake of MPs,  the sperm’s speed and 

count were significantly reduced [106]. Two‐month exposures of adult oysters (Pinctada 

margaritifera) to 6 and 10 μm polystyrene microbeads were conducted by Gardon et al. 

[107] to examine the effect of MP on their physiology. P. margaritifera’s assimilation effi‐

ciency, energy balance, and reproduction were significantly affected by PS‐MPs. Cole et 

al.  [108] examined how MP consumption affects  the  fertility,  feeding habits, and  func‐

tioning of the copepod Calanus helgolandicus, which because of its size, lipid content, and 

opulence, is a vital prey species for many fish larvae. As a consequence of exposure to 20 
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μm PS microbeads, the carbon biomass of copepods was reduced by 40%, resulting in an 

energy reduction and increased consumption of lipids, which affected their growth [108]. 

Banaee  et  al.  [109]  studied  the  effect of polyethylene MPs on various biochemical pa‐

rameters of blood on Emys orbicularisto  (pond  turtle). The MPs  exposure adversely af‐

fected all the parameters studied which indicated liver and kidney dysfunction [109]. As 

a  result of  exposure  to PS microplastics, Danio  rerio’s  (zebrafish) metabolic pathways 

were changed and its lipid and energy metabolism was altered [110]. In addition, Lei et 

al. studied the toxic effects of five varieties of MPs on Zebrafish and reported that D. rerio 

was  observed  to  develop  intestinal  damage  after  exposure  to microplastic  particles. 

Moreover, they also demonstrated that MPs’ lethality is not dependent on their chemical 

composition, but on their size.   

In a study by Kaposi et al. [111] PE microspheres (10–45 μm) were exposed to Trip‐

neustes gratilla (sea urchin) larvae for 5 days. They concluded that although a significant 

decrease was observed in larval body width, the current MP levels in the ocean present 

only a  limited  threat  to marine  invertebrates. Weber et al.  [112]  indicated  that despite 

high levels of MP contamination, Gammarus pulex (amphipod) did not show significant 

effects on development, survival, feeding behavior, or metabolism (glycogen, lipid stor‐

age). Zhang et al. [62] assessed the toxic effects of variably sized PVC MP on Skeletonema 

costatum  (marine algae). The results suggested  that small‐sized PVC MPs adversely af‐

fected photosynthesis and inhibited the growth of microalgae. PVC MPs have been ex‐

posed to marine Perna Viridis (Asian green mussels) by Rist et al. [113]. It was observed 

that there was an increase in mortality after MP exposure, with decreased filtration and 

respiration  rates,  as well  as  reduced motility  [113]. A  study  by Rochman  et  al.  [114] 

demonstrated the impact of short‐term exposure to PE fragments in marine Oryzias lapites 

(Japanese medaka fish) and observed that  this  led  to  the bioaccumulation of chemicals 

and early tumour development. When Arenicola marina L. (lugworms) was exposed to a 

high concentration of PVC MPs, the immune function of lugworms was impaired and a 

high mortality rate was observed in a study by Browne et al. [115]. Table 4 summarizes 

the toxic effects of some of the MPs on different aquatic species. 

Table 4. Effects of MPs on aquatic organisms. 

Aquatic 

Organisms 

Polymer 

Types 
Size  Effects  References 

Zebrafish Larvae  PS  45 μm 
Suppressed catalytic performance 

of AchE 
[105] 

Oyster  PS  2 and 6 μm  Reduced sperm count and speed  [106] 

Pinctada margaritifera 

(Oyster) 
PS  6 and 10 μm 

Reduced assimilation efficiency 

and reproduction 
[107] 

Calanus helgolandicus (Co‐

pepods) 
PS  20 μm  Reduction in carbon biomass  [108] 

Emys orbicularis (Pond 

turtle) 
PE  ‐ 

Adverse impact on the liver and 

kidney functioning   
[109] 

Danio rerio (Zebrafish)  PS  5 and 20 μm 
Inhibited liver functions and me‐

tabolism of fish 
[110] 

Danio rerio (Zebrafish)  PA, PE, PVC, PP  70 μm  Damage to intestine  [116] 

Tripneustes gratilla (Sea 

urchin) 
PE  10–45 μm 

Decreased larval width and sur‐

vival affected by 50% 
[111] 

Gammarus pulex (Am‐

phipoda) 
PET  10–150 μm 

Metabolic rate, behavior, and 

growth were not affected 
[112] 

Skeletonema costatum   

(Microalgae) 
PVC  1 μm and mm 

Inhibition in growth and affected 

photosynthesis 
[117] 

Perna viridis    PVC  1–50 μm  Negative impacts on physiological  [113] 



Water 2023, 15, 51  22  of  34 
 

 

(Asian green mussel)  functions of mussels 

Scrobicularia plana 

(Bivalve mollusc) 
PS  20 μm 

MPs inhibited antioxidant activi‐

ty, damaged DNA, and caused 

neurotoxicity and oxidative stress. 

[118] 

Euphausia superba 

(Antarctic Kill) 
PE  27–32 μm  Loss in weight  [119] 

Oryzias lapites 

(Japanese medaka fish) 
LDPE  ‐ 

Resulted in formation of tumours, 

liver damage, and accumulation 

of toxic chemicals 

[114] 

Oryzias lapites 

(Japanese medaka fish) 
PE  <1 mm   

Adverse effects on reproduction 

and growth 
[120] 

Arenicola marina L. 

(Lugworms) 
PVC, PS  <10 μm 

Mortality and dysfunction of im‐

mune system 
[115] 

Ostrea edulis 

(Flat Oysters) 
HDPE and PLA  Varying sizes  Increase in respiration rate  [121] 

Crangon crangon L. 

(Brown shrimp) 
‐  200–1000 μm   

No adverse impact on the 

shrimp’s nutritional condition   
[122] 

Ciona intestinalis   

(Sea squirt) 
PS  1 μm 

Negative effects on growth and 

food intake   
[123] 

Crepidula onyx (Mollusca)  PS  2 μm  Growth inhibition  [124] 

Note(s): PP—Polypropylene, PA—Polyamide, LDPE—Low‐density polyethylene, 

PET—Polyethylene terephthalate, PE—Polyethylene, PVC—Polyvinyl chloride, PS—Polystyrene, 

PLA—Polylactic acid, HDPE—High‐density polyethylene. 

Green  [121]  studied  the  impact of high‐density PE and PLA on Ostrea edulis (Flat 

Oysters).  It was observed  that  the rate of respiration  increased with an  increase  in mi‐

croplastic concentration. In a study by Devriese et al. [122], it was reported that micro‐

plastic ingested by Crangon crangon L. (Shrimps) showed no significant negative impact 

on nutritional conditions. In conclusion, in‐depth research is required to better compre‐

hend the impacts of microplastics on marine biota, and further research is necessary to fill 

knowledge gaps. 

4.3. Impacts of MPs on Soil 

Scientists  have  paid minimal  attention  to MPs  pollution  in  soil  environments  as 

compared to marine ecosystems, despite a more significant accumulation of MPs in ter‐

restrial soils. Microplastic contamination is especially prevalent in agricultural and urban 

soils as a consequence of human activities. The soil ecosystem is exposed to a wide range 

of MPs due to the over‐exploitation and haphazard management of plastic wastes [125]. 

Agricultural practices,  including plowing and harvesting,  influence  the horizontal dis‐

tribution of MPs in soil, whereas vertical distribution is governed by soil macropores and 

the cracking of soil [126]. The extent of transportation, deposition, and retention of MPs 

are influenced by numerous aspects such as (1) human activities including littering and 

inefficient  waste  handling,  (2)  physicochemical  properties  of  plastics  including  size, 

density, etc., and (3) atmospheric conditions (temperature, rainfall, speed of wind). The 

movement of microplastics  in the soil can be facilitated by a variety of plant processes 

such  as  uprooting  and  root  development  as well  as  various  organisms  (vertebrates, 

earthworms, etc.)  inputs  [127]. For  instance, earthworms  can  swallow and excrete mi‐

croplastics, the movement of anecic earthworms is capable of vertically transporting mi‐

croplastics from shallow to deep soils, and geophagous earthworms are responsible for 

horizontally spreading them across wide areas (as shown in Figure 13) [128]. In addition, 

soil microarthropods have been found to consume earthworm casts containing concen‐

trated microplastics [129]. As microplastics migrate, soil properties, including microbial 
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diversity as well as soil structure and function are altered which could have a negative 

effect on plants and animals, as well as threaten the quality and safety of food. 

 

Figure 13. The toxic effects of microplastics on soil biota. 

To  study  the  interactions between MPs with  soil biota  several  studies have been 

performed by various groups  and  their  impacts on  the health of  soil biota have been 

examined.  In  contrast  to  aquatic habitats,  the  ecotoxicological  impacts of MPs on  soil 

fauna have been  the  subject of very  little  research,  and most of  the  studies were per‐

formed  in  laboratories. Coa et al.  (2017) studied  the  impact of PS  (58 μm) MPs on  the 

health of Eisenia Foetida (earthworms) in dry soil. They found that MPs at concentrations 

greater  than  1%  (w/w)  decreased  earthworm  growth  and  also  increased  earthworm 

mortality  [130]. Similar  findings were presented by Huerta Lwanga  et al.  [131] where 

polyethylene MPs  (0.2–1.2%  concentration) affected  the growth and mortality of Lum‐

bricus Terrestris (earthworms).   

Lahive et al. [132] demonstrated that varying sizes of microplastics affect the rate of 

reproduction  of  Enchytraeus  crypticus  (soil  worm)  differently.  It  was  observed  that 

smaller‐sized particles  (i.e., 20 μm) affected  the survival and reproduction  to a greater 

extent as compared to the larger particles (i.e., 160 μm) which could be attributed to the 

ingestion of a larger number of smaller‐sized MPs by soil worms. A study by Rillig et al. 

[133] revealed that exposure of Lumbricus terrestris (anecic earthworm) to the PE micro‐

plastics resulted in the transport of MPs deeper into the soil. There are potential conse‐

quences of this movement including, other soil biotas that may be exposed to MPs and 

microplastics may remain underground for extended periods of time. A study by Lei et 

al. [134] stated that the exposure of PS microplastics (size 1 μm) to Caenorhabditis Elegans 

(Roundworm) for 3 days lead to reduced survival rate and growth. It was observed that 

nematode  survival, development, and  cholinergic and GABAergic neurons were most 

affected by the polystyrene particles. Zhu et al. [135] also demonstrated that PVC micro‐

plastic exposure to the collembolan gut leads to a 28.8 and 16.8% inhibition of reproduc‐

tion and growth of the soil organisms, respectively. Song et al. demonstrated that Achat‐

ina Fulica (snails) experienced different reductions in food intake and excretion after ex‐

posure to PET microfibers for 28 days, and microfibers caused significant villous damage 
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to the snails’ digestive tract [136]. Kim and An [137] studied the effect of PE and PS MPs 

on Lobella sokamensis  (soil springtail).  It was  reported  that MPs may accumulate  in  the 

cavities created by springtail thereby inhibiting their mobility. In a study by Ju et al. [138] 

a decrease in the survival and reproduction rate of Folsomia candida (soil springtail) was 

observed on exposure to different concentrations of polyethylene MPs. 

Yi et al. [139] demonstrated that the impacts of MPs on the soil ecosystem are also 

affected by the shape of the MPs. It was observed that PP fibers were more effective at 

inhibiting urease and alkaline phosphatase enzyme activities  than  the PP microsphere 

[139]. Wan et al. [140] depicted that MPs alter the water evaporation of soil which may 

lead to the drying of soil. A significant amount of soil water evaporation occurred as a 

consequence of MPs’ presence  in  the  soil  as  they  created  channels  for water  to move 

through. In addition, increasing the concentrations and reducing the size of MP contrib‐

uted to more pronounced effects. As a consequence, the microplastic uptake damages the 

key functions of soil animals which are critical to biodiversity and soil health. Details of 

some of these studies of MP pollution on soil and soil biota are given in Table 5. 

Table 5. Impact of MP pollution on properties of soil and soil biota. 

Soil Biota and Properties  Polymer Types  Size  MPs Effects  References 

Eisenia Foetida   

(Earthworm) 
PS  58 μm 

Inhibition in growth and 

increased mortality 
[130] 

Lumbricus Terrestris (earth‐

worm) 
PE  ≥ 50 μm 

Growth inhibition and 

mortality 
[131] 

Lumbricus terrestris   

(Earthworm) 
PE  40.7 ± 3.8 μm  Cellular stress  [141] 

Eisenia fetida 

(Earthworm) 
PE  250–1000 μm  Gut damage  [142] 

Enchytraeus crypticus 

(Soil worm) 
PA  20 and 160 μm 

Rate of reproduction was 

affected 
[132] 

Lumbricus terrestris 

(Anecic earthworm)   
PE  Varying sizes 

Earthworms transported 

MPs deeper into the soil   
[133] 

Caenorhabditis 

Elegans 

(Roundworm) 

PS  1–5 μm 

MPs caused reduction in 

body growth and low 

survival rate 

[134] 

Caenorhabditis elegans 

(Nematode) 
PS  1 μm 

Oxidative stress and in‐

testinal damage   
[143] 

Folsomia candida (Collembolans)  PVC  80–250 mm 
Inhibition of reproduction 

and growth 
[135] 

Achatina Fulica (snail)  PET  76.3 μm 

Reduction in food intake 

and damage to digestive 

tract 

[136] 

Lobella sokamensis (Soil spring‐

tail) 
PE and PS  0.47~1155 μm  Movement inhibition  [137] 

Folsomia candida 

(Soil springtail) 
PE  281 μm 

Decreased survival and 

reproduction rate 
[138] 

Soil enzyme (urease and phos‐

phatase) 

Membranous PE, PP 

microsphere and 

fibrous PP 

‐ 
Inhibition of enzymatic 

activity 
[139] 

Soil property  PE  2, 5 and 10 mm 

Increased water evapora‐

tion of soil leading to soil 

drying 

[140] 

Triticum aestivum (wheat plant)  PE  ‐ 
Inhibited the vegetative 

and reproductive growth 
[144] 
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Lepidium sativum (cress seed)  ‐  < 5 mm 
Delayed germination rate 

and growth of its root 
[145] 

Vicia faba 

(Broad bean) 
PS  5 μm   

Oxidative damage, Inhi‐

bition of plant growth, 

and induced genotoxicity 

and ecotoxicity 

[146] 

Allium fistulosum   

(Spring onions) 

PEHD, PA, PES, 

PET, PP, and PS 
Varying sizes 

Affected plant perfor‐

mance 
[147] 

Lactuca sativa L. var. ramose Hort 

(Lettuce) 
PS  23 μm 

Lettuce’s growth rate, 

photosynthesis, and 

chlorophyll content were 

significantly reduced by 

MPs 

[148] 

Lycopersicon esculentum Mill 

(Tomato) 
PET, PP, PE  0.4–2.6 mm 

MP sludge stimulated 

tomato plant growth but 

delayed the production 

and yield 

[149] 

Note(s): PS—Polystyrene, PET—Polyethylene terephthalate, PE—Polyethylene, 

PP—Polypropylene, PEHD—Polyethylene high density, PA—Polyamide, PVC—Polyvinyl chlo‐

ride, PES—Polyester. 

In terms of microplastics’ effects on terrestrial plants, there is still a lack of research 

and knowledge. Qi et al. [144] demonstrated that polyethylene MP films (1% w/w) nega‐

tively inhibited the reproductive and vegetative growth of the Triticum aestivum (wheat 

plant)  in dry soil. After 8 and 24 h of MPs exposure, Bosker et al.  [145] witnessed  that 

Lepidium sativum (cress seed) capsules accumulated MPs and resulted in a delayed ger‐

mination rate and growth of its root, respectively. Jiang et al. [146] stated that the accu‐

mulation of a  large number of polystyrene MPs  in  the  root  tips of  the Vicia  faba plant 

could significantly result in oxidative damage, inhibit plant growth, and induced geno‐

toxicity  and  ecotoxicity. Likewise, de Souza Machado  et  al.  [147]  explored  the perfor‐

mance of Allium fistulosum  (spring onions) when exposed  to different MPs  (0.2% w/w). 

The results indicated that MP exposure could alter plant biomass, elemental composition, 

and root traits, while the actual effects were different depending on the particle type. Gao 

et al.  [148] demonstrated  that PE microplastics demonstrated negative  impacts on  the 

growth,  photosynthesis,  and  chlorophyll  content  of  lettuce. Hernández‐Arenas  et  al. 

[149] studied the effect of sludge containing PP, PET, and PE MPs on Lycopersicon escu‐

lentum Mill (Tomato). The results revealed that the growth of tomato plants in soils con‐

taining MPs was accelerated, while fruit production was delayed. As plants are an im‐

portant part of the terrestrial ecosystem and MPs are prevalent, future research is needed 

to examine several kinds of MP particles, different soil conditions, and a wider range of 

plant species to investigate the potential consequences of MP pollution [150].   

5. Protocols and Existing Infrastructure in Place for Controlling MP Release 

Keeping in view the surmounting issue of microplastic accumulation in nature, in‐

ternational organisations and governments are endorsing concepts such as  the circular 

economy and  the six  ‘R’s—Reduce  (raw material usage), Redesign  (designing reusable 

and  recyclable  products),  Remove  (avoid  usage  of  single‐use  plastics),  Reuse  (refur‐

bishment of old products), Recycle (repeated usage of products) and Recover (regenera‐

tion and resynthesis) for sustainable growth and development [150]. Since polymers and 

plastics have become an  indispensable part of  the global economy, microplastic waste 

generation and release into water bodies need to be closely monitored and there is a need 

to undertake effective measures to minimize their detrimental impacts on the ecosystem. 

There is an immediate need to take action based on available evidence of MP waste while 
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also taking precautionary approaches towards MP extraction to remove tangible future 

threats. Governments, organisations, industries, and the public need to work together in 

order  to overcome  these  issues. Organisations such as UNEP,  IMO,  ICO and FAO are 

currently working  to  combat  the  problem  of MP  accumulation  in  aquatic  bodies. An 

example of such action is the Canadian government which has banned the use of MPs in 

cosmetic products since these pellets sink to the bottom of oceans and rivers and accu‐

mulate [63]. Even after the ban, the pre‐existing MPs pose a serious and imminent threat 

to the ecosystem since their degradation is touted to take many years. 

Additionally,  financial  tools  such  as  fines,  taxes,  fees,  subsidies,  deposit‐refund 

schemes, and  incentives have also proven  to be effective  in promoting  the recycling of 

products which  leads  to a  reduction  in dumping and subsequent accumulation of MP 

pollutants  in  aquatic  ecosystems. For  instance, Ecuador  requires  extensive use of PET 

bottles  for  supplying  clean  and  potable  drinking  water.  Therefore,  a  bottle  deposit 

scheme of US$ 0.02 per bottle was introduced in the country in 2011 to motivate people to 

deposit bottles, thereby making the collection of plastic bottles easier. It was noted that 

PET bottle recycling increased to 80% in 2012 from 30% in 2011, with 1.13 million bottles 

out of 1.40 million bottles being recycled. Measures such as the imposition of port fees 

(Port of Rotterdam, Netherlands), product bans  (Canada),  tourist  fees  (Galapagos Ar‐

chipelago, Ecuador), and littering fines (California, USA) that involve diligence by local 

sand government action have also proven to be successful in tackling plastic accumula‐

tion and promotion of recycling across the world. The Indian government has enforced a 

country‐wide ban on the use, import, manufacture, stocking, distribution, and selling of 

single‐use plastics. Fines have also been  imposed  in case of  failing  to comply with  the 

provisions  of  the  ban.  These  steps  have  been  taken  to  reduce  India’s  contribution  to 

global plastic waste stockpiles that have currently reached epidemic proportions. 

The reduction and removal of MPs in marine ecosystems is a focal point of goal no. 

14—Life Under Water  (focus on marine ecosystem health) of  the Sustainable Develop‐

ment Goals put  forth by  the United Nations. Particularly,  it  aims  to  improve  aquatic 

ecosystem health by reducing sources of marine pollution, especially microplastic release 

by  2025.  In  the year  2019, member  countries of  the G20  summit  released  a  statement 

termed  the Osaka Blue Ocean Vision wherein  the Ministry  of  Foreign Affairs  of  Japan 

launched the MARINE  initiative that aims to reduce MP pollution of oceans and assist 

developing countries in plastic waste management by using the life cycle approach and 

innovative solutions [151]. The US Marine Debris Program developed the NOAA marine 

debris  program  that  aims  at  the  removal  of MP  from marine  bodies without  the  re‐

quirement of any sophisticated instruments [152]. Collection and analysis systems such 

as  the Manta net, Albatross device, and PLEX  (PLastic EXplorer)  instrument have also 

been involved for water remediation purposes [153–155]. 

In recent years, attempts have been made to find materials that can serve as alterna‐

tives to commodity plastics. The use of compostable and biodegradable plastics and pa‐

per  is  being  promoted  for  use  as  packaging material while  natural  products  such  as 

walnut  shell powder  and mineral powder have  replaced microsized plastic pellets  in 

cosmetic products. Polylactic acid  (PLA), and starch, sugarcane, and mushroom‐based 

biomaterials are being promoted for use in various applications as substitutes for PE and 

PS due  to  their as benign nature and biodegradability. Although  these  substitutes are 

biocompatible and degrade more easily than microplastics, their use is not always eco‐

nomical and environment‐friendly  since  they  raise production  costs and  require more 

exploitation  of  natural  resources. Hence,  there  is  still  scope  for  improvement  in  the 

adoption  of  these  alternative materials.  Efforts  are  being made  at multiple  levels  to 

overcome the problem of MP pollution but despite all these efforts, the influx of MPs into 

water bodies, soil, and human, plant, and animal physiology is rising at an astonishing 

rate. Hence, there is a need for strict rules and stringent action from the policymakers and 

the public to safeguard the future. 
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6. Conclusions 

Global plastic production and usage are expected  to  increase  in the coming years, 

which may  lead  to  increased microplastic pollution  in  the environment.  In  the current 

research, it has been determined that microplastics have diverse sources, and the way in 

which they occur, transport, and evolve depends on a wide range of natural conditions as 

well as their physicochemical characteristics (e.g., size, crystallinity, shape, density, etc.). 

The quantification and identification of microplastics are essential prerequisites to ensure 

their efficacious  removal. The combined use of visual analysis and spectroscopic  tech‐

niques is especially helpful in the detection of microplastics in aquatic systems but they 

possess  certain drawbacks. Thus, keeping  in view  the  extensive  amount of MP waste 

generated globally, efforts need to be made to develop better techniques for MP detection 

and identification to minimize misidentification. To extract MP waste from wastewater, 

many treatment methods have been developed to facilitate rapid and efficient removal. 

Conventional and advanced methods such as CFS, membrane filtration, adsorption, and 

biological degradation are often used  in  conjunction and have  the potential  to  exhibit 

removal efficiencies as high as >99%. Although,  issues such as membrane  fouling, ad‐

sorption site blockage, particle selectivity, and lack of reusability plague these treatment 

methods, and the effect of size, shape, and polymer type on the removal efficacy is not 

very clear. These limitations call for further research into these methods to improve the 

MP removal capability of these technologies. Most of the studies have examined the tox‐

icology of microplastics  in  the marine environment, but  their  impact on soil biota and 

human health has not been  fully explored. Moreover,  further  research  should be  con‐

ducted on how microplastics affect human cells in vivo. Since microplastic waste accu‐

mulation has reached epidemic proportions at the global scale, certain protocols and in‐

frastructure has been enforced to reduce further generation MPs and attempts are being 

made to combat MP waste accumulation at the international, national, and local levels. 
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Abstract
Communication bandwidth plays a significant role in real-time communication. For this,
absolute moment block truncation coding (AMBTC) has been popular. An AMBTC
based high capacity multimedia data hiding method for covert communication is pro-
posed in this paper. The proposed method applies AMBTC to the host image to get the
compressed image in the form of AMBTC trios. The trios are then classified into three
categories based on the difference between their quantization levels. The proposed
method then adaptively conceals the secret message bits in the bitmaps of the trios based
on their type. Additionally, the proposed method conceals two bits of secret data in every
combination of quantization levels irrespective of their block types using the LSB
substitution technique. The experimental results show that the proposed AMBTC based
method is perform better to the other related data hiding based methods in terms of
embedding capacity while providing comparable PSNR.
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RDH Reversible Data Hiding

1 Introduction

Data hiding is an art and science of concealing important data in a cover file [11, 12] which can
be an image, video, text audio, or any other multimedia file. There are two main objectives of
any multimedia communication system: 1) authenticity 2) confidential communication, for
embedding the data in cover media. The later objective is achieved by steganography
techniques and the first one by watermarking techniques. The watermarking technique
imperceptibility or perceptibility modifies the cover media so that the authenticity of the media
can be determined at the receiving end. Watermarking has its applications not only in
copyright protection but also in the field of content authentication, broadcast monitoring,
content description, proof of ownership, and transaction tracking. In contrast, steganography is
mainly used for confidential or private multimedia communication. The steganography tech-
niques modify the cover medium in such a way that the modification is not detectable. In this
way, steganography can hide even the presence of the secret information or communication [1,
2]. The applications of steganography that can be information alteration protection, media
related database systems, storing secret data and confidential communication, and digital
content distribution through the confidential control system.

To judge the quality of data hiding techniques, there exist three main parameters, 1) visual
quality, 2) data hiding capacity, and 3) robustness. For the steganography techniques, the first
two are the prime parameters [25]. Visual quality is related to the difference between the
original image with respect to the image after data hiding whereas the data hiding capacity is
the capacity of hiding maximum data in the cover image pixels. There are three domains
namely, spatial domain, compression domain, and frequency domain, in which the data can be
concealed [17]. In the case of the spatial domain, the intensity values of pixels are altered to
innocuously hide the secret information. [22]. In the frequency domain, the cover medium is
first transformed into a frequency domain using either discrete cosine transform (DCT) or
discrete wavelet transform (DWT), and then secret payload bits are fused into coefficient
values of the transformed image. Further, these coefficients can also retrace the frequency form
of the image. The compressed domain-based data hiding involves the conversion of the cover
medium into compressed codes followed by embedding of data into these codes.

To tackle with the problems related to limited communication bandwidth [8, 14, 18],
compression domain methods are usually preferred. Various compression domain based
techniques have been proposed to address this problem; however, it is recommended to adopt
lossy compression techniques [8, 14, 18], when the cover medium is video or image. BTC is
one of the robust and efficient methods because of its simplicity and high compression ratio.
Further refinements of BTC are implemented in the form of AMBTC [19] to improve its
performance. In AMBTC, preservation of the first absolute moment is done along with the
mean, in contrast to standard deviation. The AMBTC method is computationally simpler than
BTC. In the proposed work, a compression domain based data hiding approach using AMBTC
has been followed. The proposed data hiding technique is an extension of Ou et al. [26]
scheme and uses LSB substitution to additionally accommodate the secret data in quantization
levels along with the bit-plane. This technique also preserves the quality of the image even
after additionally hiding the data. To support this statement, experimental results are provided
in section 6, which justify that along with embedding a large amount of secret payload as
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compared to some other related techniques, the proposed method also maintains the PSNR
value which reflects marked image quality. The proposed method will be applicable in the
scenarios such as medical imaging, military communication etc., where real-time covert
communication is highly desirable.

The rest of the paper is structured as follows: motivation and contribution of the proposed
work are discussed in Section 2. Section 3 is dedicated to a brief introduction to AMBTC.
Related works are discussed in section 4. The proposed method is discussed in section 5.
Section 6 contains the experimental results and comparative analysis. At last, section 7 is
provided with the concluding remarks.

2 Motivation and contribution

It has been noticed that the categorization of AMBTC trios in three categories namely, smooth,
moderately, and highly complex to hide the secret data has shown noteworthy enhancement in
the performance. The majority of data hiding methods for AMBTC compressed images have
not been able to use the complex blocks to embed the secret information bits due to their
sensitivity to distortion. This motivated us to propose a new AMBTC based hiding scheme
using LSB substitution which optimally uses the compressed image blocks for data hiding.
The contribution of this paper is summarized as follows:

& The proposed information hiding method classifies the compressed image blocks (also known
as AMBTC trios) into three categories based on the block-wise texture of the host image.

& Next, the proposed LSB substitution method optimally conceals the bits of secret payload
in an image block (AMBTC trio) based on its category so that balance between embedding
capacity and PSNR value can be maintained.

& Further, the proposed information hiding method conceals secret payload into quantization
levels using the LSB substitution technique.

& Experimental results provide evidence of the proposed AMBTC based data hiding method’s
superiority on the existing and related data hiding methods as far as embedding capacity is
concerned. Furthermore, our method provides comparable quality marked images.

In the next section, AMBTC is briefly reviewed.

3 Absolute moment block truncation coding (AMBTC)

AMBTC is a type of lossy image compression technique specially designed for grayscale
images. It is a block-based technique that is efficient and simple as compared to other image
compression standards. The main idea of AMBTC revolves around the quantization of the
pixels into two levels in a block-wise manner [9]. The encoding and decoding processes of the
AMBTC technique are discussed below:

At the encoder side, firstly, the input image is non-overlappingly partitioned into non N ×
N sized blocks where N is preferably set to 4. Then a mean value (Avgi) is computed by using
Eq. (1) for each image block.

Avgi ¼ ∑N�N
j¼1 α j=N� N ð1Þ
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where αj is the intensity value of jth pixel for ith each block and N is a representative of the
image block size. A bitmap for each block is generated using the following two rules:

& If αj < Avgi then the jth pixel of the ith block is denoted by ‘0’.
& Else, the pixel is denoted by ‘1’.

Next, the following Eqs. (2) and (3) are used to compute the low Li and high Hi mean values,
respectively.

Li ¼ ∑N�N
α j<Avgi

α j=q ð2Þ

Hi ¼ ∑N�N
α j ≥Avgiα j= N� N−qð Þ ð3Þ

Here, q represents the count of pixels that are ≥ Avg. Thus, each block of the image is
represented by Li, Hi and the respective bitmap. To re-generate the blocks of the image at the
decoder side, the ‘0’ & ‘1’ in the bitmap are substituted by Li and Hi, respectively. The next
section is devoted to the discussion of some prominent methods of data hiding for AMBTC
and BTC based compressed images.

4 Related works

This section briefly reviews the evolution of BTC and AMBTC based data hiding methods
[3–7, 9, 13, 15, 16, 20, 21, 23, 24, 26–30]. To the best of our knowledge, the first BTC based
data hiding method was introduced by Chuang et al. [6], which is applicable to grey-scale
cover images. Chuang et al. [6] method applies the BTC method to compress the host image to
get low and high mean values and one bit-plane per block. Then, the BTC encoded blocks are
categorized into smooth or complex categories using a user-defined threshold. Ultimately,
selective bit-planes are used to carry the secret data. However, this results into a lower
compression ratio than the other variants of BTC. Chang et al. [3] discussed a BTC based
reversible data hiding (RDH) method for colored images. The method first compresses each
channel of colored host image using BTC and then uses a genetic algorithm to select a nearly
optimal bit-plane out of three planes so that the compression rate can be improved. However,
the method can embed only three bits (on average) in each BTC-encoded block. Chen et al. [5]
asserted a data hiding method that utilizes the difference of quantization values for data hiding.
Though this method provides better PSNR, offers limited embedding capacity.

In 2011, Li et al. [20] proposed a novel RDH method for BTC compressed images. This
method uses a histogram shifting approach along with a bit-plane flipping strategy with an aim
to provide a very less distorted stego-image. However, the method has a limitation as far as
embedding capacity is concerned. To address the problem of limited capacity, Sun et al. [28]
introduced a RDH method using joint neighbour coding (JNC). JNC is used to hide bits of
secret payload in quantization tables to enhance the embedding capacity. Although it offers
data embedding four times greater than the number of blocks, it has some overhead. Zhang
et al. [30] come up with BTC based RDH scheme which first losslessly compresses the BTC
encoded images by exploiting the secret data characteristics. After applying the BTC method
to the image, BTC compressed codes are obtained. These codes consist of low and high mean
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tables and a bit plane sequence that are further utilized for carrying the secret data. However,
this method requires the overhead of information such as the key for sequence generation, size
of cover image, etc., so that reversibility can be maintained.

In 2013, Lin et al. [23] discussed a new AMBTC based RDH scheme that first investigates
the redundancy of the compressed blocks and then classifies compressed blocks into the
embeddable or non-embeddable category. Next, the secret data is embedded based on some
pre-defined rules in embeddable blocks. However, in the process of data hiding the compres-
sion ratio is compromised. Pan et al. [27] discuss a reference matrix based RDH scheme for
AMBTC compressed images in which high & low mean values of each AMBTC trio carry
secret data. Ou et al. [26] introduce a new data hiding method with an idea to minimize
distortion. In this method, the AMBTC compressed blocks/trios are tagged as smooth or
complex based on the difference between quantization levels. In the case of smooth trios, the
bits of secret payload are embedded in the bit-planes and the quantization levels are re-
computed based on the new bit-plane. In the case of complex trios, the bits of secret payload
are concealed by doing an exchange of the position of the quantization levels and correspond-
ingly flipping the bits of the bit-plane. However, the complex block’s bit-plane is not utilized
for embedding the secret information due to its sensitivity.

Huang et al. [9] discuss hybridized data hiding method based on AMBTC. This method is
an enhancement of Ou et al. scheme [26] for embedding some additional secret data bits in
both complex and smooth blocks. Recently Kumar et al. [16] discuss a new AMBTC
compression method based on image interpolation for improving the compression ratio. The
method makes the user of Weber’s law for categorizing the image blocks into smooth and
complex blocks and then only stores half of the bits of the smooth block’s bitmap to improve
the compression ratio. At the receiving end, the complete smooth block is predicted using
defined equations for interpolation. Thus, the method is able to maintain the image quality of
the compressed image while further reducing the required number of bits to represent the
image. Hong [7] discusses a new data hiding method that is based on the concept of pixel pair
matching. The method further reduces the stego-image distortion by efficiently processing the
smooth blocks. Additionally, the adaptive pixel pair matching technique helps in concealing
the bits of secret payload into the quantization levels. Li et al. [21] discuss an AMBTC based
bi-stretch RDH algorithm that hides the bits of the secret payload by exploiting the properties
of AMBTC coefficients.

Chen and Chi [4] introduced a new BTC based data hiding and blind decoding scheme.
This scheme categorizes the AMBTC trios in three categories (instead of two) based on their
roughness properties. Next, the bits of secret payload are embedded based on the block type so
that both optimal quality and capacity can be achieved. The work of [4, 26] is extended by
Kumar et al. [13] by introducing a new AMBTC based information hiding method. Kumar
et al. first categorizes the image into three types of blocks based on their correlation and then
embed the secret message using hamming distance and pixel value differencing in case the
image block is not a smooth one. Thus, the method is able to embed a few bits of secret data
into complex blocks as well. The concept of hamming distance/code is further utilized in [24,
29] to improve the performance. In this paper, a new high capacity AMBTC based data hiding
method is proposed by adopting the idea of two thresholds from [4, 13]. The proposed method
also uses the LSB substitution technique for additional embedding in quantization levels. In
2019, Kumar and Jung [10] did a survey of data hiding techniques based on block truncation
coding. In the survey, the authors presented a taxonomy based on the working methods. The
survey concludes that the performance of BTC based data hiding techniques is highly limited
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to the performance of block truncation coding. They also suggested to make use of adaptive
techniques to fully exploit the BTC qualities.

5 Proposed method

The detailed algorithm in the form of steps of the proposed method is discussed. The proposed
method is an extension of Ou et al. scheme [26]. The proposed method first employs AMBTC
compression to compress the original host image and gets the AMBTC trios. Next, the trios are
categorized into either Smooth, Less_Complex, or Highly_Complex trios based on two user-
provided thresholds. It is to be noted that the values of both the threshold must be an even
number. In the case of the smooth trio, the proposed method replaces the bits of the bit-plane
by bits of secret payload. In the case of Less_Complex trios, the four innermost bits of the bit-
plane are simply substituted by the four secret bits payload. Subsequently, the low and high
mean values of the block are re-computed using Eqs. (4)–(5) to reduce the alteration. However,
as far as Highly_Complex trios are concerned, no embedding is done into the bit-plane to avoid
large distortion. Furthermore, the quantization levels of each trios are used to conceal two bits
of the payload by simply replacing their first LSB by secret data bits. The detailed embedding
algorithm of the our method is provided in sub-section 5.1.

5.1 Embedding algorithm

Input- I: Host image of M × M pixels, thr1: Smooth_threshold, thr2: Complex_threshold, S:
secret data bitstream.

Output- Marked trios/codes.
BEGIN

Step 1: Read host image I in raster scan order to non-overlappingly and divide into blocks
of 4 × 4 (pixels)
Step 2: Compute two quantization levels Li and Hi hereafter, named say ai and bi,
respectively, using Eqs. (2) & (3) and a bit-plane Bi for each host image block IBi using
rules defined in Section 3.
Step 3: Calculate absolute difference e.g., Di between ai and bi.
Step 4: If Di ≤ thr1, means IBi is a smooth trio. Substitute all the bits of Bi with 16 bits of

secret data (S) to get new bit-plane B
0
i.

Step 5: Re-Compute quantization levels (ai and bi) as a
0
i and b

0
i w.r.t. B

0
i using Eqs. 4 and

5, respectively, as defined follows.

a
0
i ¼

1

16−q
∑xi∈G0

xi ð4Þ

b
0
i ¼

1

q
∑xi∈G1

xi ð5Þ

where q represents count of 1’s in B
0
i.
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Step 6: If ja0
i−b

0
ij≤ thr1. It means the smoothness of the block is not changed so add

a
0
i; b

0
i;B

0
i

n o
into IS otherwise a

0
i−b

0
i

�� �� > thr; which means that the smoothness property

of the block has been violated. So, to preserve its smoothness, add aif ; bi;B
0
ig into IS.

Step 7: If a
0
i−b

0
i

�� ���
¼¼ thr1Þ or ( ∣ ai − bi ∣ == thr1) of the obtained trio from Step 6

then b
0
i ¼ b

0
i−1 or bi = bi − 1 (whichever is applicable).

Step 8: Replace first LSBs of both low and high mean values with bits of secret data
using LSB substitution method. Go to Step 3 and start the process for the next block.
Step 9: If thr2 ≤ Di > thr1 means IBi is a Less_Complex block. In case of Less_Complex
block, the innermost sub-blocks of the bit-plane (which has four pixels) is replaced by 4-

bits of secret data (S) to get new bit-plane B
0
i.

Step 10: Re-Compute quantization levels (ai and bi) as a
0
i and b

0
i w.r.t B

0
i using Eqs. 4 and 5.

Step 11: If thr2≤ a
0
i−b

0
i

�� �� > thr1 means that the Less_Complex property of the block is

preserved, add a
0
i; b

0
i;B

0
i

n o
into IS. If thr2 > ja0

i−b
0
ij≤ thr1 it means that the Less_Complex

property has been violated. So, to preserve its Less_Complex property, add old ai and bi
into IS to get aif ; bi;B

0
ig :

Step 12: If a
0
i−b

0
i

�� ���
¼¼ thr1þ 1Þ or ( ∣ ai − bi ∣ == thr1 + 1) of obtained trio from

Step 11 then check if b
0
i%2 ¼¼ 1

� �
or (bi % 2 == 1) (whichever is applicable) then

b
0
i ¼ b

0
i þ 1 or bi = bi + 1.

Step 13: If a
0
i−b

0
i

�� ���
¼¼ thr2Þ or ( ∣ ai − bi ∣ == thr2) of the obtained trio from Step

11 then b
0
i ¼ b

0
i−1 or bi = bi − 1 (whichever is applicable).

Step 14: Replace the first LSBs of both the quantization levels by the bits of secret
payload using the LSB method. Repeat the above process from Step 3 for the next block.
Step 15: If Di > thr2, then go to next step.
Step 16: If Di == thr2 + 1 and (bi % 2 == 1) then bi = bi + 1.
Step 17: Replace the first LSBs of both the quantization levels by the bits of secret
payload using the LSB method. Repeat the above process from Step 3 for the next block.

END
The process is repeated until the whole image is visited, thus, a stego-image in the form of

trios is obtained. In the next sub-section, the extraction process is described.

5.2 Extraction process

The extraction process defines the steps to extract the bits of the secret payload from the
marked AMBTC codes. A detailed algorithm for the extraction process is given below:

Input- Marked codes, thr1: Smooth_threshold, thr2: Complex_threshold.
Output- SD: Bit stream of secret message/payload

Step 1: Compute absolute difference Di between a
0 0
i and b

0 0
i .

Step 2: If Di ≤ thr1, extract all the 16 bits of the bit-plane and add them into SD.
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Step 3: If thr2 ≤ Di > thr1, then extract 4 bits of the innermost sub-block of the bit-plane
and add them to SD.
Step 4: If Di > thr2, then Go to Step 5.

Step 5: Extract the first LSB of a
0 0
i and b

0 0
i and append them to SD. Then go to step 6.

Step 6: Go back to step 1 until all the trios are visited.

Thus, all the bits of the secret payload (SD) are extracted from the marked AMBTC codes.

5.3 An example of embedding and extraction procedure

Here, the embedding procedure and extraction procedure are discussed using an example. First
of all, the embedding procedure is explained with the help of a suitable diagram which is given
in Fig. 1. The data bit stream of the secret data that is considered a sequence of 0 and 1 as
(10100101001011101010101001 )2. There are two threshold values required as defined the
proposed method which are considered as thr1 (Smooth_threshold) and thr2

Fig. 1 Proposed embedding procedure example
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(Complex_threshold) with values 10 and 30 only for the example, respectively. A 4 × 4 pixels
block size is considered for all three different blocks of the image. In the first block called IB1

16 values are considered as 102, 92, 87, 84, 78, 77, 74, 79, 82, 83, 82, 83, 84, 83, 81, and 81.
In the second block called IB2, another 16 values of the image pixels are considered as 183,
203, 204, 197, 173, 200, 203, 194, 177, 197, 195, 186, 203, 194, 182, and 185, whereas in the
third block called IB3, another 16 values of the image pixels are considered as 173, 213, 214,
197, 163, 210, 213, 194, 167, 197, 195, 175, 176, 213, 194, and 172. All the three blocks IB1,
IB2, and IB3 are compressed with the help of the AMBTC technique and then we get three trios
as {79, 87, B1} , {181, 199, B2} and {171, 204, B3}, respectively. The blocks IB1, IB2, and
IB3 have 83, 192, and 191 mean values, respectively. We have only two values in the bit plan
either 0 or 1. Find absolute difference (D1) for the first block i.e., D1 = |a1 − b1| = |79 − 87|
= 8 < thr1 = 8 < 10. D1 value is less than the threshold value thus, this block is considered
the smooth block for data hiding. So, IB1 is considered for hiding the secret data, and bits of B1

is replaced with the 16 number of secret bits. According to the embedding process of the

ABMTC, a
0
1, and b

0
1 two new quantization levels are computed using Eqs. (4) and (5). Now,

we check the modification of the old and new a
0
1 and b

0
1 such as ja

0
i−b

0
ij i.e., |82–84| = 2 that is

below the thr1 which indicates the preservation of smoothness property for the block. Now,

The LSB substitution method is computed to the quantization levels a
0
1 and b

0
1 so that the 2

next secret data bits can be considered for embedding. Then, updated values for quantization

levels are a
0 0
1 ¼ 83, b0

0
1 ¼ 84. Therefore, secret data embedded in the smooth trio is i.e., S1 =

(1010010100101110 10)2 which is subsequently detached as S = S − S1, and the remaining
secret data stream is applied for the next block.

For IB2, D2 is computed as D2 = |a1 − b1| = |181 − 199| = 18, which is in the range of
((thr1 + 1) to thr2) i.e., (11 to 30). Thus, IB2 is called a Less_Complex block. IB2 is
considered for hiding the secret data where four innermost bits of B1 are substituted with the
secret data four bits as shown in Fig. 1 through the violet color rectangle. Now, we check the

modification of the old and new a
0
1 and b

0
1 such as ja0

i−b
0
ij i.e., |186–199| = 13 that is in the

range of 11 to 30 which indicates the preservation of Less_Compex property for the block.

Now, The LSB substitution method is computed to the quantization levels a
0
1 and b

0
1 so that the

2 next secret data bits can be considered for embedding. Then, updated values for quantization

levels are a
0 0
1 ¼ 180, b0

0
1 ¼ 199. Therefore, secret data embedded in the Less_Complex trio is

i.e., S2 = (101010)2 which is subsequently detached as S = S − S2, and the remaining secret
data stream is applied for the next block. For IB3, D2 is computed as D3 = |a1 − b1| = |171 −
204| = 33, i.e., larger than the threshold value i.e., 30. Thus, IB3 is called a Highly_Complex
block. The secret data bits (01) are then embedded and thus, the updated values for quantiza-

tion levels are a
0
1 ¼ 170, b

0
1 ¼ 205. The embedded secret data in the highly complex trio is

i.e., S3 = (01)2 which is subsequently detached as S = S − S3, and the remaining secret data
stream is applied for the next block. The same process is followed for all the blocks of the
cover image. The extraction procedure of our method is the just reverse as we discussed in the
embedding process.
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6 Results and discussions

This section performs the comparatively analyse of results for our data hiding method against
some of the existing and relevant methods like Chuang et al. [6], Ou et al. [26], Huang et al.
[9], Hong [7] and Kumar et al. [15]. Figure 2 shows the twelve number of grayscale images of
pixels 512 × 512 that are considered for its critical analysis. The experiments are carried out in
MATLAB and the secret data is generated as a random sequence of bits. Two parameters
considered for the purpose of comparative study and performance measure are peak signal to
noise ratio (PSNR) and embedding capacity. The embedding capacity that is measured in
“number of bits”, denotes the amount of secret payload that is accommodated in the image. On
the other hand, the PSNR is the metric to study the visual quality of the marked or stego image.
The PSNR is calculated using Eq. (6) as follows.

PSNR ¼ 10log10
255*255
MSE

� �
ð6Þ

where the mean squared error (MSE) signifies the mean squared error among the grayscale
cover image and the marked image or stego image obtained after embedding the secret
payload.

As discussed, the proposed information hiding method marks the image blocks into three
categories. This in turn, directly influences the image quality and hiding capacity of the
marked or stego image. In simple words, as the value of thresholds increases, the image
quality of the marked image decreases while the embedding capacity increases. In regard to
this, the proposed method experimental results are taken on different thresholds for the test
original images as presented in Fig. 2a-l, which are provided in Table 1. As capacity and
quality requirements may vary from application to application, the value of the thresholds can
be tuned accordingly. The stego images are given in Fig. 3.

An evaluation of performance parameters of our method with other related and popular
AMBTC based methods like Kumar et al. [15], Chuang et al. [6] and Ou et al. [26] has been
done. The working of our scheme is closely related to Ou et al. [26] scheme. The average
embedding capacity and PSNR offered by our scheme, Chuang et al. [6], Ou et al. [26] &
Kumar et al. [15], are 82,517, 150,761, 140,051, & 102,630 bits and 29.42, 30.90, 30.34, &
31.31 dB, respectively at the threshold values thr1 = 10 and thr2 = 30. At the threshold values
thr1 = 20 and thr2 = 50, the average embedding capacity and PSNR offered by our scheme,
Chuang et al. [6], Ou et al. [26] & Kumar et al. [15] are 233,629, 190,224, 190,157, & 129,741
bits and 28.74, 30.25, 29.26, & 30.82 dB, respectively. The average hiding capacity and PSNR
offered by our scheme, Chuang et al. [6], Ou et al. [26] & Kumar et al. [15] are 254,249,
211,284, 211,070 & 144,361 bits, and 28.39, 29.51, 28.27 & 30.47 dB, respectively at the
threshold values thr1 = 30 and thr2 = 60. At the threshold values thr1 = 40 and thr2 = 70,
the average embedding capacity and PSNR offered by our scheme, Chuang et al. [6], Ou et al.
[26] & Kumar et al. [15] are 266,430, 225,205, 225,600 & 158,542 bits and 27.71, 28.72,
27.32, & 29.88 dB, respectively. The average embedding capacity and PSNR offered by our
scheme, Chuang et al. [6], Ou et al. [26] and Kumar et al. [15] are 274,864, 237,457, 236,940
& 413,207 bits and 26.91, 27.93, 26.33 & 28.66 dB, respectively at the threshold values thr1
= 50 and thr2 = 80. From Table 1 and the average results, it is evident from Table 1 that our
method outperforms [6, 15, 26] in terms of embedding capacity. However, it does not perform
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as better as Ou et al. [26] in terms of the image quality with a little difference in the PSNR
values.

(a) Lena (b) Baboon (c) Plane

(d) Peppers (e) Boats (f) Barbara

(g) House (h) Houses (i) Zelda

(j) Clown (k) Kiel (l) Lighthouse

Fig. 2 Twelve cover images of size 512×512 pixels (a). Lena (b). Baboon (c). Plane (d). Peppers (e). Boats (f).
Barbara (g). House (h). Houses (i). Zelda (j). Clown (k). Kiel (l). Lighthouse
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For the standard grayscale images such as Lena, Peppers, Boats, and Baboon, we have
demonstrated the results for capacity versus PSNR are shown in Fig. 4. The figure makes it

(a) Lena (b) Baboon (c) Plane

(d) Peppers (e) Boats (f) Barb

(g) House (h) Houses (i) Zelda

(j) Clown (k) Kiel (l) Lighthouse

Fig. 3 Stego-images for the proposed method (a). Lena (b). Baboon (c). Plane (d). Peppers (e). Boats (f). Barb
(g). House (h). Houses (i). Zelda (j). Clown (k). Kiel (l). Lighthouse
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clear that the proposed method has greater data hiding capacity while preserving the quality of
the marked image to an extent with respect to other relevant methods such as Chuang et al. [6],
Ou et al. [26], Huang et al. [9], and Hong [7] because of efficient utilization of quantization
levels for hiding the secret information. It can also be inferred from Fig. 4a–d that the proposed
scheme is capable of maintaining the quality of the marked image while increasing the
embedding capacity in contrast to other related methods i.e., as Chuang et al. [6], Ou et al.
[26], Huang et al. [9], and Hong [7]. Figure 4a shows the capacity in bits with respect to the
PSNR in dB for the existing Chuang et al. [6], Ou et al. [26], Huang et al. [9], Hong [7]
methods, and the proposed method. The experimental results that the proposed method gives
better embedding capacity along with the image visual quality. Figure 4b shows the capacity in
bits with respect to the PSNR in dB for the existing Chuang et al. [6], Ou et al. [26], Huang
et al. [9], Hong [7] methods, and our method. The experimental results that our method gives
better embedding capacity along with the image visual quality. Figure 4c shows the capacity in
bits with respect to the PSNR in dB for the existing Chuang et al. [6], Ou et al. [26], Huang
et al. [9], Hong [7] methods and our method. The experimental results that our methods better
embedding capacity along with the image visual quality. Figure 4d shows the capacity in bits
with respect to the PSNR in dB for the existing Chuang et al. [6], Ou et al. [26], Huang et al.
[9], Hong [7] methods, and the proposed method. The experimental results that our method
gives better embedding capacity along with the image visual quality. The reason behind the
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Fig. 4 Analysis of the proposed and exiting methods for test images (a) Lena, (b) Peppers, (c) Boats, and (d)
Baboon
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performance of our method is the optimal use of bit-plane and quantization levels for
embedding the secret information.

On the basis of experimental results and above discussion, it is stated that the proposed
scheme outshines other related methods as far as embedding capacity is concerned. For further
analysis, the results at different thresholds for our scheme are viz-a-viz with its parent method
[26] and provided in Table 1.

For further validation of the proposed method’s performance, we also undertake a study on
hundreds of images for two threshold values namely thr1 = 20 & thr2 = 50 and thr1 = 40 &
thr2 = 70. However, to avoid repetition, the results have been shown only for forty-five
images which can be seen in Fig. 5. The corresponding results of embedding capacity and
PSNR with different threshold values are recorded in Table 2 for these images. The highest
and lowest values of the embedding capacity are 288,716 & 294,320 bits and 54,692 & 65,108

1) Moon surface 2) Airplane1 3) Splash 4) Truck 5) Tiffany

6) House1 7) Couple 8) Elaine 9) Man 10) Pixel ruler

11) Airplane U-2 12) APC 13) Airport 14)Stream & bridge 15) Aerial

16) Truck & APCs 17) Brodatz bubbles 18) San Diego 19) Oakland 20) Pentagon

21) Woodland Hills 22)Earth from space 23) Hexagonal hole 24) Chemical plant 25)Resolution chart

Fig. 5 Cover images
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bits for thr1 = 20 & thr2 = 50 and thr1 = 40 & thr2 = 70, respectively. The highest and
lowest values of PSNR are 42.97 & 40.87 dB and 20.72 & 20.17 dB for thr1 = 20 & thr2 =
50 and thr1 = 40 & thr2 = 70, respectively. The average embedding capacity and PSNR are
234,708 & 26,064 bits and 31.95 & 34.81 dB at the threshold values thr1 = 20 & thr2 = 50
and thr1 = 40 & thr2 = 70, respectively. From Table 2, it can be seen that our method has a
high capacity while preserving the visual quality at the same time. This is possible because of
additionally hiding two bits into every pair of quantization level, and four bits in the
Less_Complex blocks.

7 Conclusion

This paper has proposed a new AMBTC based information hiding method using the LSB
replacement technique. The proposed method has used two thresholds (more specifically, two
even valued thresholds) for marking the AMBTC trios into three different categories based on
their texture. Next, the bits of the secret information payload are adaptively concealed inside
the bit-plane based on the marking of the trio category. Additionally, the LSB substitution-

26) Clock 27)Walter Cronkite 28) Toy Vehicle 29) Brick wall 30) Girl

31) Tree 32) 21 level wedges 33) Tank 34) Bird 35) Jelly beans

36) CarandPCs 37) Richmond 38) Sail boat on lake 39) SanFrancisco 40) Shreveport

41) Stockton 42) Tileroof 43) Washington 44) Woods hingle roof 45) Fingerprint

Fig. 5 (continued)
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based method is utilized to conceal bits of the secret payload in the quantization levels of every
trio. Thus, the proposed information hiding method achieves a decent increase in the data

Table 2 Evaluation of image quality & embedding capacity of the proposed method at different values of two
thresholds

So. No. Images PSNR Capacity

Threshold values Threshold values

thr1=20 and
thr2=50

thr1=40 and
thr2=70

thr1=20 and
thr2=50

thr1=40 and
thr2=70

1 Moon surface 35.55 34.81 288,716 294,136
2 Airplane1 37.39 35.91 272,080 277,728
3 Splash 34.08 33.04 274,928 281,016
4 Truck 33.61 32.76 282,232 293,332
5 Tiffany 32.25 30.77 265,080 284,196
6 House1 28.56 26.96 202,220 245,344
7 Couple 27.86 26.55 222,028 272,744
8 Elaine 28.46 27.70 247,552 287,800
9 Man 27.30 25.97 211,924 260,948
10 Pixel ruler 25.26 23.28 115,420 153,424
11 Airplane U-2 37.79 36.49 284,136 290,100
12 APC 36.79 35.94 288,136 292,960
13 Airport 31.17 29.60 254,960 286,764
14 Stream & bridge 29.77 28.30 244,820 283,792
15 Aerial 29.02 27.44 230,916 275,464
16 Truck & APCs 31.73 30.68 271,680 291,916
17 Brodatz Grass 25.24 23.43 125,120 236,040
18 San Diego 29.86 28.44 247,824 288,144
19 Oakland 31.01 29.95 267,500 293,888
20 Pentagon 34.79 33.94 268,165 272,998
21 Woodland Hills 30.20 28.81 253,256 289,992
22 Earth from space 31.42 29.89 256,360 286,120
23 Hexagonal hole 20.72 20.17 54,692 93,688
24 Chemical plant 31.28 29.76 260,112 289,996
25 Resolution chart 28.75 27.98 76,808 87,040
26 Clock 33.48 31.67 249,920 267,176
27 Walter Cronkite 35.66 34.16 270,732 279,280
28 Toy Vehicle 37.88 36.73 253,140 258,324
29 Brick wall 30.36 28.46 230,680 285,496
30 Girl 36.65 35.35 242,312 248,300
31 Tree 30.63 28.85 235,800 267,732
32 21 level wedge 42.97 40.87 65,472 67,108
33 Tank 34.99 34.18 287,072 294,320
34 Bird 32.67 32.08 235,420 247,486
35 Jelly beans 36.60 34.88 200,092 209,568
36 CarandPCs 30.77 30.06 274,024 293,152
37 Richmond 32.33 31.51 275,760 291,632
38 Sail boat on lake 30.31 28.64 240,132 273,980
39 SanFrancisco 35.31 34.43 269,692 277,492
40 Shreveport 33.05 32.37 282,772 293,960
41 Stockton 34.02 33.36 285,732 294,060
42 Tileroof 31.88 29.99 241,336 272,504
43 Washington 29.33 27.80 238,452 285,892
44 Woods hingle roof 27.52 25.55 180,876 244,176
45 Fingerprint 31.63 29.85 235,800 267,732
Average 31.95 34.81 234,708 260,643
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embedding capacity without compromising the PSNR. Further, the proposed LSB replacement
method maintains the same level of compression ratio as the original AMBTC method has.
Experimentally, it is also proved that the proposed information hiding method outperforms the
existing related methods for capacity while providing comparable quality of marked images. In
future work, embedding in the encrypted and compressed domain to provide privacy preserv-
ing covert communication for low bandwidth applications can be explored.
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Abstract
Cancer, despite being the bull’s eye for the research community, accounts for a large number of morbidity and mortality. 
Cancer of the brain is considered the most intractable, with the least diagnosis rates, hence treatment and survival. Despite 
the extensive development of therapeutic molecules, their targeting to the diseased site is a challenge. Specially tailored 
nanoparticles can efficiently deliver drugs and genes to the brain to treat tumours and diseases. These nanotechnology-based 
strategies target the blood–brain barrier, the local space, or a specific cell type. These nanoparticles are preferred over other 
forms of targeted drug delivery due to the chances for controlled delivery of therapeutic cargo to the intended receptor. Tar-
geted cancer therapy involves using specific receptor-blocking compounds that block the spreading or growth of cancerous 
cells. This review presents an account of the recent applications of nano-based cancer theragnostic, which deal in conjunct 
functionalities of nanoparticles for effective diagnosis and treatment of cancer. It commences with an introduction to tumours 
of the brain and their grades, followed by hurdles in its conventional diagnosis and treatment. The characteristic mechanism 
of nanoparticles for efficiently tracing brain tumour grade and delivery of therapeutic genes or drugs has been summarised. 
Nanocarriers like liposomes have been widely used and commercialized for human brain cancer treatment. However, nano-
inspired structures await their translational recognition. The green synthesis of nanomaterials and their advantages have been 
discussed. The article highlights the challenges in the nano-modulation of brain cancer and its future outlook.
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Introduction

Out of all the ailments contributing to the worldwide mor-
bidity and mortality of the population, Cancer leads the 
index. Cancer of the brain and the Central Nervous System 
(CNS) is the third most common type after breast and colo-
rectal cancer. However, brain cancer still accounts for only 
0.2% of the globally registered cases of cancer. Tumours 
from elsewhere in the body share characteristics among 
themselves; the brain’s cancer is unique, attributing to the 
organ it perches. The countries with higher Human Develop-
ment Index (HDI) have been studied to have higher mortality 
rates [1].

The damaged brain tissues, called brain lesions, can result 
from encephalitis, injuries or strokes, arterio-venous-malfor-
mations, and potential tumours. These tumours of the brain 
could be cancerous, i.e., with malignancy, or simply benign. 
Depending upon the area of their origin, brain tumours can 
be categorized as primary or secondary brain tumours. 
For the primary brain tumours, the site of origin would be 
the Central Nervous System (CNS), like a glioma [2]. In 
contrast, the secondary tumours arise in other body parts, 
ultimately metastasizing to the brain or the nearby tissues. 
Colon cancer, melanoma, and breast cancers are some of the 
common cancers that spread to the brain [3]. Brain tumours 
are named as per their location or the type of cells they are 
made of. For example, medulloblastoma is the tumour of 
the cerebellum, whereas Glioma is the tumour arising from 
the glial cells [4].

The otherwise selectively permeable Blood–Brain Bar-
rier (BBB), upon signalling alterations induced due to brain 
cancer, transmutates. The leakiness, which is the overall 
increase in the permeability of the tumour, is accessed by the 
rise in the concentration of biological factors in the region of 
the tumour as compared to the adjacently flowing blood [5].

Brain tumours or the tumours of CNS do not occur in 
stages. However, they have been classified into four differ-
ent grades depending on their malignancy. The properties 

of each grade are listed below. For example, the most fre-
quently occurring malignant brain tumour, the Glioma, has 
four defined grades, as depicted in Fig. 1. Grades I and II are 
considered low grades, whereas grades III and IV classify 
as high-grade tumours as per World Health Organisation 
(WHO) [6].

	Grade I:	Non-infiltrative type Pilocytic astrocytoma.
	Grade II:	 Slightly infiltrative type Diffuse astrocy-

toma.
	Grade III:	 Infiltrative type Anaplastic astrocytoma, 

and,
	Grade IV:	 Readily infiltrative type Glioblastoma mul-

tiforme.

The variation in the incidence rate of these tumours varies 
with gender, age, and community. The mortality rate due to 
brain and CNS tumours is highest in areas with the highest 
incidence. Some of such incidence-based observations have 
been summarized below:

•	 Considering the overall incidence of Brain/CNS tumours, 
its higher in females, specifically for non-malignant type. 
Whereas the malignant type of tumour has a higher inci-
dence in males [7].

•	 In younger children aged between 0 and 4 years, a higher 
incidence of solid, malignant brain/CNS tumours is seen. 
Whereas, with an increase in age, people over 40 are 
at a higher risk of developing such cancers. For non-
malignant tumours, with an increase in age, the incidence 
has been found to increase. Glioblastomas are the most 
common type of non-malignant tumour seen in adults. 
Hence, brain cancers are considered the most common 
type of lethal solid-paediatric tumours [8].

•	 Depending on the race, the incidence of these tumours 
varies. The black community is more prone to benign 
types, such as non-malignant meningioma. Whereas 
malignant tumours like Gliomas have a high incidence 

Fig. 1   Grades of brain cancer
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in the white community. However, brain cancer is most 
commonly seen in the States [7].

Nanomaterials promote biological interactions owing 
to their size and structures. Nanotechnology also provides 
opportunities to alter drug pharmacokinetic and biodistribu-
tion properties, along with limited/controlled release at the 
target site. Chemically and biologically modified nanopar-
ticles are also effective in delivering siRNA to the tumour 
region of the brain [9]. These selected nanoparticles must 
be cyto-compatible, permeable through BBB, intensively 
selective, specific, and biocompatible [6]. These carriers 
would be considered effective only if they would protect 
the cargo from degradation on their way to the target and 
could penetrate the target efficiently, releasing the drug in 
a controlled and non-toxic manner. The payload must offer 
the least toxicity or aggregation in the non-targeted sites 
[10]. The nano-composites, combinations of organic and 
inorganic nano-components, are effective “Cancer-Nano-
Theranostics” [11, 12].

The current review summarizes the latest developments in 
diagnosing and treating brain cancers/ tumours using nano-
materials. Also, it focuses on the specific targeting of tumour 
tissues using various surface-targeting molecules such as 
antibodies and aptamers. This review also describes various 
nanostructures that can be used as a carrier for transporting 
drugs across the blood–brain barrier to treat brain cancers. 
Lastly, the article provides insight into the recent develop-
ments in the field of green-technology-based nanomaterials 
for targeting brain tumours and the advantages of shifting 
towards green technology approaches.

Drug transport across the blood–brain 
barrier (BBB)

The Blood–Brain Barrier (BBB), a component of the neuro-
vascular unit (NVU), shields the inner CNS from direct con-
tact with the blood, tightly regulating the transport between 
the brain tissues and the bloodstream [13]. It is responsible 
for maintaining the homeostasis and microenvironment of 
the brain and the surroundings [14]. BBB consists of tightly 
connected brain capillary endothelial and microvascular 
cells. Another multi-functional class, called mural cells, is 
responsible for controlled capillary contractions and hence 
angiogenesis and healing of wounds [12]. The BBB com-
prises endothelial cells, pericytes assorted basal membrane, 
transporters, astrocytes, and immune cells [4]. The increased 
levels of growth hormone fenestrate the endothelial layer. 
Tight junctions are hampered. This allows the previously 
blocked substances to cross the barrier. This adapted per-
meability of BBB can be exploited for treating brain cancer 
[15]. Receptors and transporters on the BBB allow selected 

antibodies and molecules to pass through. These peptides 
and antibodies have been tagged on the surface of the nano-
particles for the BBB receptors and transporters to recognize 
and allow the penetration of designed nanoparticles across 
the barrier. This adsorption, recognition, and penetration 
mechanism is called “receptor/transporter-mediated trans-
cytosis” [16]. These nanoparticles now have to reach their 
designated site of action.

Surface-modified nanoparticles have been found to pen-
etrate the BBB expertly. TAT, the cell-penetrating peptide or 
albumin-coated nanoparticles, having a high positive surface 
charge, attaches electrostatically to the BBB and penetrates 
through it [17]. Gold nanoparticles coated with glucose in 
the range of 4 nm were found to reach astrocytes, effectively 
crossing the BBB [13]. Introducing some cell-surface recep-
tors like fibroblast growth factor-inducible 14 (Fn14) targets 
nanodrugs across the brain barriers. Similar nanodrugs tar-
geting glioblastoma multiforme with Decreased Adhesivity 
and Receptor Targeting (DART-NPs) have been developed. 
These imparted high-target binding and reduced non-specific 
interactions with off-target proteins [18]. Some of the highly 
prevalent types of brain cancer, along with their localization 
have been illustrated in Fig. 2.

Nano‑therapeutic approach for brain cancer

The field of nanotechnology dedicated to medical reso-
lutions contributes to Nanomedicine [13]. The NP-based 
carrier has therapeutic cargo, a functional group (probe or 
reporter), and a target vector [5]. It has found its applica-
tion in the efficient diagnosis and treatment of tumours 
of the brain. Nano-therapeutic particles, upon systemic 
administration into the system, can cross the Blood–Brain 
Barrier (BBB) as well as the Blood–Brain-Tumour Bar-
rier (BBTB) and hence can deliver the complex molecular 
cargo to the target site [19–21]. In the case of metastatic 
brain tumours, the BBB disrupts and leads to the forma-
tion of the Blood-Tumour barrier. These “Smart NPs” 
have been designed for targeted delivery aiming at anti-
angiogenesis, gene therapy, etc. Nanocarriers can over-
power cancer resistance [13]. In addition to the previously 
described characteristics, the nanomaterials offer high 
mobility and quantum effect due to electron movement. 
There are several ways in which nanomedicine has waived 
off the limitations that traditional therapy offers. Due to 
the Enhanced Permeability and Retention (EPR) effect of 
tumours, they can accumulate higher amounts of nano-
particles than normal tissues. This effect is accompanied 
by leakiness of vascular and substandard lymphatic drain-
age. This leads to the accumulation of nanomaterial in 
the tumour [22]. However, in the case of brain tumours, a 
higher accumulation of nanoparticles due to the EPR effect 
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is sometimes confused with general increasing tumour 
size. Such candidates which are non-toxic, easily manu-
facturable, bio-compatible and degradable, stable in blood, 
non-immunogenic and non-allergic, and easily modifiable 
as the target but stay stable upon administration are pre-
ferred as nanomedicine [23]. Other nanotechnology-based 
strategies include targeting the tumour’s intra- or extracel-
lular space [24].Some of the nano-inspired therapies for 
brain cancer have been illustrated in Fig. 3.

The nano-carrier encapsulated drugs have the capacity to 
bypass the drug efflux pumps on the membranes of tumour 
cells, which otherwise limit the intracellular concentration 
of conventional drugs. This nano-assisted-drug delivery thus 
enhances the concentration and activity of anti-cancerous 
compounds in thetumour site [25]. The nanomedicines can 
cross the BBB, making the cargo delivery targeted to the 
brain possible. Since the nanomedicine formulations can be 
in the form of gels, there is a provision for the controlled 

Fig. 2   A representation of some 
common brain tumours as per 
their locations in the human 
brain

Fig. 3   Some common nanotherapeutic approaches for treating brain 
cancer. (I) Liposomes which can be loaded with therapeutic genes/
drugs and targeted to the tumour site, (II) ligand-tagged polymeric 
micelle, (III) Single or multi-walled carbon nanotubes (SW-CNTs and 
MW-CNTs), which can be loaded with therapeutic cargo, and effec-
tively delivered through the Blood Brain Barrier, (IV) Some of the 

different types of dendrimers used in brain tumour treatment: A den-
drimer encapsulated within liposome for targeted delivery; B DNA/
nucleic acid electrostatically complexed over dendrimers; C simple 
dendrimers as drug carriers; and D drug/ligand conjugated on the sur-
face of dendrimer against specific receptors)
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release of a laden drug followed by its implantation, for 
example, in the intra-cerebral region. This promises an 
efficacious clinical response. Additionally, nanomedicine 
leads to a reduced dosage size and toxicity. These nano-
particles have been used as cytostatic delivery vehicles for 
anti-cancerous drugs [3]. Beyond surface tailoring, targeting 
nanoparticles to a specific cell type or organelle in the right 
amount is required for the least possible side effects. Hence, 
nanoparticles can be targeted to regulate functions like neu-
roprotection, immunomodulation, microenvironment remod-
elling, and improving oxidative stress, etc. [24]. The overall 
mechanism for nanomaterial-targeted brain cancer treatment 
can be explained as—Nanomaterial circulation in the blood, 
BBB receptor/transporter recognition, intracellular transport 
targeting the diseased cells and its internalization followed 
by the release of the therapeutic payload intracellularly at 
the target site [26].

Several factors affect the nanomaterial uptake, accumula-
tion, and biodistribution in tumour cells. They are as follows: 
the size of nanomedicine, the composition and targeting, 
its shape and branching, its flexibility/rigidity, its core, and 
architecture [9]. There are two defined strategies for target-
ing nanoparticles in tumour cells, active and passive targeted 
delivery. Unlike the active targeting process, the passively 
targeted nanoparticles have no surface ligand for specific 
targeting. These take advantage of size, effectively lesser 
than 100 nm, by reaching the intra-tumoural space through 
the tumours' compromised hyper-vascular and lymphatic 
systems [12]. Hence, active targeting ensures a significant 
increase in the amount of therapeutic cargo being delivered. 
For example, glioblastoma cells overexpressing CD44 recep-
tors have been actively targeted [27].

Nanostructures for diagnosis and biosensing 
of brain cancer

The brain tumour tracers earlier depended upon the disrup-
tion of the BBB, which could be easily detected by contrast-
enhanced MRI or CT scans. Thus, it could be considered an 
efficient detection strategy for brain tumours with blemished 
BBB, for example, brain metastases and gliomas [28].

The pathophysiology exhibited by brain tumours is too 
complex to be imaged through conventional techniques. 
Active targeting of tumour cells through nanoparticles pro-
vide scope for sensitive and high-resolution imaging of brain 
tumour and their associated microenvironment. Biocompat-
ible nanoparticle probes have been designed with the ability 
to cross the Blood–Brain Barrier.

Before the emergence of nanotechnology, brain cancer, 
and tumours diagnosis were done with the help of techniques 
such as positron emission tomography (PET), photoacoustic 
imaging (PA), computed tomography (CT), optical imag-
ing, fluorescence imaging (FL). Gadolinium (Gd) chelates 

administration enables the imaging and determination of 
the outline of the tumour during surgeries using magnetic 
resonance imaging (MRI) [29]. The only drawback of this 
method is the short half-life of Gd, due to which its frequent 
administration is required to maintain its level in the blood. 
Intraoperative ultrasound is one of the non-optical methods 
to procure integrated images of brain tissues but is insuf-
ficient for detecting superficial or minute tumours of the 
brain. Several neurophotonic techniques involving thermal 
imaging, Raman spectroscopy, fluorescence spectroscopy, 
and optical coherence tomography are currently being used 
for elucidating brain tumours and cancers [30]. These tech-
niques lacked sensitivity, accuracy, and specificity. With the 
advancements in the field of nanotechnology, biosensing and 
bioimaging have gained heights in terms of research and 
advancements. Nanotechnology has enabled us to obtain 
clinical facts with high accuracy and precision without the 
use of invasive techniques [31]. The development of nano-
chip/nanoarrays has enabled easy diagnosis and imaging in 
the case of brain tumours as they have combined optics, 
magnetism, and electric properties. With advancements in 
the field of nanotechnology, nanomaterials are proving to 
be highly potent candidates for imaging and diagnosis of 
tumours and cancers of the brain [30].

Carbon dots (CDs)

Carbon dots (CDs) have tunable optical characteristics, mak-
ing them excellent agents for bioimaging. Their size is in 
the range of 10 nm, which enables facilitated penetration 
into the neural barrier. Carbon dots (CDs) are a category 
of carbon-based nanomaterials with high crystallinity. CDs 
can be categorized into two types: (i) carbon quantum dots 
(CQDs) which possess excitation-independent luminescence 
and (ii) CDs with excitation-dependent luminescence. The 
very first use of CDs for cellular imaging was done during 
2011 [32, 33]. CDs are found to be one of the best candidates 
for tumour theranostic because of photostability, enhanced 
water solubility, adjustable fluorescence emission and exci-
tation, and biocompatibility [34, 35].

Since the first use of CDs for imaging, CDs have emerged 
as the best imaging tool for the early detection of brain 
tumours. Du et al., reported the use of Gd3+-polymer-loaded 
CDs for MR-fluorescence-based imaging of gliomas [36]. 
In a study conducted by Zhao et al., red-light emitting CDs 
(R-CDs) were employed for the imaging of deep-situated 
brain glioblastomas (GBM) through a liposome-mediated 
delivery system in mice model [37].

Zheng et al., reported the synthesis of CD-Asp, a novel 
CD synthesized via pyrolysis of d-glucose and l-aspartic 
acid. These CD-Asp demonstrated high contrast fluorescent 
images in vivo after tail vein injection into mice model. 
Enhanced fluorescent signals were detected in the site of 
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glioma as compared to normal portions indicating that 
these novel CD-Asp can cross BBB easily and can target 
C6 glioma cells without the use of another targeting mol-
ecules [32]. Fan et al., reported the synthesis of a novel 
“pH-responsive fluorescent graphene quantum dots (pRF-
GQDs)”. These pRF-GQDs have been shown to pose mini-
mal toxicity and have been demonstrated to display a sharp 
fluorescent transition at pH 6.8 (pH that corresponds to the 
acidic extracellular microenvironment of solid tumours) 
between green and blue [38]. A study conducted by Li et al., 
demonstrated the use of CDs functionalized by multiple 
paired α-carboxyl and amino groups to facilitate the bind-
ing of these CDs to large neutral amino acid transporter 1 
expressed in most tumours. These CDs were demonstrated 
to selectively accumulate in human tumour xenografts in 
orthotopic mouse model of human gliomas [39].

Wang et al., demonstrated the green synthesis of fluo-
rescent nitrogen-doped CDs using hydrothermal heating of 
milk. The resultant N-CDs were used for imaging human 
brain glioma cancer cell line, U87 cells [40]. In a study Ruan 
et al., have reported the synthesis of CDs using heat treat-
ment of glycine. The resultant CDs were demonstrated to 
have high serum stability and low cytotoxicity for facilitated 
in-vivo imaging. These CDs were shown to be taken up by 
C6 glioma cells in vitro in a time dependent and concentra-
tion dependent manner which enabled enhanced imaging 
[41].

Magnetic NPs

Magnetic NPs (MNPs) is one of the best probes for imag-
ing and diagnosis of cancer due to their exclusive size and 
properties. Some examples of MNPs are “superparamagnetic 
iron oxide NPs” (SPIONs) and “ultra-superparamagnetic 
iron oxide NPs” (USPIONs) [42]. These MNPs are highly 
stable, susceptible to the magnetic field, and possess desired 
physical properties for imaging brain cancer and tumour. For 
imaging of glioma, a study has reported the use of “folic acid 
(FA)-conjugated bovine serum albumin (BSA)-coated SPI-
ONs.” In the case of glioma U251 cells, FA-BSA-SPIONs 
have demonstrated high cellular uptake and biocompatibility 
[43].

Metallic NPs

Gold nanoparticles (AuNPs) have previously been inves-
tigated to be used for various rheumatological disorders. 
A number of enzymes and ligands were attached to the 
surface of AuNPs for cancer diagnosis and immune analy-
sis. AuNPs possess certain optical properties of plasmon 
resonance, enabling the imaging of biological disorders 
[44]. AuNPs can easily be detected through CT, MR, and 
FUS imaging techniques. AuNPs, when administered 

intravenously, are proven to enhance the fluorescence 
intensity in the case of FL imaging compared to when 
administered directly in tumour tissue. FL imaging pro-
vides better visualization of glioma through intravenous 
infusion of AuNPs [45]. Presently, various bio-compatible 
templates have been under study to be used along with 
AuNPs for the imaging of glioma. A study was performed 
on a rat glioma model with synthesized AuNPs function-
alized with chlorotoxin peptide and labelled using 131I. 
The functionalized AuNPs exhibited cytocompatibility and 
the property of X-ray attenuation which could cross the 
model’s BBB [46].

Quantum dots

Quantum dots (QDs) are an emerging pulpit for diagnosing 
and imaging cancer cells due to their flexibility and tun-
able properties, enabling its use along with fluorescence, 
with significant Stokes shifts and narrow emission bands 
for enhanced imaging [47]. QDs can also be used for map-
ping brain abnormalities during surgery. A recent study used 
PEG-coated QDs as nanoprobes for glioma imaging. These 
QDs were integrated with asparagine-glycine-arginine pep-
tides (NGR) targeted towards CD13 glycoprotein in tumour 
cells. It was observed that NGR-PEG-QDs could attach and 
target CD13 present on glioma tissues in in-vivo settings 
[48]. A study conducted by Wang et al., reported the use 
of a new near-infrared window (NIF-II) fluorescent agent, 
graphene quantum dots doped with nitrogen and boron 
(N-B- GQDs). These N-B-GQDs have been demonstrated 
to be highly stable in serum and to be highly photostable. 
N-B-GQDs have been used for imaging glioma xenograft in 
mouse model [49].

Polymeric nano‑vehicles

Due to their biodegradability and biocompatibility, poly-
mers are in demand to enhance MR imaging in gliomas. In 
a recent study, red fluorescent carbonized polymer dots were 
used for real-time imaging during surgery [29]. The nano-
polymer used had soaring internalization capacity in the case 
of glioma cells and exhibited low toxicity for the neighbour-
ing cells, long excitation wavelength, and high photostabil-
ity. Semiconducting polymers have also been prepared using 
a fluorination strategy to produce fluorescence to diagnose 
tumours in the brain accurately [50]. Compared to non-fluor-
inated counterparts, bright near-infrared-designed polymers 
yield enhanced images up to three-fold. Nanostructure coor-
dination polymers are another polymeric nano-vehicle with 
low toxicity to healthy cells, high stability, and high contrast 
ability when linked to paramagnetic iron moiety [51].
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Multimodal imaging using nanomaterials

Multimodal imaging is currently being investigated for bet-
ter and more precise imaging of brain gliomas. Nanomateri-
als enable club diagnostics and therapeutics together for bet-
ter performance [52]. In recent times, multimodal imaging 
has been a promising technique based on the active targeting 
of targeted brain tumour tissues by employing aptamers or 
ligands to make imaging more sensitive. Furthermore, MR 
imaging can also be integrated with these diverse multi-
modal imaging techniques [53].

Extracellular vesicles and exosomes

Gliomas require susceptible, non-invasive, and precise meth-
ods of prognosis and diagnosis. Extracellular vesicles carry 
forward molecules from the parent cells to the designated 
places. When coated with nanoparticles, these vesicles cross 
BBB through the transcytosis process [54]. Extracellular 
vesicles present in gliomas are known to express EGFR 
proteins whose presence can be used to accurately diagnose 
malignant tumours [55]. Thus, extracellular vesicle-based 
brain tumour diagnosis can be a reliable and an accurate 
diagnosis option. On similar grounds, exosomes are also 
nano-sized extracellular lipid bilayer vesicles. Exosomes are 
known to express both coding and non-coding RNAs along 
with specific lipids, which can be exploited to be used as a 
diagnostic tool that can cross BBB [56].

The brain tumours have been accessed using nanoparti-
cles to visualize lesions and off-site characterization. For 
example, contrast agents under the brand names Dotarem®-; 
Gadovist®; and Gadavist®- Enhanced MRI have been prac-
ticed [57].

Nanostructures for brain cancer treatment

The typical tumour treatment dealt with the surgical resec-
tion of the abnormal cell mass. However, in the case of the 
most common type of brain cancer, glioma, a malignant 
type, there is no confirmation of complete removal of can-
cerous cells from the body. Hence, effective treatment pro-
cesses had to be identified. The median survival duration 
of the patient could be increased up to a year by involving 
radio- and chemo-therapies. Technological advancements 
allow for the real-time profiling of brain tumours, and robust 
screening of the tumour’s genomic, transcriptomic, pro-
teomic, metabolomic, and epigenomic condition [4]. The 
currently available and accepted standard-of-care treatments 
for brain cancer include irradiation, chemotherapy, and sur-
gery. However, the diagnosis and treatment of brain cancer 
have witnessed a paradigm shift owing to nanomedicine for-
mulations. There has been considerable development in the 
field of nanotechnology, which enables the development of 

certain nanostructures that could aid in treating brain can-
cers. Some of the most commonly used nanostructures for 
treatment have been discussed below. Table 1 summarizes 
some approved/studied nanodrugs and nano-gene-therapy 
for human brain cancer treatment.

Gold nanoparticles (AuNPs)

AuNPs possess various attributes involving biocompat-
ibility, quickly modifiable shapes and sizes, ease of being 
conjugated with different functional moieties making them 
one of the best candidates for theragnostic applications [30]. 
AuNPs are known to exhibit cytotoxic effects caused due 
to oxidative stress. AuNPs possess mono disparity, large 
surface area, ease of fabrication, binding ability to various 
biomolecules, and diagnostic properties [58]. Various thera-
peutic molecules or drugs can be loaded onto AuNPs with 
the help of covalent bonding or electrostatic force of attrac-
tion. The versatility in the size of AuNPs facilitates their 
free movement through the circulatory system. Thus, blood 
circulation can be used as a tool to target AuNPs directly 
toward the tumour cells [59]. “Carboxymethyl xanthan gum-
coated AuNPs” (CMXG-AuNPs) were developed through 
microwave irradiation. These NPs were eco-friendly, non-
toxic, and cost-effective, as xanthan gum was used for the 
biosynthesis of AuNPs. Doxorubicin (DOX) was loaded 
onto these CMXG-AuNPs with the help of electrostatic 
forces. It was found that the anti-tumour efficacy of DOX, 
when encapsulated with CMXG-AuNPs, was about 4.6 
times higher than free DOX. AuNPs conjugated with curcin 
to enable pH-dependent release of curcin, which in turn was 
friendly with the normal healthy cells while restricting the 
growth, proliferation and migration of glioma cells [60–63].

Silver nanoparticles (AgNPs)

AgNPs exhibit various properties in biological systems 
based on differences in shape, size, concentration of parti-
cles, route of administration, and specific target. Research on 
AgNPs has intensified recently due to their unique physico-
chemical and biological characteristics and well-established 
anti-cancerous and anti-bacterial properties [64]. The anti-
cancerous and anti-bacterial properties of AgNPs can be 
attributed to the release of Ag+ ions in the cells because of 
the destabilization of AgNPs, leading to the massive produc-
tion of reactive oxygen species (ROS). ROS causes oxidative 
stress and damages various cellular components, including 
DNA, lipids, and proteins, ultimately leading to cell death 
[65]. Salazar-Garcia et al. demonstrated the deteriorating 
effects of AgNPs on C6 rat glioma cell lines after treating 
them with variable amounts of AgNPs for 24 h. Compared 
to the control, the viability of C6 glioma cells decreased 
by about 21% after AgNPs treatment [66]. Multifunctional 
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nano-platforms consisting of AgNPs and alisertib as drugs 
were prepared and conjugated with chlorotoxin, a target-
ing peptide against the MMP-2 receptor expressed in brain 
tumour cells. The effect and biodistribution of nanoparti-
cles were examined using 90mTc, and a significant tumour 
reduction was found due to the developed AgNPs-alisertib-
chlorotoxin conjugate [67].

Zinc‑oxide nanoparticles (ZnO NPs)

Besides AuNPs and AgNPs, ZnO NPs have also been attrib-
uted to exhibit anti-cancerous activities and are inexpensive 
as compared to the other two [68]. ZnO NPs exhibit high 
catalytic activity, adsorption capabilities, biocompatibility, 
and enhanced electron-transfer kinetics [69]. Various ZnO 
nanostructures, including nano-nails, nanobelts, nanowires, 
nanobridges, nanoribbons, and nanotubes, have been synthe-
sized, and these nanostructures have been reported to cross 
the BBB or reach the brain through neural transportation 
system after oral ingestion [70]. The presence of apolipo-
protein E on the surface of ZnO NPs helps in crossing BBB 
by the NPs [71]. ZnO NPs cause energy deprivation, induce 
oxidative stress in the microglia cells and eventually lead 
to cellular damage [72]. Wahab et al. demonstrated cell 
growth inhibition and apoptosis by ZnO NPs in HeLa and 
U87 cell lines, which was dose-dependent. The cell death 
was also attributed to an increased micronuclei formation 
in U87 cells. Amongst different ZnO fabricated nanomate-
rials, nanosheets and NPs have been found most effective 
as an anti-tumour agent against HeLa and U87 cells [73]. 
ZnO NPs have also been reported to cause neurotoxicity in 
mature rat brain cells, followed by oral administration of 40 
and 100 mg/kg ZnO NPs within seven days of ingestion [74].

Active target

Active targeting refers to slight modification on the surface 
of nanoparticles to decrease their uptake in the normal tis-
sues and increase uptake and accumulation in tumour tis-
sues. Active targeting of tumour cells involves targeting 
surface membrane molecules or proteins that are usually 
upregulated in the case of cancer cells [83]. The commonly 
employed targeting molecules include aptamers, antibod-
ies and their fragments, oligopeptides or small molecules, 
transferrin, and folic acid. NPs coupled with these molecules 
can easily localize into targeted tumour cells, expressing 
complementary receptors or antigens on their cell surface 
and ultimately enhancing drug delivery [84]. Certain ligand-
receptor interactions may also lead to receptor-mediated 
endocytosis, which further aids in the delivery of NPs to 
the target. Through active targeting, cancer therapies can 
be made more precise and efficient. Nanoparticles are sub-
jected to surface modifications for enhanced uptake and 

accumulation of the cargo in tumour cells. For this pur-
pose, the surface membrane proteins upregulated in cancer-
ous cells are targeted. There are common molecules, like 
antibody fragments, aptamers, and so on, which have been 
approved by the FDA to be used as targeting molecules in 
the treatment of cancer; however, none in the name of ther-
apy for brain tumours [3].

Monoclonal antibodies

IgG is the most widely used monoclonal antibody for target-
ing. The antigen binding site amounts to only a fraction of 
the entire size composition of antibodies. F(ab’)2 fragments 
of antibody retain both antigen binding sites linked together 
with the help of disulfide linkage and can be used for target-
ing cancerous cells without increasing much of the overall 
size of therapeutic agents [9]. In certain tumours, such as 
breast cancer, there is an up-regulation of specific growth 
factors, such as HER2/neu, and can be effectively targeted 
through anti-HER2/neu antibodies [85]. Liposomes conju-
gated with antibodies against glial fibrillary acidic proteins 
have been studied for their ability to cross the BBB. Anti-
bodies have also been developed to target transferrin recep-
tors. These receptors are extensively expressed on the BBB 
endothelia, which mediates transcytosis [86].

Aptamers

Folded single-stranded oligonucleotides with a length of 
about 25–100 amino acids having the ability to bind to their 
molecular targets are known as aptamers [87]. Nanoparti-
cles conjugated with aptamers exhibit an increased in vitro 
cytotoxicity compared to non-conjugated nanoparticles. In 
a recent study, “EpCAM-fluoropyrimidine RNA aptamer-
modified doxorubicin-loaded PLGA-b-PEG nanoparticles” 
with the ability to bind to epithelial cells employing extracel-
lular domain have been reported in the case of a lung cancer 
model and on similar lines aptamers can be designed for 
brain cancer targeting [9].

Small molecules

Various small molecules involving growth factors, receptor 
ligands, peptides, and carbohydrates can be used for tar-
geting. Explicit examples of these include transferrin, folic 
acid (FA), and arginylglycylasparatic acid (RGD) peptides 
[88]. FA is necessary for cell survival and proliferation 
due to its role in DNA synthesis, repair, and methylation. 
Humans’ folate receptors (FR) have a high affinity for FA. 
The expression of FR is minimal or negligible in the normal 
cells but is highly upregulated in the cases of brain, lung, 
ovarian, breast, and colorectal cancers [89, 90]. The covalent 
conjugation of molecules such as liposomes or other small 
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molecules to FA does not affect its binding ability with FR. 
It thus can deliver drugs to the target cells through endo-
cytosis [91]. The iron-transporting glycoprotein transferrin 
(Tf) is known to provide iron to cells employing receptor-
mediated endocytosis. The transferrin receptors (TfR) are 
found to be expressed in lower levels in the case of normal 
cells and are overexpressed in certain classes of tumours 
[92]. The binding affinity of Tf to TfR in the case of tumour 
cells is ten to hundred times more effective when compared 
to normal cells [93]. Thus, the drug carrier can effectively 
be labelled through Tf for its effective transport inside the 
targeted tumour cells. Advantages of nano-therapy include 
targeted delivery of therapeutic cargo, reduced side effects 
of anti-cancer compounds, enhanced efficacy of treatment, 
and better survival rates of patients.

Nanostructures as drug carriers

The capacity of nanocarriers to deliver the cargo to desired 
space is a challenge. Much research has been conducted to 
understand the interrelation between characterized nano-
material and its drug-loading concept. The mechanism of 
conjugation and drug release at the target tumour is another 
broad area of research. Various nanostructures have been 
recognized as efficient drug delivery types, some of which 
have been briefly discussed below.

Liposomes

Liposomes are lipid-based, colloidal nanocarriers with 
brain-targeting and selective drug delivery efficacy [94]. 
These nano-phospho-lipid-carriers can enclose aque-
ous component enclosed in the phospholipid bilayer. This 
uniqueness in the structure of nano-liposomes (NLs) allows 
them to deliver both hydrophilic and hydrophobic cargo 
[95]. Studies have reported the BCF (Bi-molecular-Corona-
Fingerprints) coated cationic-nano-liposomes' ability to bind 
with overexpressed receptors on the BBB. Such liposomal 
nanocarriers have shown anti-tumour activity on glioblasto-
mas [46]. Some of the most widely accepted nano-liposomes 
for treating brain cancer include Poly-Ethylene-Glycolated 
Liposomal Doxorubicin and Liposomal daunorubicin [31]. 
Other kinds include solid lipid NPs (SLN) and nanostruc-
tured lipid carriers (LNCs) [94].

Nano‑micelles

Ligand-mediated delivery of drugs can be an efficient way of 
treating cancer. For example, an intractable brain cancer type, 
glioblastoma, has overexpression of integrins αvβ3/5 at the 
angiogenic sites, which has high affinity with a ligand combi-
nation, RGD. Here comes the idea of introducing polymeric 
micelles associated with cyclic, targeted ligands [96]. Such 

nano-micelles accumulate into tumours through transcytosis, 
a type of active internalization.

Dendrimers

Dendrimers are well-defined, three-dimensional polymeric, 
sphere-shaped nanocarriers that could be multivalently hyper-
branched [55]. Various generations of designed dendrimers 
have been produced that offer sustained drug-, gene-release, 
and anti-angiogenic abilities [10]. These 1–10 nm dia ranging 
nanoparticles have several hydrophobic pockets that can be 
exploited for systemically delivering the bioactive payload. 
Dendrimers are pretty flexible with modifications and offer 
mono-dispersion abilities [97]. Their structures can be dif-
ferentiated into three distinct domains: core, branches, and; 
functional groups at the terminals. The branches and the bridg-
ing among them create a radial geometry called “generation.” 
The higher the generations, the more spherical progression 
would be of the dendrimers, along with an increase in their 
drug-loading capacity. Hence, a higher-generation dendrimer 
can be used for loading a larger quantity of DNA or drug [98]. 
Some widely used dendrimers for brain cancer treatment are 
Poly(amidoamine) (PAMAM), Poly(propylene imine) (PPI), 
and Poly-l-lysine(PLL).

Carbon nanotubes (CNTs)

These cylindrical, nano-diameter tubes made of carbon allo-
tropes have excellent penetrating efficiency attributed to their 
structure. This approach for drug delivery not only opens ways 
through the BBB but also allows for the extended circulation 
of drugs and moiety functionalization [82]. Nucleic acids, pro-
teins, and drugs have been delivered into cells using function-
alized Carbon Nano Tubes (f-CNTs) [30].

Carbon dots

The synthesis of CDs is simple, making them an outstanding 
candidate for drug delivery to the brain as well [34]. The 
ultra-small size of CDs allows them to cross the BBB eas-
ily, to deliver neurological therapeutics across BBB to treat 
brain cancers and other neurological disorders [99].A recent 
study on CDs demonstrated photothermal therapeutic effects 
by converting NIR light to heat which kills cancerous cells 
as well as suppresses oncogenic growth in the model [49].

Green technology‑based nanomaterials 
for brain tumour targeting

The nanomaterials must be surface modified to regulate their 
interactions with biological systems. Surface functionality 
imparts stability and localization to these nanoparticles by 
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altering their physicochemical features. This might involve 
additional steps in nanomedicine preparation, along with 
some chemicals (for reducing and capping, catalysis, and 
so on) that might add toxicity to these nanomedicines. For 
example, chemically synthesized magnetic ferrous oxide and 
superparamagnetic nanoparticles (IONs and SP-IONs) have 
gained much attention for brain cancer treatment. They must 
be surface coated with hydrophilic polymers to reduce cyto-
toxicity. This, in turn, reduces the nanoparticle's cargo (drug/
gene) carrying capacity along with the altered hydrophilic-
ity of such nanoparticles. These are less efficiently inter-
nalized by the cell [100]. However, magnetosomes, bi-lipid 
membraned, iron-rich nanoparticles having magnetic prop-
erties, biologically synthesized by magneto-tactic bacteria 
can cover all the above-mentioned limitations [101]. Hence, 
there is a scope for the utilization of such bio-factories for 
the production of green nanomedicine.

The involvement of living organisms or derived biomol-
ecules for the sustainable and non-toxic production of nano-
particles is termed “green synthesis” of nanomaterials. The 
choice of capping and reducing agents decides the size and 
morphology of the green nanoparticles formed by altering 
the reaction dynamics. Microorganisms like algae, fungi, 
bacteria, yeast, and plant extracts have been used to synthe-
size these “nano-medical particles.” The green synthesis of 
nanomaterials through organisms or extracts from natural 
sources can occur either extrinsically or intrinsically. For 
example, bacterial strains can accumulate ions from their 
surroundings, reducing them to their elemental state by 
enzymes and metabolites. For the reduction to happen intra-
cellularly, the ions are transported inside the organism’s cell, 
whereas the surface accumulated ions are reduced extracel-
lularly [102]. Green synthesis approaches reduce the toxicity 
caused due to the functionalization of chemically synthe-
sized nanomaterials. It also tends to reduce the environmen-
tal and health impact of chemically or physically synthesized 
nanomaterials.

Challenges while treating brain tumours

Due to the exclusive intrinsic conditions of neurons and their 
microenvironment, brain tumour detection and its treatment 
are complex tasks. The unique epigenetic and developmental 
features of the brain and its tumour render it resistant to the 
available treatments. Since there exists a severe disparity 
among individuals with a brain tumour, there is a need for 
precision therapy over conventional treatment. In addition, 
the pronounced intra-tumoural-heterogeneity among tumour 
cells adds to the existing challenges towards effective treat-
ment [103]. The degree of anaplasia poses another challenge 
while grading tumours through stereo-tactical surgical biop-
sies [104]. The Blood–Brain Barrier (BBB) restricts drug 

delivery at the target site due to its selective permeability 
[4]. The drugs used for cancer treatment offer limited cures 
due to their low biodistribution and even lower bioavailabil-
ity to the tumour. There have been reported cases of either 
quick flush-out of drugs from the body or their accumula-
tion, leading to organ toxicity [105]. As per Global Cancer 
Registry, approximately 30,000 out of 18 million registered 
cases were of brain cancer [1]. This rarity of occurrence 
of such cancers has subjected it to a gap in the required 
scientific and funding attention [103]. The otherwise dam-
aged BBB, as seen in Grade III and Grade IV brain cancer, 
could also result from therapy leading to the formation of 
reactive tissues.

Post-delivery, all the nanoparticles are subjected to 
opsonization and ultimately removed by the reticuloendothe-
lial cells (REC), irrespective of the shape, size, and com-
position [8]. Hence, timely and adequate removal of such 
nanomedicine is required.

Conclusion and future prospects

The potential nanoparticles must be considered for their 
pharmacokinetic and toxicity studies. These young thera-
peutics should be accessed for their long-term effects. There 
is much scope for researching the tumour microenvironment 
stimulated drug release through nanomedicines. “Cancer 
nano-theranostic” aims at critically imaging tumours and 
delivering the right amount of drug at the right site. Nano-
therapy would be considered selective and efficient upon 
systemic portage of therapeutic cargo to the body's primary 
and metastatic cancer cells.

The conventional diagnostic approaches for brain cancer 
are inefficient in detecting the grade and degree of anaplasia. 
The heterogeneity among cells of brain tumours is another 
challenge. Further, chemotherapy has led to developing of 
multi-drug resistant (MDR) phenotypes. Nowadays, smart 
nanomedicine has taken over the conventional treatment of 
brain cancer and has improved survival rates. However, the 
field of medical oncology demands more data on the mecha-
nism, efficiency, safety, and toxicity of such nanomedicines 
for them to be accepted as the primary mode of treatment 
of cancers. All the nanomedicines with recognized poten-
tial in diagnosing and treating brain cancer either involve 
liposomes or have been limited to rodent models. The medi-
cal community demands rigorous translation of the research 
output in the field.
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Abstract
The physiological and morphological aspects of skin suffer from frequent change. Numerous internal and external factors 
have direct impact on inducing various skin problems like inflammation, aging, cancer, oxidative stress, hyperpigmentation 
etc. The use of plant polyphenols as a photo-ecting agent is gaining popularity nowadays. Polyphenols are known to enhance 
endogenic antioxidant system of skin thereby preventing various skin diseases. The biological activity of plant polyphenols is 
dependent on their physicochemical properties for overcoming the epidermal barriers to reach the specific receptor. Several 
evidences have reported the vital role polyphenols in mitigating adverse skin problems and reverting back the healthy skin 
condition. The interest in plant derived skin care products is emerging due to the changing notion of people to shift their focus 
towards use of plant-based products. The present review draws an attention to uncover the protective role of polyphenols in 
prevention of various skin problems. Several in vitro and in vivo studies have been summarized that claims the efficacious 
nature of plant extract having dermatological significance.

Keywords  Skin · Polyphenols · Anti-aging · Photoprotectant · Anti-melanogenesis · Antioxidant

Abbreviations
MMP	� Matrix metalloproteinase
UV rays	� Ultraviolet rays
ROS	� Reactive oxygen species
EGCG​	� Epigallo catechin-3-gallate
NO	� Nitric oxide
H2O2	� Hydrogen peroxide
COX-2	� Cyclooxygenase-2
GTP	� Green tea polyphenol
EC	� Epicatechin
ECG	� (-) Epicatechin-3-gallate
IL	� Interleukin
TNF	� Tumor necrosis factor
MAPK	� Mitogen-activated protein kinase
iNOS	� Inducible nitric oxide synthase
TGF	� Transforming growth factor
AP-1	� Activator protein 1
HaCaT	� Human keratinocyte cell culture
TGM	� Transglutaminase

FLG	� Filaggrin gene
HAS	� Hyaluronic acid synthase
MPO	� Myeloperoxidase
SOD	� Superoxide dismutase
CAT​	� Catalase
TRP	� Tyrosinase related protein
DNA	� Deoxyribonucleic acid

Introduction

Skin is one of the complex organs covering the complete 
part of the body. It performs a crucial function to protect 
the body from extreme temperature conditions and external 
factors by acting as a barrier to harmful microbes and harm-
ful rays of sun [1]. However, the skin is continuously prone 
to physiological and morphological falloffs [2]. The major 
cause of skin damage has been attributed to the harmful 
UV rays and oxidative stress leading to cutaneous damage, 
skin cancer, premature aging, hyper pigmentation etc. The 
endogenic antioxidant system of skin comprises of many 
enzymatic and non-enzymatic antioxidants. Enzymatic anti-
oxidants like glutathione reductase (for maintaining cellular 
control of reactive oxygen species), glutathione peroxidase 
(for protecting cell against oxidative damage) [3], superoxide 
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dismutase and catalase (for degrading hydrogen peroxide) 
etc. protect cell from oxidative damages. The non-enzymatic 
antioxidants like glutathione, tocopherol, and ubiquinol etc. 
functions to scavenge free radicals. Due to the excess free 
radical formation, there is initiation of various degenera-
tive processes in skin that diminishes the effectiveness of 
endogenous antioxidant system, thereby causing several skin 
problems. For example, exposure of skin cells to excessive 
UVA radiations leads to reduction in the activity of catalase 
and superoxide dismutase enzyme [1]. The increase in oxi-
dative stress leads to degradation of proteins by upregulation 
of enzymes like matrix metalloproteinase (MMPs) which 
can facilitate aging and cancer development and other skin 
related issues. For enhancement of endogenic antioxidant 
system activity for restorance of the normal physiological 
condition of skin, the antioxidants are either supplied in the 
form of diet or applied topically as cosmetics. Nowadays nat-
ural products are gaining attention in cosmetology for com-
bating various skin-related pathologies like sunburn, hyper 
pigmentation, premature skin aging, skin allergies, tumors 
etc. Plant based skin care products are gaining attention due 
to their safe nature compared to the synthetically derived 
cosmetics. The research for skin care products should neces-
sarily not only focus to improve skin appearance but also to 
prevent various skin disorders. Polyphenols are most widely 
used bioactive substances due to their anti-carcinogenesis, 
anti-hyperpigmented, anti-oxidative, anti-aging, antibacte-
rial and anti-inflammatory properties.

Polyphenols consists of large family of naturally occur-
ring secondary metabolites generated by plants in response 
to any kind of biotic and abiotic stress. They are widely 
available in plants throughout both the hemisphere and are 
conferring different range of colors to fruits and flowers of 
plants. Polyphenols ranges in terms of their structure and 
properties and are widely present in different vegetative and 

generative organs of plants like leaves, root, flower, fruits, 
bark, seeds etc. and imparts them some kind of bitterness 
and astringency [4]. The monomer unit in polyphenols 
is phenol ring and all these phenolic entities are derived 
via a common intermediate, either from phenylalanine, or 
shikimic acid. Primarily these polyphenols are present as 
conjugated forms with one or more sugar residue linked to 
hydroxyl group and in some case there is also direct link-
age of sugar with aromatic carbon [5]. Till now more than 
8000 polyphenols have been identified, out of which 4000 
belongs to flavonoids. Polyphenols are classified into many 
classes (mentioned in Fig. 1) based on number of phenol 
ring present and the binding properties of the ring structure.

The presence of hydroxyl and phenyl group in phenol ring 
provides them immunomodulatory, anti-inflammatory and 
antioxidant properties. Their further division into subclasses 
is based on the interaction of their respective phenyl ring 
with the oxygen, carbon and organic acid molecule. The 
basic classification of polyphenols distinguishes flavonoids 
and non-flavonoids compound. Flavonoids, the most diverse 
and largest group of polyphenols in secondary metabolites 
is found mainly as o-glycosides in vacuolar juices present in 
plant cell. The non-specific activity of flavonoids is absorp-
tion of UV radiations, neutralization of ROS, anti-inflamma-
tory, antimicrobial activities, metal chelation etc. The ROS 
over here, has severe implications of skin damage. Some 
of the ROS converts into a stable H2O2 which in turn gets 
converted to two molecules of water and a single molecule 
of oxygen [5] as depicted in equation below. 

It has been seen that the flavonoids extracted from grape 
tea leaves and its seeds, oligomers of pycogenol are known 
for their protective effect on skin against radical stress. The 
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Fig. 1   Classification of poly-
phenol
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metal chelating activity of flavonoids is major factor influ-
encing anti-aging property of flavonoids. Flavonoids like 
quercetin, kaempferol and myricetin are effective at inhib-
iting histamine release. The flavonoids can be considered 
as cosmeceutical compound due to its ability to improve 
skin-blood microcirculation in order to enhance the factor 
that limits tissue growth and renewal. The major classes of 
polyphenols are flavonoids, stilbenes, lignans, anthocyanins, 
phenolic acids, phenolic alcohols, terpenes. The presence 
of polyphenols can be found in different plant parts like fla-
vanols in tea, flavanones in citrus fruits, apples, quercetin (a 
type of flavanols) in onions and tea. Hydroxycinnamic acid 
which is a type of phenolic acid is abundant in coffee and 
other fruits and vegetables. Resveratrol is a type of stilbene 
found in the peel of dark colored grapes (Afaq and Katiyar). 
Procyanidins are oligomeric catechin found abundantly in 
grapes, grape seeds, apples, red wine, cocoa, cranberry etc. 
[6].

Anthocyanidins and anthocyanin are water soluble pig-
ments prominent in large number of vegetables, flowers and 
fruits mainly grapes, grapes extract and berries [7]. The dif-
ferent molecular structure of these polyphenols imparts them 
various biological properties. With the growing widespread 
use of polyphenols, the focus has shifted towards expanding 
and exploring their health benefits. There have been numer-
ous studies reported to confirm that the use of various plant 
polyphenols contributing towards attaining a healthy skin 
by their various molecular actions which include regulat-
ing DNA repair mechanism, regulating the anti-inflam-
matory activities, modulating various signaling pathways 
contributing towards initiation of photo carcinogenesis and 

immunosuppression and preventing from DNA damage. The 
review article presents the role of polyphenols in skin care, 
research studies on various plants used in different formula-
tions for correcting skin problems and nanocarrier formula-
tions for skin.

Protective role of polyphenols in skin care

Photo‑protective effects

Polyphenols are immensely exploited as promising photo-
protective agent for preventing skin photodamage and skin 
melanoma induced due to harmful radiations. Polyphenols 
are used as a natural agent in cosmetics to suppress and 
reverse the damage caused due to UV exposure is presented 
in Fig. 2. The presence of chromophores structure in phe-
nolic compounds imparts them ability to absorb the UV radi-
ation [8]. Hence, most of the polyphenols have UV absorb-
ing properties. They can effectively block the UV radiations 
to penetrate into the stratum corneum when used topically. 
The polyphenols have great UV absorbing properties and 
can effectively absorb entire wavelength of UVB spectrum.

The antioxidant, anti-inflammatory and ROS scavenging 
ability of polyphenol acts as natural sunscreen and also pro-
vides effective photo-protective effects. Many studies have 
exhibited the effectiveness of plant polyphenols in ameliorat-
ing the damages caused due to UV exposure. The polyphe-
nols like green tea polyphenols, proanthocyanidins, silyma-
rin have proved effective against UV induced damages like 
inflammation, DNA damage, oxidative stress, generation of 

Fig. 2   Photoprotective effects of 
polyphenols
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free radical and immunosuppression. Different researches 
have proved that polyphenols inhibits the signaling mol-
ecules associated with inflammation caused due to UVB 
exposure which ultimately reflects the photoprotective and 
anti-photo carcinogenic effect of polyphenols [9].

Anti‑oxidant effects

The photo of harmful UV rays leads to chronic damage to 
skin’s endogenous antioxidant defense system leading to oxi-
dative stress and cutaneous damage resulting in various skin 
disorders, premature skin aging, leading to cancer develop-
ment and immunosuppression. The topical use of natural 
plant phenols has shown significant reduction in ROS level 
in skin. The use of EGCG has shown promising effects in 
ameliorating the skin damage caused due to excessive ROS 
generation in skin. Polyphenols have found to be effective 
in enhancing endogenous antioxidant defense system. Poly-
phenols have shown promising effects in suppression of 
lipid peroxidation, decrease the level of UV induced NO 
and H2O2 thereby acting as a potent natural antioxidant. Ear-
lier, it was believed that the polyphenols fight against free 
radical directly by scavenging free radicals but now many 
studies have proved that polyphenols directly interact with 
the enzyme or receptor involved in signal transduction pro-
cess and modulates the redox status of cell. The antioxidant 
potential of Polyphenols reported improvement in the cell 
survival rate and induced apoptosis and tumor prevention. 
Metal ions are the chief source of generation of free radi-
cals that plays a key role in causing oxidative damages. The 
effectiveness of polyphenols such as catechol and gallol in 
chelating metal ions is well documented. Such as the tea 
polyphenol are known to chelate copper ions and prevent 
peroxidation of low-density lipoproteins. These also have 
significant effect in protecting from heavy metal toxicity. 
These polyphenols affects signal transduction pathways by 

modulating the endocrine system which ultimately leads to 
alter the hormones and affects the physiological process due 
to binding of metal ions and enzyme cofactors [9].

Anti‑inflammatory properties

The polyphenol has ability to inhibit phospholipase and cycloox-
ygenase activity thereby downregulating the inflammation activ-
ity. The exposure to harmful UVB radiation initiates the UV 
induced inflammatory responses which are prominently visible 
as redness of skin and erythema. The inflammatory responses are 
characterized by various factors like generation of free radical, 
enhancement of inflammatory cytokines, cutaneous edema, der-
mal blood vessel dilation, along with enhancement in the protein 
and enzyme expression of COX-2. Further, the inflammation due 
to UV irradiation triggers the development of tumor [9]. There 
have been evidences that proof the anti-inflammatory properties 
of plant polyphenols. Green tea polyphenols are considered to 
be the most versatile polyphenols for anti-inflammatory proper-
ties. Many studies have suggested that GTPs have shown posi-
tive effects in reducing the myeloperoxidase activity and UVB 
induced infiltration of inflammatory leukocytes. These polyphe-
nols are also effective at reducing the level of proinflammatory 
cytokines when tested in UV irradiated skin. The polyphenol res-
veratrol has shown significant inhibitory effect in UVB induced 
skin thickness which is a marker symptom in edema due to skin 
inflammation [9]. There have been various research studies men-
tioned in the review that proves the anti-inflammatory nature 
of various plant polyphenols rich extract used in treating skin 
problems. Pathways associated with different polyphenols are 
mentioned in Table 1.

Anti‑aging effects

Skin is continuously being subjected to aging process 
both by extrinsic and intrinsic factors. Intrinsic aging is 

Table 1   Pathways associated 
with polyphenols for skin care

Skin care role Pathways/protein involved References

Photo-protective MAPK, ps66Shc [10, 11]
Antioxidant Nrf2-ARE, MAPK [12]
Anti-inflammatory Nf-kB inhibition [13]
Anti-aging effects TOR pathway [14]
Skin whitening effects Melanin synthesis pathway [15]
Anti-acne Inhibition of NF-kb activation, reduction in inflammation [16]
Collagenesis TGFβ/Smad pathway [17]
Free radical scaveng-

ing activity
Decrease in fluoride induced superoxide radical, reduction in lipid 

peroxidation
[18]

Antimicrobial Inhibition of NF-kB activation, liberation of IL-8, reduction in 
inflammation

[19]

Wound healing Reduction in p53, iNOS andIL-6 [20]
Cutaneous leishma-

niasis
Downregulation of kinase [21]
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recognized by skin atropy along with loss of skin elasticity 
thereby slowing the overall metabolic activities whereas 
extrinsic aging is influenced by extrinsic harmful UV 
radiations leading to premature aging characterized with 
thickened epidermis, collagen degradation and increased 
melanogenesis. Various research studies have proved that 
polyphenols act as potent anti-aging agent. Recently, a 
report proposed the effectiveness of phenolic extracts as 
an anti-ageing material for the cosmetics world [8]. There 
have been evidences which prove that topical polyphe-
nols being used as cosmetics have potency to reverse the 
histological changes in the skin caused due to exposure to 
harmful UV rays and chronological aging process. They 
do so by improving vasculature, repairing damages caused 
to keratinocyte ultra-structure, depositing new papillary 
dermal collagen, normalizing hyper keratinization and 
improving enzymes responsible for moisturizing effects. 
Topical application of these polyphenols have shown 
promising effects being a natural sunscreen in providing 
additional photo protection and protecting skin from pre-
mature aging [22].

Skin whitening effects

  The main role of melanin pigment is to prevent skin from 
damage but due to its accumulation in different regions of 
skin there is development of pigmented patches which are 
visibly considered as an aesthetic problem. There may also 
be excessive generation of melanin pigments and reac-
tive species due to overexposure skin of UV irradiation 
that cause various different types of skin injuries includ-
ing melasma, inflammation, freckles and aging. In this 
regard, polyphenols especially quercetin glycosides are 
found to have anti-melanogenesis property. They function 
by inhibition of melanin synthesis pathway [23]. Crude 
phenol extract, from a medicinal plant, Malpighia emar-
ginata DC exhibited lightening of skin when exposed to 
UVB irradiation. Similar effects were seen in another 
report by Smeriglio et al. wherein phenolic extract from 
Alnal Cordata [24]. Another polyphenol Arbutin, com-
monly found in dried leaves of plant like bearberry is a 
naturally occurring β-d-glucopyranoside that is found to 
have inhibiting action on melanosomal tyrosinase enzyme. 
The polyphenols functions via inhibition of proliferation 
of melanocytes and blocks the synthesis of melanin via 
inhibiting tyrosinase enzyme in melanocytes. The chemi-
cal structure of plant polyphenols has been illustrated in 
Fig. 3. Various polyphenols-based cosmetics have been 
mentioned in Table 1 of online resources named ESM 1 
(supplementary file) and their roles in Fig. 1 of online 
resource named ESM 1 (supplementary file).

Polyphenol rich plants for skin problems

There has been a considerable growth for using natural 
phytochemicals especially polyphenols for various skin 
cosmetic formulations. The growing trend of natural plant-
based products has increased competition among companies 
to find diverse plant based natural formulations effective for 
various skin problems which has ultimately increased the 
horizon of research. A summary of research studies focusing 
various plant-based extracts used for different skin problems 
has been presented in the Table 2.

Polyphenol rich nanocarrier drugs for skin

The dietary benefits of various edible plant are mainly 
contributed by its phytochemical composition including 
various polyphenols. But several studies have shown that 
when these polyphenols rich extract are applied topically 
the barriers of stratum corneum impedes the transdermal 
absorption which leads to minimized penetration of these 
active ingredients into the cells. This has led to the dis-
covery of novel drug delivery system (NDDS) which are 
mainly involved in the enhanced and site specific delivery 

Fig. 3   Chemical structure of polyphenols
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of therapeutic biomolecules [63]. These drug carriers 
facilitate the delivery of big molecules across epidermal 
barriers in skin. The advancement in nanotechnology has 
made possible the delivery of complete therapeutic mol-
ecule at its targeted site without any degradation. These 
nanocarriers are designed to enhance polyphenols trans-
port across the epithelium, enhance their distribution and 
its pharmacokinetics, improve stability, reduced irrita-
tion of skin, controlled release of bioactive and thereby 
enhancing its efficacy at cellular level [64].

The therapeutic activity of polyphenols imparted to 
the skin depends upon its concentration that reaches the 
skin. These nanocarriers ensure to transport large size 
polyphenols across epidermis and enable their biological 
functions. Many researches are being carried on the next 
generation cosmetics i.e., nanocarriers for their enhanced 
activity. The photo protection imparted by polyphenols is 
related to their amount which reaches the skin cell. Many 
polyphenols are found to have excellent clinical use but 
due to their poor bioavailability has limited their use. 
EGCG being potential candidate for sunscreens but hav-
ing poor absorption capacity nano-transfersomal formula-
tions of EGCG has been developed to enhance permeation 
and efficient delivery into stratum corneum [65]. These 
nano-transferosomes gave excellent protection from UV 
radiations in addition to their anti-aging and antioxidant 
activities by their higher permeation and deposition capac-
ity into cells which increased the cell viability, lowered 
intracellular free radicals and reduced expression of matrix 
metalloproteinases in HeLa cells [66].

Nanocarriers is one of the emerging drug delivery strat-
egies. Nanoparticles are classified into different catego-
ries namely (a) liposomes-based nanoparticles wherein 
liposomes are in form of circular enclosed vesicles in 
colloidal size range where outer phospholipids layer con-
tains water soluble drug to be delivered. (b) Nano capsule 
comprising inner active ingredient and out polymembrane 
surface. (c) Solid lipid nanoparticles in which lipid col-
loidal carries dispersed in aqueous solution. (d) Aggrega-
tion-based nanocrystal where numerous atoms form cluster 
and are, widely used for the transportation of poor soluble 
drugs. Lipid based noncarriers products are widely used in 
cosmetics sector. second generation lipid carries possess 
the ability from leakage and contain high drug capacity 
[67]. Beside this lipid-based nanoparticle for topical use 
include nano emulsions, nanostructure lipid carriers and 
solid liquid nanoparticles. In a study, solid lipid nanopar-
ticle containing resveratrol is developed whose uptake and 
transportation is studied in keratinocytes. This nanopar-
ticle prevents the active ingredient i.e., resveratrol from 
undergoing photo degradation and lipoperoxidation. Nano 
cosmetics containing flavonoids inside are either present in 
single or a mix of different ingredients such as resveratrol Ta
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and curcumin [68]. Various nanoparticle along with their 
examples and bioactivity is mentioned in Table 3.

Catechin being a good photo protectant has limited 
bioavailability due to its less half time and high rate of 
biotransformation. So, nano based emulsion and gel of 
catechin was developed to enhance its permeability across 
skin to maximize its photo protection and sunscreen prop-
erty in a sustained manner [81]. The nanoemulsion made 
from ethyl acetate fraction of pomegranate rich in gallic 
acid, ellagic acid and punicalagin enhanced the delivery 
of polyphenols to skin when compared to free solution of 
pomegranate. The research showed enhancement in anti-
oxidant property against free radicals due to UV irradia-
tion upon topical application of nanoemulsion. This also 
enhanced the absorption capacity of UV radiations upon 
its application and hence can be incorporated in sunscreen 
products [82]. It has also been seen that curcumin loaded 
nanocarriers enhanced their delivery and penetration capa-
bility and can be used in cream formulations to treat skin 
conditions like aging, acne, UV induced damages, skin 
cancer etc. [83]. The nanoberries developed by conjugat-
ing blueberry extract and liposomes were found effective 
in successful penetration of antioxidants upon topical 
application and protected skin from photodamage when 
tested in zebrafish.

Future prospects

Plants being easily available, rich in natural phytochemi-
cals mainly polyphenols are cheap source for gaining tradi-
tional and excellent therapeutic health benefits [84]. Plant 
based cosmetics has achieved a new attraction in the eyes 
of customers for their safe results in skin care products. 
However, the complete exact knowledge of their biological 
activity and phytochemical composition of plants extract 
is predominant but not adequate. The important issues that 
must be administered are plant identification, harvesting 
including their post-harvest treatment. The main principal 
step is the identification of key ingredient from the raw 
extract and to know about the molecular target of the phy-
tocompound affecting the activity for providing desired 
results. The knowledge of genetic profile of that particular 
plant and the effect of environment must be taken care 
of as this can significantly affect the phytochemical pro-
file of the extracted chemical affecting the well-being of 
customer. Some species of medicinal plants being exten-
sively used in cosmetics are being on the verge of getting 
endangered. It is therefore significant to device an alter-
native biotechnological way to produce phytochemicals 
without altering their chemical composition and promot-
ing the culturing of endangered medicinal plants via cell 
culturing methods. The growth of green chemistry being 

Table 3   Nanoparticle from polyphenols and their bioactivity

Nanocarrier Polyphenol Method of preparation Bioactivity details References

Lipid nanoparticles Resveratrol Phase inversion temperature Increased skin hydration [69]
Solid-lipid nanoparticles Quercetin Ultra-sonification Deeper penetration

Delayed in UV damage
[70]

Solid-lipid nanoparticles EGCG​ High pressure homogenization Antioxidant properties [71]
Nano transferosomes EGCG + hyaluronic acid High pressure homogenization UV protection, skin ageing and 

antioxidant properties
[72]

Solid-lipid nanoparticles Curcumin-resveratrol High shear homogenization Anti-melanogenic [73]
Nanostructure lipid nanopar-

ticles
Curcumin Homogenization Psoriasis treatment [74]

Niosomes Curcumin Reverse evaporation Restoration of protein level, 
reduction in epidermal 
hyperplasia, anti-ageing, anti-
wrinkle

[75]

Nanoencapsulation Catechin Solvent evaporation sonification Antioxidant, antiaging [76]
Liposphere Curcumin + tacrolimus Homogenization Psoriasis treatment

Deeper penetration
[77]

Liquid crystal nanoparticles Curcumin Homogenization Anti-bacterial efficacy, deeper 
penetration

[78]

Liposomes Hibiscus sabdariffa Ethanol injection Permeation in skin, lowered 
skin irritation, good stability

[79]

Emulsification based polymeric 
nanoparticles

Naringenin + PGLA (poly 
d, l lactide-c—glycolide 
solution

Homogenization Increase skin retention
Protection from free radical

[80]
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customer friendly has led to increase the horizon for using 
plant extract in cosmetics due to their inherent nature of 
being safe than synthetic chemicals used in cosmetics. But 
their side effects must also be addressed and needs to be 
properly investigated. Targeted bioactive chemicals should 
be used in in-vitro and in-vivo pharmaceutical research 
to know the efficacy and side effects of product in long 
term use. Despite all the hurdles discussed polyphenols 
still continue to be a potent and serious candidate in the 
therapeutic sector to enhance skin properties. Polyphenols 
provide a vast field of exploration and seems to be open 
for research studies for various skin-protecting benefits.

Conclusion

The skin-protecting effects of polyphenols has been dem-
onstrated by various research studies as mentioned in the 
review. It is clear from the review that bioactive ingredi-
ents from plants impose beneficial effects on skin whether 
applied topically or taken orally and protects the skin from 
various environmental factors and improving its function. 
This is important to offer an alternative to existing syn-
thetic topical medications for maintaining youthful healthy 
skin. The polyphenols are a great source of antioxidants 
and these properties of polyphenols have been attributed 
due to different chemical structure of polyphenols. The 
ability of polyphenols to interfere in different metabolic 
pathways to attenuate the skin problems make them prom-
ising attractive candidate for use in cosmetic products. The 
different studies conclude that polyphenols have signifi-
cant photo-protective, anti-inflammatory, antimicrobial, 
anti-melanogenic, anti-aging, antioxidant, anti-carcino-
genic properties. The expanding popularity of plants-based 
product for cosmetic use needs extensive research on the 
polyphenols to get proper information on the interaction 
of polyphenols and molecular markers involved in vari-
ous skin problems. The proper research is still lagging to 
extrapolate the results obtained in vitro studies in model 
organism and the use of effective chemical for human skin. 
Moreover, it is important for the patients and researchers 
to realize that compliance is very necessary while using 
natural cosmetics as they are slow in action than conven-
tional synthetically derived cosmetics. The current sce-
nario seems to be slow and inadequate with respect to 
research. More research is needed to investigate and evolve 
plant-based therapeutics as an alternative to chemically 
derived synthetic medications.
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Abstract  

In the present study, we are trying to understand how peer unethical behavior stimulates the decoupling of emotions 

in adolescents. We have simulated an interactive game-based environment in order to stimulate participants to make 

decisions that are found to be correlated with their virtual partner’s decisions. The responses given by participants 

were also recorded as neural signals using an EEG to study neurophysiological correlates of different decision-making 

behavioral patterns. There was an active correlation between personality values and decision-making.  Preliminary 

analysis was focused on studying the differences in lower brain frequencies (0.1-4Hz) when the participants developed 

‘frustration’, in contrast to when they experienced ‘gratitude’. The study presents three case studies in which delta 

frequencies increased in cases when frustration was experienced and decreased when gratitude was experienced. The 

study focused on understanding the neural underpinnings of corresponding modified behavior in adolescents. The 

findings highlight an increase in delta frequencies when apparent ‘frustration’ was developed in adolescents due to 

their peers' unethical behavior. The delta frequencies lowered when participants were tested for ethical behavior. The 

results concluded that based on personality value types, adolescents tend to develop frustration toward perceived 

unethical behavior and carry it over to other unrelated peers. This study is highly explorative in nature, with 

preliminary analysis using only three case studies, having a small sample size. However, the novelty of this study 

brings about new dimensions to social cognition and personality studies.  

Keywords: Moral behavior, Adolescent, Social cognition, Peer influence, Schwartz Model, Personality, Emotions, 

Frustration, Gratitude 

 

Introduction 

Ethical Behavior in Adolescents: Some theories state that morality becomes a part of an individual’s self-concept 

during adolescence (Colby and Damon 1992; Hardy and Carlo 2005; Moshman n.d.) forming one’s moral identity. 

Strong moral identity engages individuals in moral actions as it drives them toward a sense of obligation to behave in 

ways that align with their moral values (Hardy and Carlo 2005; Blasi 1983). Moral judgment in adolescents contributes 

majorly to morally relevant actions that may include responsibility towards society, prosocial acts, moral actions 

toward peers, etc. (Hart, Atkins, and Donnelly, n.d.; Hertz and Krettenauer 2016).  

 

Role of Personal values in Ethical Behavior: From a social-cognitive perspective, moral identity is a cognitive 

representation of moral values, goals, traits and behavioral scripts (Pohling et al. 2016; Hannah, Avolio, and May 

2011). Therefore, personal values and personality can be identified as specific aspects of moral behavior. Values are 
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used to characterize cultural groups, societies, and individuals, to trace change over time, and to explain the 

motivational bases of attitudes and behavior. Recent theoretical and methodological developments (Schwartz 1992; 

Berry et al. 1997) have brought about a resurgence of research on values. Schwartz’s theory of values identifies ten 

distinct types of values and describes the dynamic relations among them. This list of values contains some contrasting 

values (e.g., benevolence and power) whereas some are compatible with each other (e.g., conformity and security) 

(Schwartz 2012). The circular structure in Figure 1 represents pairs of major contrasting values namely Self-

Transcendence and Self-Enhancement that include opposite values. Self-transcendence includes universalism and 

benevolence which positively correlate with empathy and ethical competence (Hofmann‐Towfigh 2007). Self-

enhancement, on the other hand, is found to be negatively correlated with moral judgment and discourse competence. 

 

Figure 1: The circular structure of ten major values given in Schwartz’s theory of values. It highlights two pairs of major contrasting 
groups of values including Self-Transcendence and Self-Enhancement that include opposite values. 

 
Social factors in Behavior Change: The value systems are generally stable over time; however they may be prone to 

change depending upon one’s circumstances (Rokeach 1973). According to (Padilla-Walker and Carlo 2014), goals 

to behave in a moral manner can be motivated by certain internalized (e.g., personal values) and external (e.g., 

punishment or reward) concerns. At middle and high school years in adolescence, the role of peers becomes critical 

in affecting prosocial behavior in individuals. It is highly likely that positive feedback from one’s peers in the form of 

social approval and acceptance of their behavior may increase their empathetic, prosocial and moral behavior. In 

contrast, negative feedback for the behavior that is moral according to the individual, may result in reversing their 

original behavior. Social influence works at multiple levels, from gradual and permanent modifications in mood, 

language, gestures, etc., to more immediate influences on an individual's social attitudes and activities (Burnett et al. 

2011). 
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Measures of Behavioral Change: In the past, several studies measured interaction of changes in adolescent behavior 

with age, group influence etc. A review suggests that behavioral economic paradigms which engage participants in 

structured competitive or cooperative interactions, reveal subtle differences in the degree of mental perspective-taking 

(Burnett et al. 2011). Such tasks are  quantified as the amount of reward money/tokens exchanged with social partners 

(Berg, Dickhaut, and McCabe 1995; Binmore 2007). Neuroimaging studies show heightened activity in the reward 

system of the brain when such a game paradigm is introduced to adults. However, in similar circumstances, peer 

influence plays an important role in the case of adolescents. As previously mentioned, some studies suggest positive 

societal influence, on the other hand, some studies (Geier and Luna 2009) report peer influence on potentially harmful 

behaviors such as increase in risk taking behavior in simulated driving studies, especially in adolescents. The same 

can be understood from a neuropsychological perspective. The present study uses a novel behavioral game paradigm 

that is designed to study neural underpinnings of peer influence on adolescent brains. This is implemented by 

simulating conditions which aim to develop frustration towards peers. Neurophysiologically, frustration is correlated 

with dominance of lower brain frequencies (delta - 0.1-4Hz and theta - 4-8Hz). Hypothetically, in the present study, 

if an adolescent develops frustration, they tend to behave in a way that is morally unacceptable and in contrast, if they 

lack frustration biomarkers, it is assumed that they may behave in a morally correct manner.  

In further sections, the methodology used in the study has been discussed where the game paradigm is elaborated. 

Followed by the methods, there is a results section that discusses the outcomes and finally the discussion section 

elaborates on inferences drawn on the basis of outcomes. 

 

Methods 

Participants: A cohort of 16 school girls aged 14-16 years (M=14.6years, SD=1.8 years) participated in this study. All 

the participants were taken from the class 9 of the same school to control any differences due to education type, socio-

economic status or other ecological factors. In the present study which is a part of a larger study with the present 

dataset, only 3 representative case studies have been discussed.  

Game-based task: An interactive game environment was designed consisting of different levels of subitizing tasks 

(Clements 1999). The task requires the participant to intuitively identify the majority color of the objects given on the 

screen and press the corresponding button. The level of difficulty ranged from trial to trial (as shown in Figure 2). The 

task was presented in three blocks of 10 games each. The ten games consisted of 10 rounds each. 
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Figure 2: Level of difficulty in Subitizing task: The participant is required to intuitively identify the majority color of circles. The 

round 1 is the easiest level consisting of 3*3 object matrix, rounds 2,3 are medium level consist of 3*4 object matrix, rounds 4,5,6,7 

are low difficulty level consist of 3*5 object matrix and rounds 8,9,10 are high difficulty level consist of 5*6 object matrix.  

Figure 3: Result screens: The participant received different relative positions in the game.  

At the beginning of each block, different virtual partners and opponent teams are introduced and staged as the 

participant is playing a multiplayer online game with them. However, the responses given by the partner are predefined 

and there is no virtual partner/team connected in real time. At the end of each game (after every 10 rounds), a result 

screen was shown to participants which represents the relative position of the participant as compared to their virtual 

partner and opponent team (Figure 3). The winning team receives 5 token rewards and a team member of the winning 

team randomly receives the reward to share it with the other member by pressing the corresponding button, e,g., press 

button 4 to share 4 reward tokens, and so on. The responses of the virtual partner are predetermined in an order-effect 

based manner in order to evoke emotional responses in participants’ brains. For the same purpose, each block was 

designed differently, the first block was the conditioning block for the participants to instill moral judgment toward 

their partner by giving 80% reward to the team member who came in first position, the second block was the frustration 

block in which the virtual partner was depicted to be unethical in sharing rewards when the participant came in first 

position, and the final block was test of morality block which required the participant to share rewards when the 

partner came in different positions making the team win or lose correspondingly, to test moral behavior of the 

participant.  



 

Data collection: Psychological - For psychological assessment of personal values of the participants, two scales were 

used, namely recently revised Portrait Values Questionnaire (PVQ-RR) (Schwartz 2021) and Interpersonal Reactivity 

Index (IRI) (Davis 1983). Other supporting data was also collected using a demographic scale consisting of questions 

about average grades in school, family education level, etc.; Neurophysiological - While playing the game, the 

participants were wearing a 64 channel EEG device that collects continuous neural signals. Some event-based markers 

were introduced in the EEG dataset at specific instances of reward sharing/receiving for further analysis. The sampling 

frequency of the EEG device is 256 Hz. Bandpass or IIR filters were kept between 0.1 to 45 Hz with a notch filter of 

50 Hz. For ocular correction, channels Fp1 and Fp2 were used as EOG channels. 

Results 

The results of this study include a multivariate analysis of three cases that include participant/subject no. 6, 7 and 9. 

Psychological tests were also given to participants to report for personal values such as empathy, self-transcendence 

and self-enhancement. A scale called IRI was used to measure scores on components of empathy in participants 

namely cognitive empathy and affective empathy. The other scale used was PVQ-RR which measured two values in 

personality namely, self-transcendence which is composed of benevolence and universalism and in contrast, self-

enhancement which is composed of hedonism, achievement and power (refer to figure 1). The scores of the three 

subjects for PVQ-RR psychological scale (Mean=15.33, S.D. =6.8) are as follows: Subject 6 scored 62 on ST and 39 

on SE, Subject 7 scored 67 on ST and 54 on SE, Subject 9 scored 53 on ST and 43 on SE. Along with these scales, 

average grades in school were also measured which were found to be similar for all subjects (Mean= 84.10, SD= 0.8). 

For IRI, Subject 6 scored 29 on CE and 27 on AE, Subject 7 scored 37 on CE and 38 on AE, Subject 9 scored 36 on 

CE and 15 on AE. Figure 4 shows scores of the three subjects for PVQ-RR and IRI scales. Along with these scales, 

average grades in school were also measured for the three subjects which was found to be similar for all (Mean= 

84.10, SD= 0.8). 

Figure 4. Scores for subject 6, 7 and 9 on PVQ-RR and IRI psychological scales. 

The behavioral results are presented in Figure 4 which shows the average number of reward tokens shared by the 

participants with their apparent virtual partner in the two comparative blocks. The first block i.e., conditioning block 
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is compared with the third block i.e., test of morality block. The average for the two blocks only includes the rounds 

in which participants came in fourth position and the virtual partner was given first position.  

Figure 5: Behavioral results: For subject 6, 7 and 9, the average number of reward tokens (ranging from 1-5), shared 

by the participant are plotted for the first (conditioning) block and third (test of morality) block.  

Neurophysiological analysis was carried out in MATLAB-based software (Brainstorm) using spectral analysis 

techniques. The specific events of receiving or sharing reward tokens were extracted for an epoch of 1000 milliseconds 

to observe spectral changes across events. The events with significant differences across conditions and subjects both 

behaviorally and neurophysiologically were found to be the rounds in which participants came in fourth position and 

the virtual partner was given first position. Therefore, the EEG signals for the aforementioned events were analyzed. 

Relative spectral power for different frequency ranges was calculated by subtracting power for second and third blocks 

from that in the rounds of the first block. The relative power differences across conditions in all subjects were found 

to be significant for delta frequency range (0.1 to 4Hz) as shown in Figure 5. 

Figure 6: Neurophysiological results: Relative power for delta range (0.1 to 4 Hz) represented for second and third block in the 

subjects 6, 7 and 9. 

 

 

 



 

Conclusion 

Case study 1: Subject 6 scored higher on ST than SE with a difference of 23 which appears to be 

significant; scored equally on empathy representing positive personality traits. Relative delta 

power for the frustration block does not have significant value whereas for the third block, power 

has negative value. This depicts that the subject did not develop frustration towards the partner 

and showed gratitude, also evidenced in Figure 2 having more for reward sharing in the third block. 

Case study 2: Subject 7 scored higher on ST than SE with a difference of 13 (mean=15.33) which 

is not significant; scored equally on empathy representing positive personality traits. Relative delta 

power for the frustration block has positive value whereas for the third block, power has negative 

value. This depicts that some level of frustration was developed toward the partner, however it was 

not carried over in the third block, also evidenced by neutral reward sharing. 

Cast study 3 (Subject 9): Subject 9 scored higher on ST than SE with a difference of 10 

(mean=15.33) which is not significant. They also scored differently on empathy components, 

having a higher score for cognitive (36) as compared to affective (15) empathy representing more 

self-enhancement traits in their personality. Relative delta power for passive frustration blocks has 

positive value for both blocks. This depicts some level of frustration developed toward the partner, 

and it was carried over to the next one, also shown by lesser reward sharing in the third block. 

Conclusively, the results show that based on personality value types, adolescents tend to develop 

frustration toward perceived unethical behavior and carry it over to other unrelated peers. This 

study is highly explorative in nature, with preliminary analysis using only three case studies, 

having a small sample size. However, the novelty of this study brings about new dimensions to 

social cognition and personality studies. 
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Abstract—In this generation, Wi-Fi throughput is 
increasing day by day, with the speed of Wi-Fi data also 
increasing exponentially. From full HD, 2K to 4K, and 8K 
video watching standards are improving very fast for users. 
Users want to roam without any impact on user browsing. The 
challenge is to backward scan without interrupting the existing 
connection during roaming. This paper focuses on a low power 
external device specially designed for scanning purposes. An 
external Wi-Fi radio is introduced to make scanning faster and 
improve power saving during the connection process.

Keywords—802.11, Scanning, Connection, Authentication, 
Association, Wi-Fi

I. INTRODUCTION

Wi-Fi technology has seen tremendous growth in the last 
decade. Wi-Fi old generation (802.11a, 802.bg, 802.11n, 
802.11ac) to Wi-Fi 6 (802.11ax). Now Wi-Fi 7 (802.11ba) is 
also knocking on the door. Throughput & Security-wise, 
these 802.11 standards [1] are improving significantly. 
However, the Wi-Fi connection procedure is still the same as 
the first standard. Devices are increasing exponentially, so 
the environment noise is also increasing parallelly. Wi-Fi
connection time still needs lots of improvement. 

Wi-Fi connection is an IEEE 802.11 specification defined 
standard process (Figure 1), which is affected by some 
factors [2,3].

Fig. 1. 802.11 Connection Process 

In the connection process first step is to identify and find 
the AP (access point) with whom STA (station device) wants 
to establish a Wi-Fi connection. This step is called scanning. 
The STA device scans networks on different channels to
check the RF performance and AP (s) capabilities [4]. If
STA finds its desired AP, it initiates a connection with a 
particular AP. To identify the correct access point, a station
stays for some time on every scanned channel; that time is 
called dwell time [5].

Two types of scanning are performed via station [6] 
(Figure 2). 

Active Scan: Wi-Fi station device sends probe 
request and receives probe response in response.  

Passive Scan: Wi-Fi Station device waits for beacon 
from APs. Station receives a beacon during dwell 
time. On Dynamic Frequency Selection (DFS) 
channels, passive scanning is performed. 

Fig. 2. Wi-Fi Scanning Methods 

Before any connection scan is the crucial phase, the 
station always needs to be ready with the latest result. That’s 
why STA performs background scan even current connection 
is working fine. The contribution of this paper is to propose 
an offloaded low power scanning method to create a fast 
connection.

The organization of this paper is as follows: Section II 
presents related work and research objectives. Our proposed 
system architecture and its conclusion are discussed in 
section III, and finally, conclusions and future work are 
drawn in section IV.
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II. RELATED WORK & RESEARCH OBJECTIVES

Multi-dimensional ways used by researchers to solve Wi-
Fi scan problems. In the IoT (Internet of Things) world, 
devices become very time savvy; even a minor save of time 
is a significant achievement. 802.11ba [7] has the same 
strategy to use low power devices, but it is only used for 
power saving purposes. Here only the Rx chain (WURx) is 
active, and it does not transmit anything.  

Rishabh et al. l [8] suggested a unique access point in a 
common area which can provide a scan list to the station. 
The station needs to send a vendor-specific probe request to 
AP, and in response, the station got the scan list. Station and 
access point have very different power capabilities, so the 
following approach is not suitable in a realistic environment.

Researchers used caching of previous connection 
information [9] where using guarded action system (GAS) 
information element scan and connection related information 
shared on the particular network element and all access 
points talk with that element before creating a new 
connection. If a piece of old connection information is found 
on the network element, the same is used via AP to create the 
latest connection. 

The author in [10] proposes a fast authentication 
algorithm to make a quick connection, especially in roaming 
scenarios. The proposed method allows users to do advanced 
authentication before moving to other APs. Here the radius 
server plays a vital role in transferring information to other 
apps. In this research, somehow, the packets are travelling 
into the air, which can't give the same performance as the 
same device.

Cross-layer approach is also a working area where one 
layer of work can offload to another network layer. DHCP 
offload to the lower layer is a way to improve connection 
time from seconds to milliseconds. In [11], Pre-allocation of 
DHCP is performed to enhance connection time. With probe 
request, DHCP allocation is done via AP with the DHCP 
server. But it's a waste of resources as 99% APs are just used 
for scan purposes via stations. To overcome the above 
problem, In the paper [12], DHCP packets merge with 
Authentication and association packets, and data link layer 
packets offload to the MAC layer.

Sometimes, finding an AP and maintaining an existing 
connection seems a very tough task, especially in a dense 
environment [13,14] like shopping malls, railway stations, or 
a university where so many users work on the same 
frequency at the same time. Fast scanning [15] and selective 
active scanning [16] are discussed to improve Wi-Fi
scanning. Unfortunately provided solution does not fit under 
the real environment, and practicality is not addressed in the 
paper. We will overcome this issue in this paper.

III. SYSTEM ARCHITECTURE

The proposed methodology towards this direction is the
work on a new amendment to the Wi-Fi scanning process, 
which introduces a scan-oriented Radio. This radio is an 
additional interface with extremely low power consumption 
that is used to perform active and passive on a requirement 
basis. In contrast, the device's primary radio is to perform 
another task or switch off. This paper describes the IEEE 
802.11 scanning mechanism and protocol via secondary 
radio, discusses its work model, investigates software and 

hardware dependencies, evaluates different test cases and 
how much throughput improves via the proposed method. 

The proposed System architecture is shown in figure 3.
Scan devices have an additional Wi-Fi radio with an 
extremely low power consumption processor. Main Device 
has a high clock application processor which performs the
main task, and scan request comes from the operating system 
or application to the device. Instead of being taken care of 
via the main device, it offloads to the secondary device. 

Scan device has small memory, which saves scan results. 
Until that time, the main device is in a switched-off state. 
Results are shared in common memory, which can be 
accessed via the main device. 

The device is operating on channel 36 (5180 MHz). So 
the secondary device will scan all channels from the channel 
list except the operating channel of the main device. In this 
case, channel 36 will not scan via the secondary device. As 
the main device already operates on channel 36, it already 
receives the beacons from other access points (running on the 
same channel), and it can fill the scan list for channel 36. 
This way, both devices will not interfere with each other. 

In case any disconnection happens, the main device can 
directly read the scan list, and it can connect to the desired 
AP. Scan device can serve the purpose of background
scanning. When scanning is not required, the scan device can 
be completely switched off. 

Fig. 3. Proposed system architecture 

IV. SIMULATION 

Existing simulator MATLAB, NS (network simulator) 
doesn’t provide this kind of facility, and no hardware is 
available to demonstrate this. Own windows device driver-
based simulator developed to perform the test. NDIS 
Miniport [17] driver handles IOCTL (input/output control) 
from the application layer. In the driver, two different 
elements are created. One works as a Main Wi-Fi device, and 
it talks to the application layer. Other elements work as scan 
devices, and the Main WI-Fi device only interacts with this 
element (figure 4).  

An application creation which performs an initial and 
background scan initiates a Wi-Fi connection and transfers 
some random data. 
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Fig. 4. Simulator Device Model

Fig. 5. Scan impact on throughput 

Application sent “OID_802_11_BSSID_LIST_SCAN” 
for scan purposes and other OIDs for a different purposes. 
The flow chart is shown in figure 6. To perform simulation, 
application when the main device got the scan OID (Object 
identification), it first sends radio on request to scan device,
and after that scan, request sent to scan device. The scan 
device performs the scanning, and the scan result sends to the 
main device, which communicates to the application and the 
main device sends a radio off command to the scan device. 
The radio on/Off command simulates the power on/off of the 
secondary device.

Here identify some user scenarios problems where the 
proposed method can deliver the best performance and 
optimize the network behaviour: 

1. High Throughput Run: Some high throughput is 
running on the device, for example, a user is 
watching a high definition of video. If any scan 
request comes to the Wi-Fi device, it can degrade the 
user experience. Proposed behaviour saves from the 
above degradation. 

We took Dlink DWA-X1850 [18] windows 
dongle and ran throughput with Netgear 802.11ax 
AP (Configuration shown in table 1) and a scan 
given every 100 ms via script. 

TABLE I. AP CONFIGURATION

Frequency Mode Channel SSID Bandwidth
2.4 GHz 11n 6 TestNgr 20 MHz
5.0 GHz 11ac 36 TestNgr 80 MHz

 It clearly shows how background scans impact 
throughput, and without scan (offload to another 
device), throughput can be much better, as shown in 
figure 5. 

2. Roaming improvement: The operating system (OS) 
periodically monitors the RSSI (Received Signal 
Strength Indicator). If RSSI goes below the defined 
threshold, the OS asks the Wi-Fi device to roam on 
another AP. It generally happens in shopping malls 
and railway stations where many Access points are 
installed with the same SSID (Service Set Identifier) 
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and security. So, if RSSI is going down, the 
application can send a scan request, which can go to 
the scan device. It can help in roaming performance 
improvement. 

3. Power-save: The main device took more power than 
compared to scan device. In the case of 1st device, 
after offload scan to a secondary device, 1st device 
can go on low power to save power.

4. Auto-Channel Selection: The proposed way is 
beneficial for access point auto channel without 
impacting throughput on the network. Scan device 
identifies an operating channel that minimizes 
interference from other devices without interrupting 
other tasks.

Fig. 5. Scan offload flow chart 

V. CONCLUSION & FUTURE WORK

In this paper, we have discussed how scan offload to the 
secondary device can help to improve 802.11 scanning 
performance by considering some unique factors that remain
unaddressed by the existing scan mechanism. The paper 
specifically identified test cases in which scan offload can 
help to improve user behaviour, reduce power consumption,
and maintain the connection in a roaming environment. 
Mechanism and advantages discussed.

Although the suggested approach improves user 
experience and reduces connection time during roaming,  it 
still has some points which must be taken care of in the 
future. 

The different device increases the cost, so cost 
reduction should be taken care of. Hardware can be 
cheaper with time. 

The machine learning approach can decide when to
offload the scan to the different device. 

Both devices should have the same interpretation 
for access point RSSI. 

Scan devices can be used for other purposes. 
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Abstract. The countries of the Third World are beginning to 
use Electronic Health Records, however, the lack of a standard or 
open-source records in the health industry has resulted in a new set 
of problems. Countries like India lack a unified and standardized 
model for the same. Moreover, these electronic records are limited 
to modern and mostly private hospitals and clinics making it 
difficult for the people of rural areas to get access to this better 
standard of medical services. This paper explores the concept of an 
open-source Electronic Health Record system and discusses how it 
can change the Indian Medical industry. 

Keywords. EHR, India, DigiMed, OCR, Open-Source 

1. Introduction 

Medical record keeping is undergoing a transition in the developing countries. All the 
Third World countries are currently fighting a war internally, against the rising medical 
issues due to increasing waste, global warming and other issues. The problem is that the 
major population effected with diseases are in the Third World countries. This would not 
be a problem if these nations had good medical practices and services. But most of these 
countries are overpopulated and the use of a pen and paper approach has made life very 
difficult for the residents. 

1.1. Electronic Health Record (EHR) 

Paper based shortcomings can be overcome by using a modern and digital approach, 
Electronic Health Records (EHR). The major problem of record and data transfer is 
easily overcome by EHRs. They can be easily transferred at very high speeds. It is only 
limited by the data upload rate at the sender’s location and the data download rate at the 
receiver’s location. This not only leads to a saving in time but also personnel, which is 
needed for physical transfer of reports and forms. 
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2. Literature Review 

2.1. History 

The work on Electronic Medical/Health Records goes a long time back to the beginning 
of internet in the mid to late 90s. The early papers discussed about the shortcomings of 
the then current EMRs which were very segregated and almost all were proprietary [1]. 
It became increasingly difficult for the parties involved as the number of EMRs grew. At 
one time, the United States had nearly 230 different vendors for EMRs used by hospitals 
around the country. [2]. 

2.2. Existing Electronic Medical Records (EMRs) in Developing Countries 

 It has been very difficult for the Third World Countries to develop Electronic 
Medical Records and even more difficult to use them in production. We describe a few 
of them here. 

1. AMRS, Kenya: Mosoriot Medical Record System (MMRS) [4]. 
2. PIH-EMR, Peru: “Partners in Health” [5]. 

2.3. EHR Scenario in India 

Electronic Health Records have begun to crop up around the country but are still limited 
to the private sector. They include Max Health [6], Apollo [7], Sankara Nethralaya [8], 
Fortis, etc. In the public health care domain, All India Institute of Medical Sciences 
(AIIMS) and the Postgraduate Institute of Medical Education and Research (PGIMER) 
are the few which make use of Electronic Health Records. 

The main benefit is disease surveillance which helps protect mass outbreaks in 
highly populated countries like India. However, there were concerns about 
confidentiality and security of data [9] [10]. 

3. Architecture 

The choice and implementation of the architecture to be used in an Electronic 
Medical/Health Record is very important and needs to be carefully analysed and tested 
before making a final decision. These parts are discussed in this section. 

3.1. Data Model 

The first step in building an Electronic Health Record System is the choice of the kind 
of database or data model that would be used because the most important part of any 
EHR is its capacity to hold as well as release data as per the requirement. 

For our application, we have chosen a SQL database, specifically, PostgreSQL [14]. 
It is an open-source SQL database. 

3.2. Network Architecture 

The various kinds of network architectures that can be used are mentioned below: 
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1. Stand-alone Systems: A stand-alone system uses a single machine to handle 
both the backend database and the frontend interface. 

2. Local Area Network (LAN) Systems: LAN systems are operated in small 
geographical area where a decent internet connection is present. 

3. Wide Area Network (WAN) Systems: WAN system works like a LAN system 
but at a much larger geographical stage. A WAN network can work over huge 
areas, even across states and countries. 

4. Advantages of Electronic Health Records (EHRs) 

The previous section detailed about the various constituents that need to come together 
to create an Electronic Medical Record. This chapter will detail the advantages that an 
Electronic Medical Record holds over the traditional paper-based approach. These 
advantages are clear and help the argument, the need for adopting Electronic Medical 
Records all over the world, especially in developing countries. 

4.1. Electronic Health Record Functionality 

 Electronic Medical Records are not just there to record a patient’s health, but 
also carry in them various data sets required for clinical research called Common Clinical 
data sets (CCDS). CCDS is used to store clinical information at the level of the patients. 
This includes the statistics, diagnoses, management, lab results, drug history, vital signs, 
vaccination reports, radiology results as well as their allergies [13] [14]. 

4.2. EHR Data: Primary Usage 

The data used by doctors and physicians is directly from the Electronic Health Records 
(EHR) as they need the correct entered information. They need to interact with the 
database using the basic CRUD operations. These operations refer to creating, reading, 
updating, and deleting of records in the database. To improve the experience of the 
doctors, we can enhance the database’s capability to perform CRUD operations quickly 
[15]. 

4.3. EMR Data: Secondary Usage 

The data obtained from EHRs is primarily used for curing the diseases of the patients. 
However, another use for the data is to altogether prevent the cause of diseases as well 
as finding better cures for them which are cheaper and much more widely available. 
Simply said, the data is used to perform research on various diseases to learn more about 
their occurrence, causes and use this data to help procure better treatments [16]. 

5. Modern Techniques to Enhance EHR 

The recent rise in technologies like Machine Learning, Optical Character Recognition, 
Artificial Intelligence, etc, has resulted in a plethora of new opportunities for the 
enhancement and upgradation of the classical Electronic Health Records. These 
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techniques and technologies have made the trivial tasks of data entry much simpler. In 
this section, we explain what these technologies are and how they can result in far 
superior Electronic Health Records. 

5.1. Optical Character Recognition (OCR) 

Optical Character Recognition solves the problem of identifying characters which are 
fed into the system optically i.e., an image is provided. It works off-line i.e.; it works 
after the complete text has been input whereas on-line recognition works as the characters 
are drawn in real time. Hand written as well as printed characters can be read, but the 
efficiency is based on the quality of the input documents as well as the training model 
that has been used [17]. 

The major application of Optical Character Recognition is for the conversion of old 
handwritten records into their digital counterparts. This is one of the reasons that OCR 
has become mainstream in recent times. 

5.2. Machine Learning (ML) 

Machine learning is a subject that deals with the concept of using computers to simulate 
learning activities as done by humans. It also involves the study of self-improvement 
methods used by computers to obtain new knowledge and skills based on current 
knowledge. 

Compared to humans, computers can learn using much more data and can also do it 
in comparatively shorter duration of time. As a result, all the advancement in the Machine 
Learning domain will have a direct effect on the human society [18].  

6. Results 

The previous section provides some guidelines on how to build an EMR/EHR. In this 
section, we will showcase an application built using those guidelines and how it has 
panned out. The application, DigiMed, has been built using open-source tools and 
frameworks that are widely and easily available to realize the main objective of the paper. 

6.1. Technical Stack Used 

We have tried to use the best open-source tools available to build this Electronic Health 
Records System. The reasoning behind it is simple, we need to use an open-source 
product to increase the inclusiveness of the EHR system so that it can be widely applied 
without the problems of inter-EHR compatibility and transfer of data. This technical 
stack helps to build a system which will be compatible and will be easy to convert 
because of its open-source nature. 

6.2. Database 

The database that is used for the application is a dynamic database. The database is 
changing as per the needs and requirements. The database being used is PostgreSQL, 
which is an open-source SQL database. 
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6.3. Authentication 

The authentication screen in the application provides a user the option to either register 
or login if already registered. 

6.4. Patient Home Screen 

The patient home screen is available after login and provides the patient the multiple 
options. The patient can book an appointment from the list of doctors that are available, 
specifying the date and time for the same. After booking an appointment, the patient can 
check the status of the appointment, whether the doctor has accepted or rejected the 
appointment, from the ‘My Appointments’ screen. All the old appointments are present 
in the archive of appointments. 

6.5. Doctor Home Screen 

The doctor’ home screen is accessible post successful login and provides the options 
mentioned ahead. The doctor can upload a form and get the written text via the use of 
Optical Character Recognition. The other screen is the ‘My Appointment’ screen where 
a doctor can either accept an appointment or reject. The changes are then reflected on 
both the doctor and the patient screens. Like patient, the doctor also has an archive of 
appointments. 

7. Conclusion 

The growth and development in the Information Technology industry has made it simpler 
to maintain and manage the data of patients in a digital format across the various levels 
of healthcare system. The advancement along with the support of Indian Government 
and launch of Digital India movement has helped in the progression of healthcare 
systems. This paper has tried to highlight the need of an open standard for Electronic 
Medical/Health Records and also provided a starting step for the same. All the technical 
stack used in the development of DigiMed is open source and freely available. The 
objective of this paper was to provide a starting step for building an inclusive and open-
sourced EHR system and the same has been realized using the creation of DigiMed. The 
application provided in the results section is built for mobile phones but can easily be 
ported over to be used on the web. 

7.1. Future Works 

This paper deals with the very basics of building an Electronic Health Record and should 
be used as a first reference point. Expanding on the work, the additions that can be made 
are: 

Data Protection: Although the basic data protection has been applied, encryption 
algorithms can be used to protect a patient’s personal information in case of a database 
leak or breach. This protection can be used to help separate a patient’s reports from their 
identity so that even if a report is leaked, it cannot be linked to the patient.  
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Abstract
A single phase grid connected photovoltaic (PV) system is susceptible to a number of power quality (PQ) problems, including
power factor, harmonic current, voltage fluctuations, and load unbalance. Compensation is needed to address these PQ
concerns. In this study, a single phase shunt active power filter is presented to handle power quality issues using novel and
straight forward radial basis function neural network (RBFNN) controller architecture and to ensure maximum power flow
between PV and grid using a maximum power point tracker control technique. The design takes into account a single neuron
in the hidden layer, and the network is trained on-line to be suitable for inverter control to reduce power quality (PQ) issues.
The newly developed controller has a single input for the load current and is able to isolate the fundamental component of the
current. Tracking is fast and achieved within one cycle. The trained model shows exceptional results for load compensation
under various loading conditions. With the suggested RBFNN controller, both findings from simulation and from experiments
have been shown to work.

Keywords Adaptive control · Power quality · Compensator · Harmonics · Neural network · Renewable energy

1 Introduction

The power demand is increasing day-by-day so maintaining
a balance between the energy consumption and energy pro-
ductivity is imperative. Integrating renewable energy source
(RES) sources into utility grid is a growing concern glob-
ally [1]. The adoption of RES not only meets the energy
shortfall but also reduces environmental pollution to a great
extent. However, the uncertainty and intermittency of renew-
able energy sources need to be looked into carefully. The
stability and safety of power grid especially in case of faults
need detailed studies with RES energy sources.

In renewable energy generation system, photovoltaic (PV)
based power generation has been thoroughly explored and
widely utilized. The PV technology has seen exponential
growth from 1992 till date [1, 2]. The PV is worldwide recog-
nized as one of themost promising RES technology and large
scale implementation projects supported by various countries
demonstrate this trend [2]. Medium to small scale consumers

B Amarendra Pandey
amarendra8109@gmail.com

1 Department of Electrical Engineering, Delhi Technological
University, Delhi, India

have received several incentives and government grants for
adopting PV technology. Table 1 shows the recent and esti-
mated capacity of PV capacity (in GW) worldwide along
with the cumulative growth in percentage points [3].

Due to such large scale PV integration, the power systems
are growing and getting complex. Moreover, the use of other
renewable energy sources such aswind and increase in power
electronic-based loads has affected the nature and perfor-
mance of power systems [1]. PVpanels showpoor conversion
efficiency while operating normally, and their output is non-
linear and dependent on temperature and weather conditions.
Thus, the maximum power point tracking (MPPT) approach
is utilized to harvest maximum power with maximum effi-
ciency from PV panels [4]. Several MPPT approaches have
been proposed in the literature. Perturb and Observe (P and
O) MPPT method is applied in this research work because
of its simplicity, strong tracking ability, accuracy and ease of
implementation.

Moreover, the grid operator faces greater challenges (like
power quality (PQ), efficiency and reliability) to maintain
grid stability and reliability because of high penetration of
PV. Due to this various grid codes have been proposed to
regulate seamless integration of PV system with distributed
grid [5]. It is a major challenge to supply reliable and good
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Table 1 Recent and estimated
capacity (GWp) Year-end 2016 2017 2018 2019 2020 2021

Cumulative (GW) 306.5 403.3 512 633 − 770 − 950

Annual New(GW) 76.8 99 109 121 121–154 160–200

Cumulative growth (%) 32% 32% 27% 24% 24% 27%

quality power round the clock. Voltage fluctuations, volt-
age imbalance, voltage sag, harmonics and transients are all
well-knownPQ issues that impair power systemperformance
even in the wake of contemporary technological advance-
ments. Harmonic distortion is one of the most significant
concerns among these PQ issues [6, 7]. Studies indicate
that the degree of harmonic distortion in a system rises
as the system’s technology advances and consumer loads
become predominantly non-linear. Such PQ problems can
cause problems on the consumer side at the point of common
coupling (PCC) for a number of reasons; sometimes sensitive
instruments in hospitals and medical equipment may mal-
function because of PQ issues [8].The severity of PQ issues
and resulting losses has motivated engineers to search for
new, improved and effective solutions for conventional PQ
problems such as reactive power compensation, load unbal-
ancing, poor power-factor and voltage regulation [9, 10].
Cost effective solutions include passive filters; however fast
and accurate control within 1–2 cycles and transition from
lagging to leading vars is possible only using shunt compen-
sators. Shunt compensators can enhance the system’s power
quality and minimize issues including harmonics, reactive
power burden, low power factor, and load unbalancing [10].

A single phase insulated gate bipolar transistor (IGBT)
based shunt compensator is an effective and reliable means
of providing PQ improvement. Shunt compensators can be
effectively controlled to achieve load compensation [6, 7].
Many control strategies have been established for the effec-
tive operation of the shunt active power filter (SAPF) [11–20]
and some of them include Synchronous Reference Frame
(SRF) theory discussed in [11] and Instantaneous Reactive
Power theory (IRPT) proposed by Akagi [12–14], Symmet-
rical Component based Instantaneous Power Theory and
Composite observer based theory are discussed in [15]. The
need for transformation increases the system complexity of
SRF and IRPT. Fourier transform based methods such as
Fast Fourier Transform and discrete Fourier transform are
discussed in [16]. Various control algorithms including arti-
ficial neural networks (ANN) based have been designed for
control of shunt compensator. The use of conventional back
propagation technique is discussed in [17]. The use of func-
tional link artificial neural networks, Legendre polynomials,
Chebyshev functional ANN, Spline polynomials have been
discussed for PQ mitigation in recent papers [8, 18–20].

ANNs belong to the family of artificial adaptive sys-
tems that are inspired by the way the human brain works.
Inspired by this, ANNs are trained to construct a relationship
between input variables and output variables using observa-
tional data. Nodes are the basic building blocks of an ANN;
they are also known as processing elements (PE) and the con-
nections. Every node has a function that converts its own
global input into output shown in Fig. 2a [21]. RBFNN is
a potential ANN technique with several positive attributes
such as easy design, good generalization, strong tolerance to
input noise, online learning ability, very good tracking speed,
fast convergence and stability. The RBFNN essentially com-
prises input, output layer and a single hidden layer. At each
node of the hidden layer, a set of radial basis functions may
be present. From the hidden to the output layer, adjustable
weights are used to obtain the desired output. The RBFNN
finds a numerous applications in the field of approximation,
clustering, forecasting, estimation, direct and inverse system
modeling and adaptive control [22]. Some of the applications
of RBFNN controller are in the control of unified power
flow controller [23, 24], permanent magnet synchronous
machine [25], thyristor controlled series compensator [26]
and microgrids [27]. Moreover, RBFNN has been designed
for non-electrical aspects such as rainfall forecasting [28]
and unmanned aircraft [29]. However, the RBFNN structure
in all these papers involves a large number of neurons in the
hidden layer and elaborate training.

It is proposed to design RBFNN as a non-linear adap-
tive filter for mitigation of PQ problems in this paper. The
proposed RBFNN structure is self-adaptive and unique. It is
designed to control the SAPF and improve power quality.
The SAPF may be further integrated to PV panels in one of
twoways: single stage or double stage. APV array coupled to
a single phase power distribution system has been described
and designed in this work. The PV source is connected to
the system through a single phase H-bridge converter and is
designed to function as an active shunt filter. Thus, studies
on SAPF connected to utility grid and RES integrated SAPF
are discussed in detail. The objectives of this research paper
include:

(1) Designing a self-adaptive RBFNN having a simplified
structure.

(2) Design hidden layer having only one neuron and train
RBFNN using Least Means Square (LMS) technique.
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Fig. 1 System configuration

(3) Study system performance under several test cases viz.
non-linear load with high harmonic content.

(4) Establish Lyapunov Stability criteria for the proposed
technique

(5) Evaluate the systemperformancewhen 2.7 kWPVarray
is integrated to the investigated SAPF system

2 System configurations

Figure 1 shows the schematic diagram of a single phase H
bridge shunt compensator connected to a system feeding non-
linear loads. The shunt compensator comprises four switches
(S1, S2, S3, S4) which are effectively controlled using the
RBFNN controller. The control scheme is designed to cor-
rectly track the fundamental component of load current under
all load variations. It takes load current as inputs and gener-
ates four gating pulses (G1, G2, G3, and G4) appropriately.
The RBFNN technique is effectively designed to work as
an adaptive filter and provide PQ improvement. Further, the
shunt compensator controlled as SAPF is also integrated to
PV arrays. Simulation and hardware results of the developed
system are illustrated in the paper.

Figure 2a shows the configuration of generalized RBFNN
model with multiple inputs, multiple neurons in the hidden
layer and a single output. This is the conventional method
involving multiple weights of associated neurons and is a
complex approach. The proposed adaptive RBFNN con-
troller in Fig. 2b shows the proposed configuration with one
input (load current), single neuron in hidden layer and out-
put (y1) corresponding to the extracted weight. This network
is trained online using the Least means Square (LMS) tech-
nique.Only twoparameters viz.weight (w11) and centre (c11)

Fig. 2 Block diagram of a General RFNN Model b Proposed RFNN
single neuron-based model

are required to be trained to obtain the fundamental compo-
nent of load current (Y1). The trained network can then be
utilized for PQ improvement. The details of the proposed
controller including the peak estimated current (d1), error
(e1) and constants (α1, α2) are discussed in the next Section.

3 Mathematical formulation

This section discusses the mathematical details and stability
of the developed RBFNN controller.

3.1 Design aspects

In Fig. 2a, the activation function of the jth node in the hidden
layer is

� j = exp

(
− z2j
2b2j

)
(1)

where z j = ||(X − c j
)|| and X = [x1, x2, x3 . . . xn] denote

the input vector for the NN, c j = [c j1, c j2, c j3 . . . c jn]
denotes the centre vector for the jth node, bj is basis width of
the jth node. The output of the generalized RBFNNmodel is

yn(k) = w1�1 + w2�2 + · · · wn�n (2)
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where w1, w2, … wn are the weights to be updated.
The conventional RBFNN controller in Fig. 2a computes

single output once all the weights have been tuned. In con-
trast, the proposed configuration in Fig. 2b considers only
a single neuron in the hidden layer which is updated using
generalized LMS technique as shown in Eq. (3)

wk j (k + 1) = wk j (k) − α1
∂E

∂wk j
(3)

where α1 is the convergence factor and < 1, the single weight
w11 is updated as

w11(k + 1) = w11(k) − α1
∂E

∂w11
(4)

where E = 0.5 ∗ (d1 − y1)2 denotes the error and is com-
puted using the desired output (d1) and actual output (y1),
Substituting

∂E

∂w11
= −(d1 − y1)�1 (5)

The weight equation is now updated as

w11(k + 1) = w11(k) + α1(d1 − y1)�1 (6)

Similarly, the centre cji can be updated as

c11(k + 1) = c11(k) − α2
∂E

∂c11
(7)

where α2 is another convergence factor < 1. Using the chain
rule for derivatives,

∂E

∂c11
= ∂E

∂ y1

∂ y1
∂�1

∂�1

∂z1

∂z1
∂c11

(8)

These partial derivatives are computed as

∂E

∂ y1
= −(d1 − y1),

∂ y1
∂�1

= w11,

∂�1

∂z1
= −�1z1

2b21

∂z1
∂c11

and z1
∂z1
∂c11

= −(x1 − c1) (9)

The updation for center, c11 is obtained as

c11(k + 1) = c11(k) + α2(d1 − y1)w11(k)
�1

2b21
(x1 − c1)

(10)

For simplification, b21 is taken as 1.0. The diagram show-
ing the online updation of weight and center for system is
shown in Fig. 2b. This is extended for the development of
single-phase controller in Fig. 3. Theweights computed from

proposed RBFNN (w) using a gain factor of k = 0.33 and
added to the output of the PI controller (wloss). A standard
hysteresis current controlled loop is used for current control
and gating pulses are generated.

3.2 Determination of the reference compensating
current

In practice, unexpected transients impact the system per-
formance owing to rapid changes in load. Monitoring and
regulating the DC link voltage (VDC) are crucial for efficient
SAPF compensation service. To reduce the error in DC link
voltage (VDC), a typical conventional proportional-integral
(PI) feedback controller is required and may be easily con-
structed. The error can be expressed as follows:

eDC = VDCref − VDC (11)

For switching losses requirement, the reference value of
DC link (VDCref) is subtracted from real timeDC link voltage
(VDC), and thus switching loss will be

wloss = kpeDC + ki ∫ eDCdt (12)

where kp and ki are the PI controller’s proportional and inte-
gral gains. The overall active power demand of the load is
computed by estimating the basic active power component
of load current and the loss component determined from dc
link voltages (VDC).

weff = wloss + wp (13)

Furthermore, the required fundamental reference current
(i∗s ) is calculated by multiplying the predicted fundamen-
tal active component of the load (weff) by the unit in-phase
component (u p).

i∗s = weff × u p (14)

where u p is unit vector template generated by using second
order generalized integrator (SOGI) filter as shown in Fig. 3.

Vt =
√

v2sp + v2sq; u p = vsp

vt
(15)

where Vt is maximum amplitude of voltage signals and vsp
is in-phase and vsq is quadrature components.

3.3 Stability analysis

Lyapunov’s stability is one of the most essential pillars of
control theory and it remains popular among researchers due
to its simplicity, universality and usefulness [30]. As per Lya-
punovmethod, proposed system’s energy reduces along with
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Fig. 3 Adaptive RBFNN controller design for single-phase system

trajectories of the proposed system. The Lypunov’s stability
theorem states that a nonlinear system is globally asymp-
totically stable if the Lyapunov function F(k) has following
properties [31]⎧⎪⎨

⎪⎩
F(0)
F(k) > 0 for all k �= 0

.

F(k) < 0 for all k �= 0

.

For the given system, the Lyapunov stability theory can
be established considering a Lyapunov function is

F(k) = e(k)2 (16)

which is a positive definite function for all i
.

F(k) = �F(k) = e(k)2 − e(k − 1)2 (17)

where

e(k) = d(k) − y(k)And y(k) = wT (k)�1(k)

Moreover, from Eq. (6), the weight updation is

w(k) = w(k − 1) + α1e(k)�1(k)

hence �F(k) is simplified as

�F(k) = (d(k) − y(k))2 − e(k − 1)2 (18)

Table 2 Simulation and experimental parameters for considered system

Parameters Simulation Experimental

Grid Voltage VS = 110V (without
and with PV)

VS = 40 V (without
& with PV)

Grid frequency ωo = 2π × 50 rad/s ωo = 2π × 50 rad/s

Sampling time T s = 50μs T s = 50μs

Interfacing
inductor

Ls = 3.5mH Ls = 3.5mH

Irradiance Irr = 1000W/m2 Irr = 1000W/m2

PV rating 2.7 kW 500 W

DC-link
capacitor

CDC = 4700μF CDC = 5600μF

Feeder
parameters

LS = 0.5mH, R =
0.02 �

LS = 0.5mH, R =
0.02 �

Controller gains kp = 1.5 and ki = 0.33 Adjusted and tuned

Non-linear load Single phase diode
rectifier with R =
80 � and L =
100 mH

Single phase diode
rectifier with R =
90 � and L =
100 mH

Convergence
Parameters

α1 = 10−2 and

α2 = 50 × 10−3

α1 = 10−2 and

α2 = 50 × 10−3
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Fig. 4 Performance of controller showing a Source voltage , Vs b Source current,IS c Load current,IL d Converter current,IC e DC link voltage,
VDC f Fundamental weight, FW

Fig. 5 Waveform of a PV voltage,VPV b PV current, IPV c PV power, PPV d Irradiance, Irr

=
(
d(k) − wT (k)�1(k)

)2 − e(k − 1)2 (19)

=
(
d(k) − w(k − 1)�1(k) − α1e(k)�

2
1(k)

)2 − e(k − 1)2

(20)

=
(
e(k) − α1e(k)�

2
1(k)

)2 − e(k − 1)2 (21)

= e2(k)
[
1 − α1�

2
1(k)

]2 − e(k − 1)2 (22)

= e2(k)
[
1 − 2α1�

2
1(k) + α21�

4
1(k)

]
− e(k − 1)2 (23)

Now, parameter α1 is quite small, hence 2
1 is negligible,

hence
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Fig. 6 Waveform of a Load Power (PL , QL ) b Source Power (PS ,QS) c Converter Power (PC , QC )

Fig. 7 PV and IV curves for PV module for different irradiance conditions and fixed temperature (35 °C)

�F(k) ∼ −2α1�
2
1(k)e

2(k) (24)

which is negative for all k expect equilibrium point k̇,
as per Lyapunov theorem, it is concluded that the proposed
system is asymptotically stable.

4 Result and discussions

This Section presents the results with the developed adap-
tive RBFNN technique for a single-phase grid-connected

and PV integrated power distribution system feeding non-
linear loads and linear loads. The system is simulated and
its operation under various conditions is investigated using
Simulink/MATLAB. The developed RBFNN network as
shown in Fig. 3 is first trained to correctly extract the peak
value of the fundamental component of load current. Table 2
highlights the design value of parameters of the proposed
system for simulation as well as experimental studies.
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Fig. 8 a THD of source voltage, b THD of load current, c THD of source current

Fig. 9 Experimental setup

4.1 Simulation results and discussion

Figure 4 depicts the MATLAB/Simulink-based outcomes
under various operating situations. Figure 4 shows the plots
for supply voltage (Vs), supply currents (Is), load currents
(Il), compensator currents (Ic), DC link voltage (Vdc) and
fundamental weight (FW). A single-phase supply of 110 V,
50 Hz is system ac input and both linear and non-linear loads
are considered. Initially, the connected load comprises linear
and non-linear components. Both day time and night time
cases are explored. During daytime PV array with irradiance
of 1000 W/m2 is simulated upto t = 2 s and beyond t =
2 s PV array irradiance is reduced to 0 W/m2(considered as
night time). Thus, the results in Fig. 4 highlight the effect
of PV integration till t = 2 s and its subsequent removal
thereafter. The night time operation corresponds to SAPF
operation without RES integration. The tracked weight is
shown in Fig. 4 and it is observed that the actual weight
tracking is fast even when the linear load inserted at t = 1 s
and a non-linear load increased at t = 1.5 s. Convergence is
reached within two cycles irrespective of the load changes.
Both the parameters.

Figure 5 shows output parameters of PV panels PV output
voltage in volt (VPV), PV output current in ampere (IPV), PV
output power in watt (PPV) and irradiance in W/m2 (Irr ).
Before t = 2 s Irr is 1000 W/m2 and at t = 2 s irradiance
is reduced to 0 W/m2 to simulate the night time conditions.
Accordingly output power of PV changes from 2.7 kW to
0 kW as shown in Fig. 5.

Figure 6 shows the load active and reactive power (PL ,
QL ), supply active and reactive power (PS , QS) and con-
verter active and reactive power (PC , QC ). For this case, the
load demand before t = 1 s is around 600 W and the power
supplied by PV array is 2700 W and, therefore, the remain-
ing 2000 W PV power is supplied back to the grid. At t =
1 s additional linear load is inserted in the system so the load
demand increases to 850 W and during this time, the surplus
PV power of 1750 W is supplied back to the grid. Further
at t = 2 s, non-linear load is increased which enhances the
load demand up to 1100 W. Now, a net surplus of 1500 W
PV power is injected back to the grid. The DC link voltage
exhibits a little perturbation during load changes but stabi-
lizes due to PI controller action.

The simulation results of the system in Fig. 4 after t = 2 s
pertain to zero irradiance value which can be considered as
night time operation. During this period, the generated PV
output power is zero and the entire active power demand of
the load is supplied by the grid as shown in Fig. 6. At t =
2 s, there is a sudden removal of PV array at the inverter DC
link. Under this large transient also, it is observed that the DC
link voltage is still regulated. The PI controller on theDC link
voltage regulates it to a reference value of 200V. All the reac-
tive power demand of the load is supplied by the VSC which
is working as a SAPF or shunt compensator. Power balance
is achieved between the inverter, grid and the load. Figure 7

123



Electrical Engineering

Fig. 10 Waveforms showing a Source voltage (VS) and grid current (IS) b Source voltage (VS)and load current (IL ) c THD of VS (1.87%) and IL
(27.54%) d THD of VS (1.87%) and IS (4.91%)

shows the PV curve of array at given temperature and irra-
diance during the operation of SAPF PV; and it is observed
that the array is delivering maximum possible power to the
system extracted using the P&O MPPT technique.

Figure 4 shows PQ improvement results and focuses on
pf correction and harmonic mitigation. Severe load variation
is introduced at t = 1 s and 2 s. The compensator injects
the necessary currents and the grid currents are sinusoidal.
Thus, the developed adaptive RBFNN controller achieves
load compensation. Figure 8 shows the total harmonic dis-
tortion (THD) in source voltage, source current and load
current to be 0.18%, 2.92% and 28.71% respectively dur-
ing closed-loop operation of SAPF. The proposed controller
is able maintain THD level of source current as per IEEE 519
standard.

4.2 Experimental results and discussion

An experimental setup of a single phase system has been
developed to validate the simulation results of the proposed
system. Figure 9 depicts the prototype hardware setup built in
the lab. The performance of adaptive RBFNN is investigated

in steady-state and dynamic changes under various loading
scenarios for both the cases viz. SAPF without and with PV
integrated system.

4.2.1 Experimental results without PV integration

The steady-state performance of the system is shown in
Fig. 10. Figure 10a shows waveform of source voltage (Vs)
and source current (Is). Figure 10b shows the waveform of
source voltage (Vs) and load current (IL). The THD in load
current is 27.54% as shown in Fig. 10c.The THD in source
voltage is 1.87% and THD in source current 4.91% shown
in Fig. 10d which as per IEEE 519 standard. The proposed
single phase SAPF performs harmonic reduction satisfacto-
rily for supply currents. In addition, the supply voltage and
current have an in-phase relationship showing almost unity
power factor operation.

The dynamic state performance of proposed system is
taken during load disturbances with help of digital storage
oscilloscope. The dynamic performance of the system is
shown in Fig. 11a–d inwhich source voltage (Vs), source cur-
rent (IS), load current (IL ), DC link voltage (VDC), reference
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Fig. 11 Dynamic response during load increase using adaptive RBFNN controlled SAPF a Vs , IS , IL , VDC b Vs , IS , IL , IC c Vs , IL , IL(rms), FW
d IL , IL(rms), FW , VDC

current (IRef ), load RMS current (IL(rms)), and output fun-
damental weight are shown. From Fig. 11a–d it is observed
that during the change in load, the DC link voltage is stable
and the grid current is sinusoidal. The harmonic content in
grid current is alsomaintained as per IEEE 519 standard. The
fundamental gain FW shows fast convergence and reference
current changes as per load changes. This indicates a satis-
factory operation of RBFNN-based control technique under
different loading condition. The steady-state of the system is
achieved within one cycle of operation.

4.2.2 Experimental results with PV integration

Figure 12 depicts the steady-state performance of the pro-
posed system integrated with PV. For this section, the DC
link is set to 80 V, the grid supply is set to 40 V, 50 Hz and
a 500 W PV array is integrated into the system through
H-bridge. The single phase system operates in the MPPT
mode. This set of results is obtained using the PV array
simulator. Figure 12a depicts the waveform of(Vs , IL), and
Fig. 12b depicts the power demand of the load supplied by
PV 78.6 kW. Figure 12c depicts the waveforms of (Vs , Is)
and Fig. 12 depicts the power delivered to the grid by PV

301.8 kW. Figure 12e–f depict THDof load current (33.61%)
and THD of source current(3.98%)., In this study, PV meets
the load power demand and also simultaneously exports the
net surplus power to the grid. During PV operation, the max-
imum power is drawn from PV using MPPT at the provided
DC link voltage. Fig. 13a–c shows dynamic performance of
proposed system with PV integrated at the DC link of the
inverter. Figure 13a shows (Vs , Is , IL , VDC ) and clearly an
out of phase relationship between the source voltage and
source current are visible due to PV integration. Figure 13b
shows (Vs , Is , IL , Iref ) and it shows the source current.

follows the reference current. The reference current is
computed using the proposed RBFNN controller. Figure 13c
shows (Is , IL , IFW , VDC ). It is observed that during the oper-
ation of PV integrated SAPF, PV supplies power to both load
and grid. The operation is stable and irrespective of highly
non-linear load current, the grid current is sinusoidal and
meets IEEE 519 standard. Thus, PQ improvement is obtained
with the designed controller.
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Fig. 12 Wavef or ms showing a Source voltage (VS) and load current (IL ) b Load power demand (PL , QL ) c Source voltage (VS) and grid current
(IS) d Power supplied to the grid e THD of load current (IL ) f THD of source current (Is )

5 Performance Comparison

Comparison results with a conventional SRF technique and
conventional RBFNN model are presented in Table 3. It
shows that SRF technique is phase locked-loop (PLL)-
dependent and complex in nature. SRF and conventional
RBFNN show slow convergence of weights and both tech-
niques are non-adaptive in nature. Also, total harmonic
distortion (THD) of supply currents of both techniques is

much lower with the proposed technique. The SRF tech-
nique and the conventional RBFNN needs modifications for
satisfactory performance. The proposed adaptive RBFNN is
simple and gives excellent results under load variations. It can
be applied to SAPF system, as well as to SAPF integrated,
with PV array.
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Fig. 13 Response of adaptive RBFNN controlled SAPF integrated with PV a Vs , Is , IL , VDC b Vs , Is , IL , Iref c Is , IL , IFW, VDC

Table 3 Comparative
performance of different
techniques

S. no Parameter SRF technique [11] Conventional
RBFNN [22]

Proposed
RBFNN

1 PLL (requirement) Yes No No

2 Technique Non-adaptive Non-adaptive Self- adaptive

3 Tracking performance Moderate Moderate Very good

4 Weight Convergence Slow (> 2 cycles) Slow(> 3cycle) Fast (< 2
cycles)

5 % THD of Is 4–5% − 4% 3%

6 Dependency on control
parameters

Highly dependent Yes No,
self-adaptive

7 Complexity Very high Medium Lower

8 Meets International
standards

Yes but requires
modifications

Yes but requires
modifications

Yes

6 Conclusion

This work’s major contributions include the design of self-
adaptive RBFNN. This proposed structure is important for
accomplishing load compensation in single-phase systems
feeding a range of linear and non-linear loads. The single-
phase H-bridge inverter is employed as a SAPF to mitigate
many power quality issues. The use of a RBFNN-based

controller is broad in scope, and it may be utilized for grid-
connected systems with or without a PV source interfaced to
it. The system performance aspects are demonstrated when
taking into account the influence of PV as well as at dur-
ing night. The control algorithm has been designed to fulfill
the entire reactive power needs of the load while also provid-
ing power quality enhancement features. Performance results
show that a single- input, single- neuron NN can be trained
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effectively using LMS technique to estimate the fundamen-
tal component of load current accurately. Unity power factor
operation and harmonic elimination have been presented
using the developed controller. Moreover, its comparison
with SRF highlights the positive features of the developed
controller which include fast convergence and estimation of
weights and self-adaptive nature.
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A B S T R A C T   

The paper presents the control design of on-board two-stage electric vehicle (EV) charger. The 
first stage AC-DC converter of EV charger plays a very important role in supporting the grid 
reactively. Therefore, a reduced order plant integrated proportional integrating (PIPI) controller 
has been designed for first stage of EV charger. Generally, a proportional resonant (PR) regulator 
is used for tracking of grid current reference in control of AC-DC converter. However, conven
tional PR regulator is a third order system due to that the complexity of controller is increased. To 
reduce the complexity of controller, a first order PIPI regulator has been designed which has all 
the functionalities of conventional PR regulator and can track any periodic signal. This method is 
implemented in inner current control loop of first stage AC-DC converter. This results the 
reduction in controller complexity and better dynamic response as compared with conventional 
PR regulator.   

Introduction 

Due to the demolition of fossil fuel reserves and environmental conditions, the government and industries are shifting towards the 
electric vehicles (EVs). The internal combustion engine (ICE) based transportation is major contributor to air pollution, therefore 
electric vehicles (EVs) are best alternative as they offer significant saving in fuel consumption and help to improve air quality [1]. 
However, this paradigm shift toward EV is matter of concern as it is expected that the population of EV will increase in forthcoming. 

EV mainly consist of four parts: an electric motor with gear box, energy storage system (battery, super capacitor, fuel cell), power 
electronics converters for battery charging & motor drive and communication system [2]. In last two decades, adequate development 
has been completed in these EV parts, especially in energy storage system. Most of the EVs are driven by battery and charging time of 
these batteries create obstacle in success of EV. The charging time of battery is always important because usually it is slower than 
discharging. However, with the advancement in battery technology, high value of charging current can be passed through battery, 
offering fast and better charging solutions and may overcome the problem of range anxiety [3]. An EV charger takes around 10 h with 
level-2 charging to charge the battery pack upto100% state of charge (SOC). Whereas, level-3 off-board charger takes around half an 
hour to charge EV battery up to 80% from 20% SOC. 

On the basis of operation, the EV charger can be unidirectional or bidirectional. The unidirectional EV charger transfers the power 
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only in one direction i.e., from grid to vehicle (G2V). However, a Bidirectional EV charger has the flexibility to operate in both vehicle 
to grid (V2G) and G2V modes [4]. Moreover, on the basis of connection, EV charger can be conductive or inductive [5]. In near future, 
it is anticipated that the huge number of EVs will be connected to distribution grid. A single EV may not have any significant impact on 
grid performance due to its relatively small power rating. However, large number of EVs may create fluctuations in grid voltage or 
current if they are charged in inappropriate or uncontrolled manner [6]. Moreover, the large number of EVs may be very helpful in 
meeting out the enhanced power demand in case of emergency. Even in case of blackout when the whole system is shutdown, the V2G 
mode of operation may be very helpful in restoring the system. The V2G mode may further enhance the power quality by supplying the 
reactive power (inductive or capacitive), filtering the current harmonics and voltage regulation to certain extent by using proper 
control. The application of EV charger for compensation of reactive power has been widely discussed in technical literature [7–9]. EV 
chargers can easily support the grid reactively when battery is fully charged or charging at slower rate. This results the reduction on 
investment of reactive power compensation devices [10]. 

The first stage AC-DC converter plays very crucial role in supporting grid reactively. Here, the EV charger controller is designed to 
performs two operations simultaneously i.e., it charges the battery pack as well as compensating the reactive power. Generally, a two- 
loop structure is used for controlling the first stage AC-DC converter. The grid current and voltage/power are tracked in inner and outer 
loop respectively. The grid current can be tracked either in DC quantity/ dq frame or AC quantity/ αβ frame. However, while tracking 
current reference in DC quantity, αβ to dq transformation is required which is also complex in case of single phase system [11]. 
Therefore, a controller is required which can track periodic signal to overcome from above mentioned issues. 

Motivation 

Generally, PR controller is utilized to track the periodic signals. They are much popular, especially in case of single phase system 
and extensively available in literature [12–13]. Moreover, the practical implementation of PR controller, especially while using fixed 
point arithmetic and at low frequency rate is not robust [14]. A conventional PR compensator requires supplementary integrator to 
reject the DC offset. This will increase the complete controller order and makes it a third order controller because PR alone is a second 
order and integrator is first order controller. Therefore, a controller is required which has all the functionalities of PR regulator with 
reduced order. 

Nomenclature 

EV Electric vehicle 
PR Proportional resonant 
I Integral 
PI Proportional integral 
PIPI Plant integrated proportional integrating 
SOC State of charge 
G2V Grid to vehicle 
V2G Vehicle to grid 
MPC Model predictive control 
RC Repetitive control 
QPR Quasi proportional resonant 
ICPD Integrated controller plant dynamics 
IGBT Insulated gate bipolar transistor 
Kp Proportional gain 
Ki Integral gain 
Kr Resonant gain 
R Virtual resistance 
P Active power 
Q Reactive power 
Vg Grid voltage 
Ig Grid current 
Vα Alpha component of grid voltage 
Iα Alpha component of grid current 
Vβ Beta component of grid voltage 
Iβ Beta component of grid current 
Id Direct axis grid current component 
Iq Quadrature axis grid current component 
CDC DC link capacitor 
VDC DC link voltage 
Ibat Battery current  
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Literature review 

Many controllers like repetitive controller (RC), proportional integral (PI), proportional resonant (PR), model predictive control 
(MPC) and hysteresis are used to track grid current in inner loop and widely discussed in literature [15–17]. Generally, PI controllers 
are used to track DC quantity as they are very popular for tracking it with zero steady state error. However, they are not very much 
suitable for inner current loop for aforementioned application as they have limited bandwidth and it is difficult to track command 
under varying AC input. MPC may also lead to high-power ripples and large distortion in grid current due to the error between 
reference vector and selected optimal voltage vector. The conventional PR controller may suffer from grid frequency variation, 
however this issue is overcome by use of quasi-PR (QPR) controller [18]. In [19], notch filter and passive damping with PR is presented 
to deal with harmonics of grid voltage. In [20], multiple PR controllers are implemented for single phase converter control to reject the 
harmonics, however the use of multiple PR controllers makes it complex and difficult to tune. Furthermore, the oscillating switching 
frequency may have resonance issues while using hysteresis control [21]. Some control techniques based on artificial intelligence have 
also been discussed in [22]. These control techniques suffer from the deficiency of computational anxiety for online adaptive tuning. 

Contribution and paper organization 

Hence, in proposed work a reduced order integrated controller-plant dynamics (ICPD) based plant integrated proportional inte
grating (PIPI) controller is designed to track the reference periodic signal for an EV charger. The PIPI controller has ability to 
accomplish all the purposes of conventional PR controller with reduced order. The proposed approach resolved the issues that arise 
during practical implementation of conventional PR controller and offers robust performance. Therefore, in this paper a controller has 
been designed for on-board EV charger which can track active and reactive power commands simultaneously. For this, two PI regu
lators are used to track active-reactive power commands in outer loop of AC-DC converter control. Furthermore, proposed PIPI 
regulator is used in inner grid current control loop to track periodic reference. Since, the main concentration of paper is to develop a 
simple and robust periodic reference tracker, therefore generalized control of DC-DC converter has been utilized which consists two 
regular PI controllers. Moreover, the overall performance of two-stage on-board EV charger controller has been tested in eight modes 
which include charging and compensation of reactive power if requested by utility. The complete system has been designed in 
MATLAB/Simulink toolbox and the claims are confirmed by scaled down 350 VA hardware prototype in research laboratory using 

Fig. 1. On-board EV charger structure.  

Fig. 2. Control Structure of AC-DC converter.  
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OPAL-RT (OP-4510). 
The structure of the paper is as follows. The problem statement is presented in section II. The section III presented the on-board EV 

charger controller design. The simulation and experimental results are described in sections IV and V respectively. The result dis
cussion and achievements are discussed in section VI. Finally, the conclusion of paper is summarized in section VII. 

Problem statement 

Fig. 1 shows the structure of two-stage on-board EV charger. The charger consists of single phase AC-DC converter at first stage and 
a bidirectional buck-boost converter at second stage. The insulated gate bipolar transistor (IGBT) switches are used in development of 
both converters. The DC-DC converter works in buck and boost mode in case of charging and discharging of battery respectively. 

The control structure of first stage AC-DC converter is shown in Fig. 2. The control structure comprises of outer and inner loop. In 
present case, outer loop is used to track the active-reactive power commands and periodic grid current is tracked in inner loop. where K 
is the function of grid side current [23]. 

The conventional PR with integral (I) regulator is generally used for tracking the periodic grid current reference in inner loop as 
shown in Fig. 3. Sometimes, it requires additional I to eliminate the DC offset. The transfer function of PR controller alone is Kp +

2KrωcS
S2+2ωcS+ω2, which is a second order transfer function and integrator alone is single order transfer function i.e., Ki/S. which makes the 
total PR-I controller a third order system. Where, Kp, Kr and Ki are gains of controller. Moreover, it consists of internal virtual resistance 
(R) or damper loop and feed-forward term Vg, which is used for soft start and initial synchronism. 

The above discussed PR-I controller has following downsides: i) It increases the order of controller which result increases the 
complexity, ii) for lower sampling frequencies, its digital implementation is not robust, iii) it requires auxiliary integrator to eliminate 
DC offset, iv) for fixed-point arithmetic, its digital implementation is not robust [24]. However, the issue of low sampling is overcome 
in [25] by expense of computations of trigonometric functions. This can be achieved by demanding of accurate trigonometric func
tions. Moreover, explicit design formulas are also derived for robust implementation of PR controller. 

On-Board EV charger controller design 

A. Control of AC-DC converter 
Fig. 4 shows the control architecture for first stage AC-DC converter of EV charger. The proposed charger controller has tracked 

active (P) and reactive (Q) power in outer loop by PI regulators. The P and Q are comfortably tracked by regular PI compensator as they 
are constant in nature. The outer loop generates reference for inner current loop and here it is periodic in nature. Further, the periodic 
grid current reference is tracked by proposed PIPI regulator. 

Fig. 3. Inner current control loop with conventional PR regulator.  

Fig. 4. Control of AC-DC Converter.  
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The voltage and current of grid side are as follows; 

Vg = Vα = Vmcosωt (1)  

Ig = Iα = Imcos(ωt − φ) (2) 

Here, Vm, Im and φ are maximum value of grid voltage, current and phase angle between them, respectively. The β component can 
be find as, 

Vβ = Vmcos(ωt+ π / 2) (3)  

Iβ = Imcos(ωt − φ+ π / 2) (4) 

The active (P) and reactive (Q) power of grid side are found as, 

P =
1
2
(
Vα ⋅ Iα +Vβ ⋅ Iβ

)
(5)  

Q =
1
2
(
Vα ⋅ Iβ +Vβ ⋅ Iα

)
(6) 

To produce the reference of grid current for inner control loop, first active (Id) and reactive (Iq) current component found as, 

Id = Kp1(P∗ − P) + Ki1

∫

(P∗ − P) dt (7)  

Iq = Kp2(Q∗ − Q) + Ki2

∫

(Q∗ − Q) dt (8) 

Further, the periodic form of active (Isa) and reactive (Isr) current are found as, 

Isa = Id ⋅ cosωt  

=

[

Kp1
(
V∗

DC − VDC
)
+Ki1

∫
(
V∗

DC − VDC
)

dt
]

⋅ cosωt (9)  

Isr = Iq ⋅ sinωt  

=

[

Kp2(Q∗ − Q)+Ki2

∫

(Q∗ − Q) dt
]

⋅ sinωt (10) 

Further, reference current is generated by adding both active and modified reactive current component. 

I∗g = Isa + Isr (11) 

B. Inner Current Controller Design. 
To track the periodic reference current, a reduced order PIPI regulator is proposed here and its structure is shown in Fig. 5. It 

contains a proportional (P) and PI controller. The P controller having gain K where proportional and integral constant of PI controller 
are Kp and Ki, respectively. The open loop transfer function from e1 to Ig is as follows, 

Ig(S)
e1(S)

= K
KpS + Ki

LS2 +
(
Kp + R

)
S + Ki

(12) 

By choosing the Kp = -R and Ki = Lω2 we get, 

Fig. 5. Proposed PIPI controller.  
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Ig(S)
e1(S)

=
K
L

Lω2 − RS
S2 + ω2 (13) 

Where, ω is fundamental grid side frequency in rad/sec. The closed loop transfer function is, 

Ig(S)
I∗g (S)

=
K
L

Lω2 − RS
S2 − RK

L + (1 + K)ω2 (14) 

The closed loop transfer function stability depends on value of R and K and their range is less and greater than zero for R and K, 
respectively. For this, the ωn/ω ratio should be greater than 1, here ωn is natural frequency. The parameters K and R are calculated by 
(ωn/ω)2–1 and − 2ζLωn/K, respectively. By putting these values, the closed and open loop transfer functions are, 

Ig(S)
E1(S)

=
2ζωnS + ω2

n − ω2

S2 + ω2 (15)  

Ig(S)
I∗g (S)

=
2ζωnS + ω2

n − ω2

S2 + 2ζωnS + ω2
n

(16) 

In present case, ωn/ω is selected 
̅̅̅
2

√
and ζ is 0.45 leads to R is − 1.27Lω and K is 1. For 50 Hz system frequency, the locations of 

closed loop poles are -200 ± j397 and zero is − 247. From the frequency response shown in Fig. 6, the phase margin is 131◦ at crossover 
frequency 544 rad/sec. 

From the analysis, it can be observed that proposed controller can track periodic reference signal. This is achieved due to the 
existence of frequency dependent S2 + ω2 term in denominator of eq. (13). At fundamental frequency i.e., S = jωn, the closed loop 
transfer function of eq. (15) tends to unity. This shows that the second order integrator term guarantees help to attain zero steady state 
error. Moreover, there is no DC offset in output current because if any DC current (id) flows through inductor, then the steady state 
error will be (-id) and e2 = (K + 1)⋅(-id). This is contradictory as input of PI controller cannot contain a DC term. Therefore, the proposed 
PIPI controller can track periodic reference signal without any DC offset while having the order of first. 

Fig. 6. Bode plot of closed loop transfer function.  

Fig. 7. DC-DC Buck Converter and its Control.  
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B. Control of DC-DC converter 
Fig. 7 shows the controller of second stage DC-DC converter of EV charger. This is utilized to regulate the DC link voltage (VDC) and 

battery current (Ibat). This also contains two control loops in which outer one is for DC link voltage control and inner one for battery 
current. Both the quantities are regulated by PI controller to reduce the complexity of overall EV charger controller and pulses are 
generated by well-known pulse width modulation technique. 

Table 1 
SYSTEM PARAMETER.  

Parameter Symbol Simulation Experimental 

Charger Rating S 6.6 KVA 350 VA 
Grid Voltage Vg 230 V 60 V 
Grid Frequency f 50 Hz 50 Hz 
AC Inductors Ls 4 mH 1 mH 
DC link Capacitor CDC 1100 µF 330 µF 
DC link Voltage VDC 400 V 150 V 
Battery Voltage Vbat 350 V 96 V  

Table 2 
SIMULATION SCENARIO.  

Mode P 
(kW) 

Q 
(kVAR) 

S 
(kVA) 

Power Factor Time (sec) 

1 6.6 0 6.6 Unity 0–1.5 
2 − 6.6 0 6.6 − 1 1.5–3 
3 0 6.6 6.6 0 3–4.5 
4 0 − 6.6 6.6 0 4.5–6 
5 4 5.25 6.6 0.6 (lag) 6–7.5 
6 5 − 4.31 6.6 0.75 (lead) 7.5–9 
7 − 5.5 3.65 6.6 0.83 (lag) 9–10.5 
8 − 2.5 − 6.11 6.6 0.38 (lead) 10.5–12  

Fig. 8. Simulation outcomes of grid side current (Ig), active (P)-reactive (Q) power, DC link voltage (VDC), battery voltage (Vbat) and battery current 
(Ibat) during all modes. 
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Fig. 9. Change from (a) mode 1–2, (b) mode 2–3, (c) mode 3–4, (d) mode 4–5, (e) mode 5–6, (f) mode 6–7, (g) mode 7–8.  

A. Kumar Seth and M. Singh                                                                                                                                                                                        



Computers and Electrical Engineering 105 (2023) 108522

9

Simulation results 

MATLAB/Simulink toolbox has been used to design above discussed 6.6 kVA on-board two stage EV charger and its proposed 
controller. Table 1 listed all the simulation and experimental parameters, here AC-DC converter is connected across the single phase 
utility grid of 230 V, 50 Hz. The reference of DC-link voltage and nominal voltage of battery pack are taken as 400 V and 350 V 
respectively, where battery SOC is taken as 50% in order to observe charging/discharging profile. The actual voltage of EV battery pack 
is greater than nominal voltage and it is directly proportional to SOC. 

To confirm the behavior of proposed EV charger controller, a simulation scenario having eight operating modes has been created in 
MATLAB. These modes are related to different values of active-reactive power, where positive active power means utility grid is 
charging the battery pack. Each mode is simulated for 1.5 s in which positive and negative reactive power means compensation of 
inductive and capacitive reactive power, respectively. For optimal utilization of EV charger, it is suggested to utilize complete 
charger’s rating. Therefore, during all the working modes, complete charger’s rating in utilized. The mode 1 and 2 are related to 
battery charging/discharging respectively without any reactive power compensation. Similarly, only compensation of inductive/ 
capacitive reactive power is shown by EV charger in mode 3 and 4 respectively without charging/discharging of battery pack. It is a 
case of fully charged battery pack and charger can be utilized in compensation of reactive demand of local load within its limit if 

Fig. 10. Transition from mode 5–6 with conventional PR regulator.  

Fig. 11. THD in grid current during mode 5, (a) Proposed PIPI controller and (b) conventional PR controller.  
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requested by utility grid. Further, both active as well as reactive power commands are given simultaneously to EV charger controller in 
last four modes. During these modes, the rate of power exchange with battery is slower rate and rest of charger’s capacity is used for 
reactive power compensation.Table 2 

Fig. 8 Shows the Simulation outcomes of grid current (Ig), active (P)-reactive (Q) power, DC link voltage (VDC), battery voltage (Vbat) 
and battery current (Ibat) during all modes. Since, EV charger is operating at constant power in all working modes, the grid is constant i. 
e., 6600/230 = 29 A (rms). As, the reference of DC link voltage is taken as 400 V, it is maintained at reference value with certain 
variation at the time of transition. Due to the 350 V nominal voltage with 50% of SOC, the actual battery voltage is around 380 V. The 
battery side current directly proportional to active power command and it is negative and positive during charging and discharging. 
Fig. 9(a) and (b) shows the transition between mode 1–2 and mode 2–3, respectively. Since, only battery charging operation has been 
performed in mode-1, the grid current and voltage are in same phase. Similarly, in mode-2, the grid current is in opposite phase with 
voltage as power is taken from battery pack. During mode 3 and 4, grid current is lag and lead the voltage by exactly 90◦, respectively 
as shown in Fig. 9 (c) and (d). In mode 5, the 4 kW of power is transmitted to battery pack and remaining capacity of EV charger is 
utilized in compensation of inductive reactive power of 5.25 kVAR, correspondingly the phase difference between voltage and current 
is 53◦ lagging as shown in Fig. 9 (e). Similarly, in mode 6, the 5 kW of power is transmitted to battery pack while compensating of 
− 4.31 kVAR reactive power and now current is leading by 41◦ as depicted in Fig 9 (F). The change from mode 7 to 8 is depicted in Fig. 9 
(g). Here, EV charger is taking 5.5 and 2.5 kW of power during mode 7 and 8 respectively and phase difference between voltage and 
current is 214◦ and 248◦ as shown in Fig. 9 (g). 

From the Fig. 9, it is concluded that the behavior of proposed inner current controller is very fast as the grid current settles quickly. 
Moreover, it has exquisite transient and steady-state performance during all possible working modes of EV charger. 

Fig. 10 shows the transition from mode 5 to 6 with conventional RP controller. The mode 5 and 6 are mostly used modes, during 
these modes battery is charging at slower rate and remaining capacity of EV charger is used in compensation of reactive power. From 
Fig. 10, it can be observed that the conventional PR regulator has excellent steady-state response but it takes less than two cycles to 
settle down with some overshoot in comparison with proposed PIPI regulator as shown in Fig. 9 (e). 

Fig. 11(a) and (b) shows the total harmonic distortion (THD) in grid side current with PIPI and PR regulator respectively during 
mode 5. The THD in grid side current also less than the allowable IEEE limit of 5% in conventional PR regulator. However, the 
proposed PIPI regulator provides better THD in grid current in comparison with conventional PR regulator. Furthermore, the THDs in 
grid current with PIPI and PR regulator during all working modes are listed in Table 3. 

Fig. 12 shows the dynamic performance of proposed PIPI and PR inner loop current controller during transition of sinusoidal 
reference. It is found that the proposed PIPI controller is faster and more robust than conventional PR method. 

Table 3 
THD with PIPI and PR.  

Mode THD (%) 
With PIPI 

THD (%) 
With PR 

Mode THD (%) 
With PIPI 

THD (%) 
With PR 

1 1.25 3.27 5 1.26 3.28 
2 1.23 3.25 6 1.57 3.36 
3 1.23 3.21 7 1.53 3.30 
4 1.09 3.31 8 1.35 3.26  

Fig. 12. Comparison between proposed and conventional method.  
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Experimental results 

Fig. 13 shows the laboratory 350 VA experimental setup using OPAL-RT (OP 4510) and system parameters are listed in Table 1. 
Both converters are made up from semikron insulated gate bipolar transistor (IGBT) legs. A battery pack of 96 V is connected across the 
second stage DC-DC converter. To validate the performance of proposed EV charger controller in real time, a scenario same as 
simulation is created as listed in Table 4. 

The transient and steady state performance of proposed EV charger controller is shown in Fig. 14. The Fig. 14(a) is associated with 
transition from mode 1 to 2. During this, the grid side voltage and current are in same phase during mode 1 and battery current is 
approximately − 3.5 amps. In mode 2, the charger is taking 350 W of power from battery, therefore battery current is positive i.e., 3.5 A 
and phase angle is 180◦ In Fig. 14 (b) transition from mode 2–3 has been shown, here the charger switches the mode from active to 
reactive power operation and now the phase angle changed to 90◦ lagging. In mode 4, the charger is switched to compensation of 

Fig. 13. (a) Experimental setup and (b) 96 V battery pack.  

Table 4 
Hardware Scenario.  

Mode Real Power (W) Reactive Power (VAR) Apparent Power (VA) Power Factor 

1 350 0 350 Unity 
2 − 350 0 350 − 1 
3 0 350 350 0 
4 0 − 350 350 0 
5 300 180.2 350 0.85 (lag) 
6 250 − 245 350 0.71 (lead) 
7 − 200 287.2 350 0.57 (lag) 
8 − 325 − 130 350 0.92 (lead)  
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Fig. 14. Transition from (a) mode 1 to 2, (b) mode 2 to 3, (c) mode 3 to 4, (d) mode 4 to 5, (e) mode 5 to 6, (f) mode 6 to 7 and (g) mode 7 to 8.  
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Fig. 14. (continued). 

Fig. 15. Transition from mode 5 to 6 with conventional PR regulator.  
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capacitive reactive power operation and now grid current is leading by 90◦ as shown in Fig. 14 (c). During this, the battery current is 
zero. In mode 5 and 6, the rate of active power transferred to battery is 300 and 250 W and remaining capacity of EV charger is utilized 
in compensation of inductive and capacitive reactive power of 180.2 and 245 VA respectively. Accordingly, the battery current is 
approximately 3 and 2.5 A and phase difference between grid side voltage and current is 32◦ lagging and 45◦ leading in mode 5 and 6 
respectively as shown in Fig. 14 (e). Similarly, 235◦ lagging and 203◦ leading phase angle can be seen during mode 7 and 8 as the 
charger is taking 200 and 325 W of power from battery while compensation of 287.2 and − 130 VAR of reactive power respectively as 
depicted in Fig. 14 (g). Moreover, the transitions from mode 4 to 5 and 6 to 7 are shown in Fig. 14 (d) and (F). Further, the DC-link 
voltage level is sustained at 150 V throughout all the working modes and transition does not affect it too much. 

Fig. 15 shows the transition from mode 5 to 6 with conventional PR regulator. It is observed that at the time of transition, grid side 
current takes some time to settle down and an overshoot is also there in comparison with proposed PIPI controller as shown in Fig. 14 
(e). 

Fig. 16(a) and (b) depicts the real time outcome of THD in grid current with PIPI and PR regulator respectively during mode 5. It is 
found that the THD in grid current is better in case of PIPI regulator in comparison with PR regulator. Moreover, the THDs in grid 
current with PIPI and PR regulator during all working modes are listed in Table 5. 

Result discussion and achievement 

The proposed controller has been designed and implemented on-board EV charger. The performance of controller has been tested 
on all possible eight working modes and dynamic behavior have also been tested in simulation and real time experimental setup. From 
the results, it has been observed that the transient and steady state behavior of PIPI regulator is very fast and settles quickly within one 
grid cycle. Furthermore, the behavior of PIPI regulator has been compared with conventional PR regulator and it has been found that 

Fig. 16. THD in grid current during mode 5 (a) with proposed PIPI and (b) with conventional PR regulator.  

Table 5 
THD with PIPI and PR.  

Mode THD (%) 
With PIPI 

THD (%) 
With PR 

Mode THD (%) 
With PIPI 

THD (%) 
With PR 

1 1.89 3.11 5 1.93 3.34 
2 1.98 3.24 6 2.02 3.15 
3 2.03 3.21 7 1.88 3.16 
4 2.16 3.37 8 1.99 3.29  
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proposed PIPI controller is faster and more robust than conventional PR method. 
The main achievement of proposed work is to design a lesser order periodic controller which has all the functionalities of well- 

known PR regulator. The proposed controller is simple in design, robust, faster and first order system. 

Conclusion 

A reduced order PIPI controller which has the functionalities of PR controller has been designed and implemented on EV charger. 
Here, a third order conventional PR controller is replaced by first order PIPI controller. The proposed PIPI controller has lesser 
complexity, easy to design, easy to real time implementation and can track any periodic signal. This proposed technique has been 
implemented for controlling the first stage of on-board EV charger in inner loop. Furthermore, the performance of proposed EV charger 
controller has been tested by various combination of active-reactive power command in MATLAB as well as real time. From the 
simulation and real time outcomes, it is found that the proposed PIPI regulator helps in design of EV charger controller as it is simple 
with first order system. Moreover, the outcomes show quick and smooth response by tracking reference active-reactive power, grid 
current command in less than one grid cycle and provides better THD in grid side current. 
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Polarization Reversal of Oblique Electromagnetic Wave in Collisional
Beam-Hydrogen Plasma

Rajesh Gupta1, Ruby Gupta2, and Suresh C. Sharma1, *

Abstract—Energetic ion or electron beams cause plasma instabilities. Depending on plasma and the
beam parameters, an ion beam leads to change in the dispersion relation of Alfven waves on interacting
with magnetoplasmas as it can efficiently transfer its energy to the plasma. We have derived dispersion
relation and the growth rates for oblique shear Alfven wave in hydrogen plasma. The particles of the
beam interact with the Shear Alfven waves only when they counter-propagate each other and destabilize
left-hand polarized mode for parallel waves and left-hand as well as right-hand polarized modes for
oblique waves, via fast cyclotron interaction. The collisions between beam ions and plasma components
affect the growth rate and the frequency of generated Alfven waves, differently for right-hand (RH) and
left-hand (LH) polarized oblique Alfven modes. For (ω + kzvbo > ωbc), the most unstable mode is the LH
polarized oblique Alfven mode, and it is the RH polarized oblique Alfven mode for (ω + kzvbo < ωbc),
which shows a polarization reversal after resonance condition. Numerical results indicate that the
growth rates increase with increase in angle of propagation. The maximum growth rate values in the
presence or absence of beam increase due to obliquity of wave.

1. INTRODUCTION

Alfven waves are a type of magneto-hydro-dynamic (MHD) waves which are low frequency waves below
the ion cyclotron frequency travelling in a magnetized conducting fluid like plasma existing in space.
These waves transport electromagnetic energy and communicate information concerning changes in
plasma currents and magnetic field topology. At low frequencies, there are two different modes of
electromagnetic propagation i) a compressional wave in which magnetic field strength and density change
and ii) a shear wave in which only the direction of magnetic field varies. In the present paper, we are
concerned with shear Alfven wave only. The shear Alfven wave propagates with the wave magnetic field
vector perpendicular to background field. Gekelman et al. [1] have studied various properties related to
shear Alfven waves.

The shear Alfven wave is nearly incompressible and hence, more readily excitable by either external
perturbations, e.g., solar wind, antenna or intrinsic collective instabilities (Chen and Zonca [2]). In a
cylindrical column, the dispersion of shear wave was determined by Jephcott and Stocker [3]. In last
three decades, many experiments on Alfven waves have been done where some fundamental properties
of shear Alfven wave have been explored. Oblique shear Alfven wave, which is transverse with strong
magnetic field variation perpendicular to the wave motion, can trade energy between the different
frequencies which might propagate through plasma. This also means that energy can be exchanged
with the particles in the plasma, in some cases, trapping particles in the troughs of the wave and
carrying them along.

Plasma instabilities are caused by the energetic ion or electron beams. These beams are ever-present
in the variety of space and astrophysical plasmas. Ion beam and interaction of radiation with plasma
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allocate a free energy source which can excite different wave modes in a plasma. Plasma waves can be
stabilized or destabilized when they interact with electron or ion beams [4–11], and collisions generally
have a stabilizing effect on the plasma waves [12, 13]. An ion beam can destabilize Alfven waves and
whistler waves if the beam speed is sufficiently large. The shear Alfven wave instability depends on the
free energy stored in the particle distribution function in a velocity space, and in a magnetized plasma,
ion neutral collisions result in the change of its dispersion relation [14]. For the study of Alfven waves
employing parallel ion beams, several laboratory experiments have been performed. In a laboratory
magnetoplasma, Tripathi et al. [15] demonstrated excitation of propagating shear Alfven wave and
established that the ambient plasma density and electron temperature were increased significantly by
the ions beam. Zhang et al. [16] have experimentally explained the Doppler shifted cyclotron resonance
between fast Lithium ions and shear Alfven waves in the helium plasma of the Large Plasma Device.
In the partially ionized solar chromospheres, the collisions between various particles are an efficient
dissipative mechanism for Alfven waves [16, 17].

Many physicists have shown that both Alfven waves and magnetosonic waves can be excited
nonlinearly [18–21] and have explained about interactions of Alfven waves with ions [20]. Hollweg
and Markovskii [21] have analytically studied the instabilities generated by cyclotron resonances of ions
with obliquely propagating waves in coronal holes and solar wind. Li and Lu [22] have investigated
the interaction between oblique propagating Alfven waves and minor ions in the fast solar wind
stream. Hellinger and Mangeney [23] studied structure of an oblique shock wave by means of numerical
simulations, and they found that proton beam generates whistler waves at slightly oblique propagation.
They also showed that for dense proton beams, the oblique modes have an important role in the nonlinear
stage of electromagnetic instability [24]. Verscharen and Chandran [25] studied the polarization
properties of both oblique and parallel propagating waves in the presence of ion beam and found that
minimum beam speed required to excite such instabilities was significantly smaller for the former mode
than for latter mode with k×B0 = 0. Maneva et al. [26] examined the comparative behavior of parallel
vs oblique Alfven cyclotron waves in the observed heating and acceleration alpha particles in the fast
solar wind. They aimed to find which propagation angles were the most efficient in preferentially heating
the alpha particles within the considered low frequency turbulent wave spectra. Gao et al. [27] found
that the obliquely propagating Alfven waves can be excited by alpha/proton instability, and background
proton component & alpha component can be heated resonantly by Alfven waves. The study of oblique
modes is very important in the thermodynamics of minor ions in the solar wind and may also find
application within the Earth’s bow shock as well as to basic plasma processes.

In the present paper, we study the reaction of oblique shear Alfven waves with an ion beam forced
into magnetized plasma parallel to the magnetic field. In Section 2, instability analysis is given. The
dispersion relation and growth rate of Alfven waves for fast and slow cyclotron interactions are derived
in the absence as well as in the presence of plasma and beam collisions, and the results are discussed.
Finally, the conclusion is given in Section 3.

2. INSTABILITY ANALYSIS

Assume a plasma in a dc background magnetic field Bs ∥ ẑ, with electron density neo, ion density nio,
electron mass me, ion mass mi, electron charge −e, and ion charge e. A positively charged particle-beam
having mass mb, charge qb, and density nbo passes parallel to the magnetic field, through the plasma
along the z-direction with velocity vbo. Consider that an electromagnetic Alfven wave is propagating
through the plasma with electric field

E⃗ = Ae−i(ωt−k⃗·r⃗), where k⃗ = kxx̂+ kz ẑ.

The magnetic field of the electromagnetic wave is given as B⃗ = ck⃗ × E⃗/ω.
The equation of motion, governing the drift velocity of plasma ions, plasma electrons, and beam

particles, is

m

[
∂υ⃗

∂t
+ υ⃗ · ∇υ⃗

]
= −eE⃗ − e

c
υ⃗ ×

(
B⃗s + B⃗

)
− νmυ⃗, (1)

where ν is the collision frequency of beam particles and plasma components. In equilibrium (i.e., in the

absence of the wave), vi = 0 and ve = 0. When wave is present, E⃗ and B⃗ of the wave are treated as
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small or perturbed quantities and result in perturbed velocities υi1, υe1, and υb1 for plasma ions, plasma
electrons, and beam particles, respectively.

On linearizing Eq. (1), we obtain

∂υ⃗1
∂t

= −eE⃗

m
− υ⃗1 × ẑωce − vυ⃗1, (2)

where ωce =
eBs
mc is the electron cyclotron frequency.

By using equation of continuity, we have calculated the number densities of electrons and ions as

∂n

∂t
+ ∇⃗ · (nυ⃗) = 0, (3)

Current densities of different components have been determined using the relation

J⃗ = neυ⃗. (4)

To obtain dispersion relation, the wave equation is given as

∇2E⃗ −∇
(
∇⃗ · E⃗

)
+

ω2

c2
E⃗ = −4πiω

c2
J⃗ . (5)

2.1. Oblique Shear Alfven Wave

We consider an elliptically polarized Alfven wave propagating in X-Z plane with electric vectors also

in X-Z plane, i.e., E⃗ = Exx̂+ Ez ẑ and k⃗ = kxx̂+ kz ẑ, kz = k cos θ and kx = k sin θ.
Obtaining x, y, z-components of Eq. (2), we calculate the perturbed plasma electron velocities as

υe1x =
ieωEx

meω2
ce

, (6)

υe1y = −eExωce

meω2
ce

, (7)

and υe1z =
eEz

meiω
. (8)

Substituting Eqs. (6), (7), and (8) in Eq. (4), we obtain the perturbed plasma electron current densities
as

Je1x = −neo
e2

me

iωEx

ω2
ce

, (9)

Je1y = neo
e2

me

ωceEx

ω2
ce

, (10)

and Je1z = −neoe
2Ez

meiω
. (11)

The perturbed plasma ion current densities are obtained from Eqs. (9), (10), and (11), by replacing e
by −e, me by mi, and ωce by ωci.

Similarly, the perturbed beam electron velocities are obtained using Eq. (2) as

υb1x =
qb
mb

(ν − iω̄) ω̄Ex

ω
[
(ν − iω̄)2 + ω2

bc

] +
qb
mb

vbokx (ν − iω̄)Ez

ω
[
(ν − iω̄)2 + ω2

bc

] , (12)

υb1y = − qb
mb

ω̄ωbcEx

ω
[
(ν − iω̄)2 + ω2

bc

] − qb
mb

vbokxωbcEz

ω
[
(ν − iω̄)2 + ω2

bc

] , (13)

and υb1z =
qbEz

mb (ν − iω̄)
, (14)

where ωbc is the cyclotron frequency of beam particles and ω̄ = ω − kzυbo.
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The perturbed beam particle current densities calculated using Eq. (4) are

Jb1x =
q2b
mb

nbo (ν − iω̄) ω̄Ex

ω
[
(ν − iω̄)2 + ω2

bc

] +
q2b
mb

nbovbokx (ν − iω̄)Ez

ω
[
(ν − iω̄)2 + ω2

bc

] , (15)

Jb1y = −
q2b
mb

nboω̄ωbcEx

ω
[
(ν − iω̄)2 + ω2

bc

] −
q2b
mb

nbovb0ωbcEz

ω
[
(ν − iω̄)2 + ω2

bc

] , and (16)

Jb1z =
q2b
mb

nbovbokx (ν − iω̄) ω̄Ex

ω
[
(ν − iω̄)2 + ω2

bc

] +
q2bnbo

mb

 ω

ω̄ (ν − iω̄)
+

v2bok
2
x (ν − iω̄)

ωω̄
[
(ν − iω̄)2 + ω2

bc

]
Ez (17)

Substituting Eqs. (9), (10), (11), (15), (16), (17) and corresponding current densities of plasma ions in
Eq. (5), we obtain

ηEx + µEz = 0

µEx + λEz = 0

or

(
η µ
µ λ

)(
Ex

Ez

)
= 0, (18)

where

η = −k2z +
ω2

c2
+

ω2
peω

2

c2ω2
ce

+
ω2
piω

2

c2ω2
ci

+
ω2
pbi(ν − iω̄)ω̄

c2[(ν − iω̄)2 + ω2
bc]

,

µ = kxkz +
ω2
pbivbokx (ν − iω̄)

c2
[
(ν − iω̄)2 + ω2

bc

] ,
λ = −k2x +

ω2

c2
−

ω2
pe

c2
−

ω2
pi

c2
+

ω2
pbiω

2

c2ω̄ (ν − iω̄)
+

ω2
pbv

2
bok

2
xi (ν − iω̄)

c2ω̄
[
(ν − iω̄)2 + ω2

bc

] ,
ω2
pe =

4πneoe
2

me
, ω2

pi =
4πnioe

2

mi
and ω2

pb =
4πnboq

2
d

md
.

(19)

The dispersion relation can be obtained by taking

ηλ− µ2 = 0. (20)

For elliptically polarized mode of propagation, Ex = ±iEz, which gives the dispersion relation as(
ω2 − ω2

s

)
=

−ω2
pb

[(
ω̄2 − kxvboν

) (
ω2
bc − ω̄2

)
− 2ω̄2ν (kxvbo + ν)

](
ω2
bc − ω̄2

)2
(1 +A)

+i
ω̄
[
(kxvbo + ν)

(
ω2
bc − ω̄2

)
+ 2ν

(
ω̄2 − kxvboν

)](
ω2
bc − ω̄2

)2
(1 +A)

, (21)

where ω2
s∓ =

k2zc
2 ∓ ikxkzc

2

(1 +A)
, and A = 1 +

ω2
pe

ω2
ce

+
ω2
pi

ω2
ci

. (22)

Equation (22) is the modified dispersion relation of RH (subscript-) and LH (subscript+) elliptically
polarized oblique shear Alfven wave in the absence of beam.

In terms of θ, the angle of propagation of shear Alfven wave with respect to the ambient magnetic
field, we can write Eq. (22) as

ωs∓ = ωA
1√

1− tan2 θ/2
∓ iωA

1√
cot2 θ/2− 1

. (23)

where ωA = kzc√
1+A

is the Alfven frequency. Eq. (23) indicates that the RH polarized oblique wave

damps, and LH polarized oblique wave grows due to obliquity. The real frequency for both the modes
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increases with angle θ, and the growth (or attenuation) of LH (or RH) waves also increases with angle
θ.

From Eq. (21), we can say that both fast and slow cyclotron interactions are possible for both
LH and RH polarized oblique Alfven waves, in contrast to only slow (or fast) cyclotron interaction for
RH (or LH) polarized parallel propagating Alfven waves. In Fig. 1, the dispersion curves of Alfven
waves are plotted for different wave propagation angles θ(= 0◦, 30◦, 45◦, 60◦, and 80◦), plotted using
Eq. (23) along with the beam mode for beam velocity vbo = 1.69 × 108 cm/s. The frequencies and the
corresponding parallel wave numbers of the unstable modes obtained from the points of intersection
between the beam mode and plasma modes are given in Table 1. The unstable frequency of Alfven
waves ‘ω’ gradually increases while the unstable wave number ‘kz’ decreases with increase in the angle
of wave propagation θ.

× 10× 10 7

Figure 1. Dispersion curves of oblique shear Alfven wave for different angles of propagation θ, (a) 0◦,
(b) 30◦, (c) 45◦, (d) 60◦ and (e) 80◦ and the beam mode (f) with velocity 1.69× 108 cms−1.

Table 1. Angle of propagation, unstable wave numbers and frequencies of oblique shear Alfven waves
and maximum growth rates of wave in the absence and presence of beam-plasma collisions.

θ 0◦ 30◦ 45◦ 60◦ 80◦

kz (cm−1) 0.01223 0.01184 0.01126 0.01021 0.00704

ω (×107 rads−1) 1.5178 1.5245 1.5342 1.5514 1.6054

ω/ωbc 0.8801 0.8840 0.8896 0.8996 0.9309

γ (×105 s−1) 0 1.94053 3.08662 4.52084 8.08631

γwc (×105 s−1) ν = 104 s−1 1.71571 1.75076 1.80275 1.89856 2.24340

Assuming fast cyclotron interaction and considering perturbed quantities

ω = ωs∓ +∆ and ω̄ = ωbc +∆, we get from Eq. (21)

∆3 =
−ω2

pbω̄
2ν

4ωsω2
bc (1 +A)

(∓kxvbo + iωbc) , (24)

or ∆ =

[
ω2
pbνkvbo

4ωs (1 +A)

]1/3

(± sin θ/3 + i cos θ/3) . (25)
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In Eq. (25), a positive imaginary part or the growth rate establishes instability, while a negative
imaginary part indicates damping. A positive (or negative) real part means that the frequency of
wave increases (or decreases) on interaction between beam mode and wave mode. The frequency of
RH polarized mode increases while the frequency of LH polarized mode decreases with the increase
in angle of propagation of wave (θ) with respect to ambient magnetic field, and both the modes
become unstable due to beam-wave interaction. The growth rate increases monotonically as the
angle of propagation increases, but the increase in maximum growth rate in the presence of beam
collisions is nominal. The frequency and growth rate of waves depend mainly on the value of (ω+kzvbo

kxvbo
)

[cf. Eq. (24)]. ω + kzvbo = ωbc = kxvbo corresponds to the case of parallel propagation. The frequency
increases/decreases for RH/LH polarized waves by a factor of 0.5 as θ varies from 0◦ to 90◦ due to
beam-wave interaction, and the maximum growth rate at θ = 80◦ becomes 1.3 times of maximum
growth rate at θ = 30◦.

If the collisions are ignored, Eq. (21) becomes(
ω2 − ω2

s∓
)
=

ω2
pb (ω + kzvbo) kvbo[

(ω + kzvbo)
2 − ω2

bc

]
(1 +A)

exp (∓iθ) (26)

Assuming perturbed quantities for fast cyclotron interaction, we get

∆ =

[
ω2
pb (ω + kzvbo) kvbo

4ωbcωs (1 +A)

]1/2

(cos θ/2∓ i sin θ/2) (27)

Using Eq. (26) we plot, in Fig. 2, the growth rate of oblique shear Alfven wave with beam collision
frequency γwc (in sec−1), and using Eq. (27) we plot, in Fig. 3, the growth rate of oblique shear
Alfven wave without collision frequency γ, as a function of kz, for the same parameters used for
plotting dispersion curves. Fig. 2 shows that the maximum growth rate as well as the spectrum of
the unstable mode increases with the increase in angle of propagation θ. Collisions have induced a
growth in elliptically X-Z polarized wave for parallel propagation.

In the absence of collisions, for angle of propagation θ = 0◦, the condition is analogous to the
interaction of pure Alfven wave, as Ez does not affect the interaction for parallel propagating waves.
The frequency then increases, and growth rate is zero. The beam generates LH polarized waves and
stabilizes the RH polarized wave.

Figure 2. Growth rate γwc (in sec−1) of the unstable mode as a function of kz (in cm−1) for different
angles, (a) 80◦, (b) 60◦, (c) 45◦, (d) 30◦ and (e) 0◦ of propagation of shear Alfven wave in the presence
of beam-plasma collisions.
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Figure 3. Growth rate γ (in sec−1) of the unstable mode as a function of kz (in cm−1) for different
angles, (a) 80◦, (b) 60◦, (c) 45◦ and (d) 30◦ of propagation of shear Alfven wave.

Equation (27) shows that the maximum growth rate of the unstable LH polarized oblique Alfven
waves occurs at more oblique angles. The produced waves heat/accelerate the plasma ions. On the
other hand, the RH polarized oblique Alfven wave loses their energy and heat the beam ions. Li
and Lu [22] have also observed similar results using hybrid simulations. The maximum growth rate
becomes four-fold as θ changes from 30◦ to 80◦, and the unstable wave spectrum decreases with θ.
The maximum growth rate of the LH polarized mode excited at nearly perpendicular propagation is

Figure 4. Growth rates, (a) γ and (b) γwc (in sec−1) of the unstable mode as a function of kz (in
cm−1) for an angle of propagation of shear Alfven wave 60◦ in the absence and presence of beam-plasma
collisions.
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0.05ωbc occurring at 80◦. The maximum frequency of the unstable wave mode decreases slightly with an
increase in propagation angle. From Table 1, we may conclude that the maximum growth rate values
in the presence or absence of beam collisions increase due to obliquity of wave.

Assuming slow cyclotron interaction and considering perturbed quantities ω = ωs∓ + ∆ and
ω̄ = −ωbc +∆, we get from Eq. (26)

∆ =

[
ω2
pbω̄

2νkvbo

4ωsω2
bc (1 +A)

]1/3

{cos (π/6∓ θ/3) + i sin (π/6∓ θ/3)} . (28)

The behaviours of RH and LH polarized waves are reciprocal to each other. As the angle of propagation
θ increases, the frequency of RH mode (or LH mode) increases (or decreases), while the growth rate of
RH mode (or LH mode) decreases (or increases) by small factors.

Figure 5. Growth rate γ (in sec−1) of the unstable mode as a function of B (in gauss) for different
angles, (a) 30◦, (b) 45◦, (c) 60◦ and (d) 80◦ of propagation of shear Alfven wave.

Figure 6. Growth rate γwc (in sec−1) of the unstable mode as a function of B (in gauss) for different
angles, (a) 0◦, (b) 30◦, (c) 45◦, (d) 60◦ and (e) 80◦ of propagation of shear Alfven wave in the presence
of beam-plasma collisions.
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In the absence of collisions, for slow cyclotron interaction, we get

∆ =

[
ω2
pbkvbo

4ωs (1 +A)

]1/2

(± sin θ/2 + i cos θ/2) . (29)

The frequency of RH mode increases, while that of LH mode decreases in this interaction, while both
the modes grow with time.

Figure 4 shows the comparison of growth rates of unstable shear Alfven modes in the presence
and absence of beam plasma collisions as a function of kz at wave propagation angle of 60◦, which
justifies that the growth rate decreases due to collisions. A rise in the value of ambient magnetic field
raises the maximum growth rate in both the cases as shown in Fig. 5 and Fig. 6. However, the rate
of increase in growth rate is slightly more in the presence of collisions. The variation of growth rate of
the unstable mode with the number densities of electrons in the plasma are shown in Fig. 7 and Fig. 8
for different angles of propagation without and with beam plasma collisions. Increase in the number

Figure 7. Growth rate γ (in sec−1) of the unstable mode as a function of neo (in cm−3) for different
angles, (a) 30◦, (b) 45◦, (c) 60◦ and (d) 80◦ of propagation of shear Alfven wave.

Figure 8. Growth rate γwc (in sec−1) of the unstable mode as a function of neo (in cm−3) for different
angles, (a) 0◦, (b) 30◦, (c) 45◦, (d) 60◦ and (e) 80◦ of propagation of shear Alfven wave in the presence
of beam-plasma collisions.
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density of electrons decreases the relative density of beam ions in plasma, thus decreasing the growth
rate of modes. It can also be seen from the growth rate expressions that an increase in the ion beam
velocity increases the growth rate. Similar results for growth rates have also been observed by Xiang et
al. [28], and they have also observed a higher growth rate for RH waves than the LH waves.

3. CONCLUSION

In this paper, we show that an ion beam can efficiently transfer its energy to plasma through wave
generation. The beam ions are resonant with both the parallel and oblique shear Alfven modes. The
frequency of waves may increase or decrease depending upon the polarization of waves. For oblique shear
Alfven waves, the waves grow irrespective of their polarization via beam-wave cyclotron interaction, and
the beam ions do not show Landau resonance. The numerical values of the growth rate are however much
smaller in the presence of collisions, indicating a collisional damping of waves. The growth rates and
frequencies of generated waves are also sensitive to the beam properties. Our results indicate that the
growth rates of LH and RH Alfven modes vary with the velocity of ion beam, number density of plasma
electrons, ambient magnetic field, and collisions in plasma. A stronger magnetic field supports the Alfven
wave generation. For (ω + kzvbo > ωbc), the most unstable mode is the LH polarized oblique Alfven
mode, and for (ω + kzvbo < ωbc), it is the RH polarized oblique Alfven mode, indicating a polarization
reversal after resonance condition. In this case, the beam-wave interaction could take place only for
propagation of Alfven waves and beam ions in opposite direction, with respect to the ambient magnetic
field, and only via fast cyclotron interaction. The growth rate is more for parallel shear Alfven waves
than oblique shear Alfven waves, making them the dominant modes. The study of oblique modes may
find application within the Earth’s bow shock as well as to basic plasma processes and are important
in the thermodynamics of minor ions in the solar wind.

The collision of beam ions with plasma components affects the growth rate as well as the frequency
of generated waves, while the collision between plasma components damps the waves. The effect of
beam collisions can be ignored for beam velocities more than ∼ 108 cm/s, but as the velocity of beam
decreases, the role of collisions becomes more and more significant, and they decrease the growth rate
of Alfven waves. The effect of beam and plasma collisions becomes more significant for heavy ion beams
or in a complex multi-component plasma, which will be a subject of our future work.
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 Media news are making a large part of public opinion and, therefore, must 

not be fake. News on web sites, blogs, and social media must be analyzed 

before being published. In this paper, we present linguistic characteristics of 

media news items to differentiate between fake news and real news using 

machine learning algorithms. Neural fake news generation, headlines created 

by machines, semantic incongruities in text and image captions generated by 

machine are other types of fake news problems. These problems use neural 

networks which mainly control distributional features rather than evidence. 

We propose applying correlation between features set and class, and 
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1. INTRODUCTION 

In the media, fake news refers to news that has been fabricated and is presented to readers as being 

accurate. People in advanced economies are likely to see to more fake content (70%) than real content. Fake 

news can now be created by humans or by artificial intelligence (AI) [1]. There are numerous fact-checking 

tools available, including NewsGuard and Hoaxy. Fact-checking websites, such as PolitiFact, GossipCop, and 

BuzzFeed [2], are still working on improving their ability to identify false information. However, while the 

quality of news content on social media is lower than that of traditional media, around 50% of Americans in 

2021 get news from social media [3]. The revenue from traditional news media is also shrinking, and the online 

publishers are trying to earn advertising revenue by having more clicks on their content. The distrust of facts 

proffered by the established media is also rising. Because of the rapid dissemination, easy access, and low-cost 

dissemination of news on social media, the number of fake news stories is increasing all the time [4]. 

The goal of the linguistic analysis is to look for language leakage, also called predictive linguistic 

cues to detect fake news. Recent work on automatic detection captures the predictive cues or writing style 

using linguistic features, e.g., lexical, syntax, semantic features of the fake content [5], [6]. The news writing 

style captures the frequency of words accounted in content at linguistic-level, choice between noun/pronoun, 

writing cardinal number (CN), adjectives, using verbs at syntax level, and psycho-linguistic attributes at the 

semantic level. Writers of fake news prefer to use their language strategically to influence human 

psychology. 

https://creativecommons.org/licenses/by-sa/4.0/


Int J Artif Intell  ISSN: 2252-8938  

 

Predictive linguistic cues for fake news: a societal artificial intelligence problem (Sandhya Aneja) 

1253 

Rashkin et al. [7] presented that language stylistic cues can determine the truthfulness of text. The 

authors compared the language of real news (from English Gigaword corpus) with that of satire (The Onion, 

The Borowitz Report, Clickhole), hoaxes (American News, DC Gazette), and propaganda (The Natural 

News, Activist Report). The authors observed lexicon markers e.g., swear, 2nd person pronoun, modal 

adverb, action adverb, 1st person pronoun singular, manner adverb, gender, see, negation, strong subjective, 

hedge, superlatives, weak subjective were more prominent in fake news, while number, hear, money, 

assertive, and comparatives were more prominent in the truthful news. The fake news detection algorithm is 

further shown to depend on the stance classification of a news [8]. 

Allcott and Gentzkow [9] studied news articles of the 2016 US elections. They collected 156 news 

articles from which 41 were recorded as anti-Trump and 115 as anti-Clinton. Anti-Clinton articles were 

found 30.3 million times shared on Facebook. The sentiment analysis in [10], [11] including the positive and 

negative sentiment of input text for news classification seems promising. A study by Horne and Adali [10] on 

the headline concerning text-body of news for stance classification concluded that headline in fake news 

repeats the main content. 

Efforts are being made to automate the process of fake news detection [12]–[16]. One such 

technique is Generating aRticles by Only Viewing mEtadata Records (GROVER) [17] which generates fake 

news and then uses nucleus sampling at each time step to sample from the most probable words whose 

cumulative probability comprises the top-p% of the entire vocabulary, to create fake news. It gives around 

92% accuracy. However, when it is applied to human written fake news it gives 73% accuracy. Thus, it is 

required to create classifiers that are trained on language written by humans. Sentences created by generative 

models are distinguishable from human generated text due to the property of low variance and small 

vocabulary. This property is used by descriptors to the validity of the text [18]. The success of machine 

learning models depends on feature engineering since all features of a dataset might not be useful in building 

a machine learning (ML) model for prediction [19]–[23]. Accurate selection of effective features is a crucial 

step for applying ML algorithms. The automated approach given by Maronikolakis et al. [24] applies many 

recurrent neural networks (RNN) models to detect headlines created by humans or machine generated news. 

The paper analyses human and machine generated headlines. It was found that humans were only able to 

identify the fake headlines in 45% of the cases, whereas, the most accurate automatic approach of transfer 

learning in the paper achieved an accuracy of 94%. 

Tan et al. [25] presented an approach to detect the semantic incongruities that are present in text and 

image captions generated by automated machines. The approach determines the authenticity score by using 

the co-occurrences of named entities in the text and captions. The word embeddings of captions and image 

are projected into a common visual semantic space which has a property to be built on fine-grained 

interactions between words in the caption and objects in the image. A semantic similarity score is computed 

for every possible pair of projected word and object features. The final authenticity score of an article is 

determined across those of its images and captions. The approach is compared with GROVER [17] model 

and outperformed the same. Various deep learning-based techniques are being studied to improve the 

correlation [26] between features through an attention mechanism. The techniques extend the feature space 

including multimodal features from audio, video or textual representations into the news content and apply 

the attention mechanism to mine the complex correlations. 

In this paper, fake news detection emphasizes the technique to deeply mine the news content while 

using the linguistic analysis and language feature set using ML algorithms. We propose applying correlation 

between features set and class to compute correlation attribute evaluation metric and covariance metric to 

compute variance over the news items. Proposed feature set can differentiate between fake and real news 

with high accuracy (nearly 97 ± 2 % area under curve (AUC) score) using the AdaBoost model. Main 

contributions of the paper are: 

a) A study of feature set comprising unique words, negative words, neutral words, positive words, 

compound score, noun, adjective, adverb, preposition, CN for fake news classification. 

b) We found a feature set that performed better in comparison to a set of all the features considered in the 

study using the Corr metric. 

c) Results show that the performance of classifiers depend on the news content i.e., linguistic characteristics 

of the news. 

d) Proposed methodology works for balanced, imbalanced, and small datasets. 

 

 

2. METHOD 

We used four datasets from Kaggle, BuzzFeed, PolitiFact, and FakeNews Challenge as shown in 

Table 1. Kaggle-Guardian Dataset comprises fake news from Kaggle and real news from guardian. The 

Kaggle data set contains text and metadata scraped from 244 different websites tagged as bullshit (BS) by the 
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BS detector chrome extension. We considered only English language news available in the Kaggle dataset. 

The total number of english language news that was found is 11439. To compare the linguistic features of 

fake news and real news, we downloaded 9,724 news items from the guardian using guardian application 

programming interface (API). The news items that we downloaded from the guardian were searched with 

keywords based on terms in the Kaggle dataset. 

BuzzFeed news dataset [2] is collected from fact-checking platform BuzzFeed.com containing news 

content body text, headline, and uniform resource locator (URL) of the news posted on Twitter by the users. 

There are 91 real news and 91 fake news propagated through 634,750 social links by 15,257 users. PolitiFact 

news dataset [2] is collected from fact-checking platform PolitiFact.com similar to Buzzfeed. There are 120 

real news and 120 fake news propagated through 574,744 social links by 37,259 users. Fake News Challenge 

Dataset includes news body text, headline, URL of the news posted with its stance correlated by the user. The 

dataset has news categorized into four classes agree, disagree, unrelated, and discuss. We changed four 

classes to two classes by taking agree class as real news while news with stances - disagree, unrelated, and 

discuss as fake news. There are 49,970 total news with 46,293 fake news and 3,678 real news, this is an 

imbalanced dataset with 1:12 ratio. 

 

 

Table 1. Count of news item 
 Kaggle and Guardian BuzzFeed PolitiFact FakeNews 

Real News 9,724 91 120 3,678 
Fake News 11,439 91 120 46,293 

 

 

2.1.  Feature engineering 

To create a feature set, the text of the news was tokenized using word tokenize function of Python 

nltk library. All tokens that were stop-words as per nltk corpus were removed to create clean text. 

SentimentIntensityAnalyzer and pos tag were used on the stem of the words from clean text to compute 

sentiment and parts of speech (POS) tag for each word. SnowballStemmer of Python was used to consider 

stem of the word to ignore different forms of the word. Frequency of POS tag and sentiment categories were 

computed for each news item for all the datasets to create features set. 

 

2.1.1. Features set 

Features set comprises unique words, negative words, neutral words, positive words, compound 

score, noun, adjective, adverb, preposition, verb in base form (VB), verb past tense (VBD), verb in gerund or 

present participle (VBG), verb in past participle (VBN), verb in 3rd person singular present (VBZ), and CN. 

Unique words represent the number of words that are unique in the given text. Unique words were observed 

to make 60-100% of fake news while for real news found in the range 20-80%. Positive and negative words 

represent a measure for identifying the sentiments in the text in terms of intensity and polarity towards 

emotions [27]. For example, in comparison of two sentences “the person is superb” and “the person is good,” 

the sentence “the person is superb” is considered more sensitive in sentiment intensity analyzer.  

Valence aware dictionary for sentiment reasoning (VADAR) [28], a sentiment lexicon available in 

Python, was used for sentiment analysis. VADAR considers acronyms, initialism like laugh out loud (LOL), 

emoticons like ;), or slang like nah as crucial for sentiment analysis. The VADAR provides a compound 

score for intensity scale between -10 to +10. We computed a percentage of negative, positive, and neutral 

words in both real and fake news. We also considered other grammatical and linguistic features like VB 

which represents verb base form (for example take), VBD represent sverb past tense (for example took), 

VBG represents verb gerund/present participle (for example taking), VBN represents verb past participle (for 

example taken), VBZ represents verb 3rd person present (for example takes) and CN represents cardinal 

number. 

 

2.1.2. Features selection 

Selection of features is based on correlation attribute evaluation metric and covariance metric, which 

are computed using correlation between features set and class, and correlation among the features.  

Co-variance of features over the news items is defined by (1) and (2). Let 𝑓1 , 𝑓2, … , 𝑓𝑛 represents frequency 

of all linguistic n features for all m news. We computed 𝜇𝑟𝑒𝑎𝑙  mean frequency of feature 𝑓𝑖 over 𝑚1 real news 

and 𝜇𝑓𝑎𝑘𝑒 mean frequency of feature 𝑓𝑖 over 𝑚2 fake news. We then calculated covariance of each feature for 

each real and fake news item as shown in (1) and (2) respectively. We then worked on Corr metric to filter 

the appropriate features. Correlation Attribute evaluation metrics are combined to select the features, so the 

approach is named as Corr [28]. 
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Step 1: Correlation value shows how much one variable changes for a slight change in another 

variable, and covariance is the direction of the linear relationship between variables. In the proposed method, 

correlation attribute evaluation metric is evaluated between feature and class (𝐶𝑜𝑟𝑟𝑓𝑐) averaged over k 

features. The correlation metric is also evaluated (𝐶𝑜𝑟𝑟𝑓𝑓) with average over k features and the Corr metric 

is calculated, the features with high relationship values are selected. If these values are higher than the 

specified threshold assign value, then the feature is effective, and list is computed in descending order. For 

evaluation of correlation between the features (Corr) correlation between the features set and feature class 

(𝐶𝑜𝑟𝑟𝑓𝑐) is calculated. If the correlation between features set and its class is strong, it indicates strong 

correlation between the features set and class. The wrapper technique is applied to filter the features 

accurately and select effective features for the selected ML algorithms. 

In this technique, features are placed in ascending order with respective correlation values. 

Afterward, a threshold value is assigned, if feature correlation values are higher than a specified threshold 

assigned value the feature is put forward in the descending order. We observed that features-unique, positive, 

negative words and CN are having higher correlation with class and among each other rather than noun, 

adjective words. Here, we combine (1), (2) and (3) and define correlation and covariance attribute evaluation 

metrics (CorrCov metric) that is presented in (4) and Table 2. 

 

 

Table 2. Correlation-covariance attribute evaluation metric 
Attribute 𝑘𝑎𝑣𝑔𝐶𝑜𝑟𝑟𝑓𝑐

𝑛𝑟𝐶𝑜𝑣𝑎𝑟𝑓𝑛 + √𝑘 + 𝑘(𝑘 − 1)𝑎𝑣𝑔𝐶𝑜𝑟𝑟𝑓𝑓

 

A1 = 0.6 

A2 = 0.4 

A3 = 0.3 

 

 

Step 2: We averaged the co-variance of each feature (𝑛𝑟𝐶𝑜𝑣𝑎𝑟𝑓𝑛) over all news items in the dataset 

presented in (1) and (2), and after further normalization, the feature was put in a list in descending order.  

Step 3: Next step is to filter each feature by using the AUC metric of specific ML algorithm. However, the 

algorithm filters each feature one by one using AUC metric and select those features which give high AUC 

metric values. The ML algorithms Naive Bayes, decision tree, random forest, K-nearest neighbor, AdaBoost, 

and support vector machine (SVM) are used to evaluate the AUC metric. Step 4: Final step is verification 

phase to apply Shannon entropy (using (5)) and technique for order of preference by similarity to ideal 

solution (TOPSIS) [29], [30] to get desired selected effective feature set in Table 3. 

 

𝐶𝑜𝑣𝑎𝑟𝑟𝑒𝑎𝑙𝑖𝑡ℎ𝑓𝑒𝑎𝑡𝑢𝑟𝑒
= (𝑓𝑖 −  𝜇𝑟𝑒𝑎𝑙𝑖

) ∗ (𝑓𝑖 − 𝜇𝑟𝑒𝑎𝑙𝑖
)  (1) 

 

𝐶𝑜𝑣𝑎𝑟𝑓𝑎𝑘𝑒𝑖𝑡ℎ𝑓𝑒𝑎𝑡𝑢𝑟𝑒
= (𝑓𝑖 −  𝜇𝑓𝑎𝑘𝑒𝑖

) ∗ (𝑓𝑖 −  𝜇𝑓𝑎𝑘𝑒𝑖
)  (2) 

 
𝑘𝑎𝑣𝑔𝐶𝑜𝑟𝑟𝑓𝑐

√𝑘+𝑘(𝑘−1)𝑎𝑣𝑔𝐶𝑜𝑟𝑟𝑓𝑓

  (3) 

 
𝑘𝑎𝑣𝑔𝐶𝑜𝑟𝑟𝑓𝑐

𝑛𝑟𝐶𝑜𝑣𝑎𝑟𝑓𝑛+√𝑘+𝑘(𝑘−1)𝑎𝑣𝑔𝐶𝑜𝑟𝑟𝑓𝑓

  (4) 

 

𝑒𝑛𝑡 =  − ln(𝑛)−1  ∑ 𝐴𝑖 ln(𝐴𝑖)
𝑛
𝑖=1   (5) 

 

 

Table 3. Decision matrix 

Attribute 
High-

A1 
Medium-

A2 
Medium-

A3 
Low-
A1 

Very High-
A2 

High-
A3 

Low-
A1 

Very Low-
A2 

Medium-
A3 

Writer1 0.7 0.5 0.4 0.3 0.9 0.7 0.3 0.1 0.5 

Writer2 0.8 0.4 0.5 0.2 0.8 0.6 0.2 0.2 0.4 

Writer3 0.6 0.4 0.5 0.1 0.8 0.7 0.1 0.3 0.5 
ent 0.651 0.954 0.954 0.834 0.458 0.715 0.834 0.834 0.954 

div 0.349 0.046 0.046 0.166 0.542 0.285 0.166 0.166 0.046 

wgt 0.134 0.026 0.025 0.093 0.306 0.566 0.093 0.093 0.026 
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Different writers have their different writing style of a news while using language attributes 

(adjectives/adverbs) to write a news. Table 3 is the decision matrix (DM) representing possible different 

values of selected features. In this research, 𝐴1 =  𝑝𝑜𝑠𝑖𝑡𝑖𝑣𝑒, 𝐴2 =  𝑛𝑒𝑔𝑎𝑡𝑖𝑣𝑒, 𝐴3 =  𝑢𝑛𝑖𝑞𝑢𝑒, 𝐴4 =
 𝑐𝑎𝑟𝑑𝑖𝑛𝑎𝑙𝑛𝑢𝑚𝑏𝑒𝑟, 𝐴5 =  𝑣𝑎𝑟𝑖𝑎𝑛𝑐𝑒 features are found to be effective. Let the features sentiments, nouns, 

adjectives have range ℎ𝑖𝑔ℎ = 0.8 − 0.6, 𝑚𝑒𝑑𝑖𝑢𝑚 = 0.5 − 0.4, 𝑎𝑛𝑑 𝑙𝑜𝑤 = 0.3 − 0.1 values in various news 

items then the 𝐷𝑀 =  [𝜌𝑖𝑗]𝑎𝑋𝑏 for different writers is shown in Table 3 where a is the number of writers of 

news items and b is the number of features. Different classifiers may use different informative feature 

selection criteria and therefore differ in classification with different weight choices presented in Table 4.  

 

 

Table 4. Representation for one classifier C1 

Classifier 
High-

A1 
Medium-

A2 
Medium-

A3 
Low-
A1 

Very 
High-A2 

High-
A3 

Low-
A1 

Very 
Low-A2 

Medium-
A3 

Wgt 
Choice 

C1 1 0 0 0 0 0 0 0 1 0.16 

C2 1 1 0 0 0 0 0 0 1 0.186 

C3 1 1 1 1 0 0 0 1 1 0.397 

wgt 0.134 0.026 0.025 0.093 0.306 0.566 0.093 0.093 0.026  

 

 

In (5) and (6) provide a quantization of the attributes. The quantization of different classifiers may 

be used further for training over the datasets by maximization or minimization as in Table 4. Shannon 

entropy (1-divergence) is the measure of uncertainty and TOPSIS is a statistical method in Table 5 to give 

ranking of design alternatives. TOPSIS is applied to choose the best solution on the basis of Euclidean 

distance, shortest distance from the ideal solution (PIS) and the farthest from the negative ideal solution 

(NIS) in Table 5. Each classifier measures the distance (∆𝑘
∗ , ∆𝑘

+) from PIS and NIS; Therefore, the combined 

separation distance can be given as: ∆𝑘 
∗ =  √∑ ∆𝑖𝑘

∗𝑛
𝑖=1 , ∆𝑘

+ =  √∑ ∆𝑖𝑘
+𝑛

𝑖=1 , where ∆𝑘
∗ = (𝑤𝑔𝑡𝑖𝑘 −

𝑀𝐴𝑋(𝑤𝑔𝑡𝑖𝑘)2) and ∆𝑘
+= (𝑤𝑔𝑡𝑖𝑘 − 𝑀𝐼𝑁(𝑤𝑔𝑡𝑖𝑘)2). Each classifier measure closeness of each feature to PIS 

as 𝜂𝑘
∗ =  

∆𝑘
∗

∆𝑘
∗ +∆𝑘

+. Features obtained using Cov-Corr metric are listed in fSet2 in Table 6. 

 

𝑤𝑔𝑡 =  
𝑑𝑖𝑣𝑖

∑ 𝑑𝑖𝑣𝑘
𝑛
𝑘=1

  (6) 

 

 

Table 5. Distance from ideal and negative ideal solution 
Expert PIS NIS 

Model 1 0.397 0.16 

Model 2 0.697 0 

Model 3 0.06 0.1 

 

 

Table 6. Feature sets 
Feature set name List of features 

fSet1 
unique, negative, neutral, positive, compound, noun, adjective, adverb, 

preposition, VB, VBD, VBG, VBN, VBZ, CN, negativeVar, positiveVar, cnVar 
fSet2 unique, negative, positive, CN, uniqueVar, negativeVar, positiveVar, cnVar 

 

 

3. RESULTS AND DISCUSSION 

We used two sets fSet1 and fSet2 as presented in Table 6. The fSet1 comprises all features 

considered to study fake and real news items of four datasets, whereas fSet2 comprises of limited features 

obtained using Cov-Corr metric. We implemented Naive Bayes, decision tree, random forest, k-nearest 

neighbors, AdaBoost, SVM algorithms to compare the classification results using fSet1 and fSet2. The scores 

are obtained by randomly splitting the datasets in the ratio of 0.7:0.3 for the training and cross-validation sets. 

Figure 1 shows comparison of AUC of algorithms when applied on fSet1. Figure 2 shows comparison of F1 

score of algorithms when applied on fSet1. Figure 3 shows comparison of AUC of algorithms when applied 

on fSet2. Figure 4 shows comparison of F1 score of algorithms when applied on fSet2. 

The AUC score is computed from precision-recall curve. We observe high AUC scores for FNC-1 

dataset which has more fake news than real news (imbalanced). In Figures 1, 2, 3 and 4, we observe less F1-

score (𝐹1 =  
2∗𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛∗𝑅𝑒𝑐𝑎𝑙𝑙

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛+𝑅𝑒𝑐𝑎𝑙𝑙
) in comparison to AUC score in the classifications by all the ML algorithms. 

We observe that positive words, negative words, unique words, and CN are the prominent features for the 
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fake news detection from a linguistic analysis of text since the correlation and covariance for the features of 

fSet2 was higher for fake news than real news as resulted in Figures 1 and 2, however, for rest all other 

features correlation and covariance was similar. The Figure 1 depicts AUC score obtained using the unique 

words, negative words, positive words, and CN and the variance of the features (fSet2). In fSet1, we used all 

the features, however, we could achieve comparable performance with a reduced set of the feature set. 

 

 

 
 

Figure 1. Comparison of AUC score of algorithms on fSet1 with varying datasets 

 

 

 
 

Figure 2. Comparison of F1 score of algorithms on fSet1 with varying datasets 

 

 

 
 

Figure 3. Comparison of AUC score of algorithms on fSet2 with varying datasets 

 

 

Decision tree algorithm outperformed in comparison to other algorithms except for random forest 

and AdaBoost. We found that BuzzFeed dataset is the most challenging dataset for all ML algorithms. 

Decision tree algorithm improved AUC Score from 70% with fSet1 to 83% with fSet2 on BuzzFeed dataset. 

Gaussian Naive Bayes classifier did not perform well in this particular example of fake/real news 
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identification for all the datasets. Gaussian Naive Bayes classifier uses statistical information of mean and 

variance of each feature individually over the dataset and then find the joint conditional probability of all 

features to find the unique range of values for each class. In the FNC -1 dataset which has the highest AUC 

score with all algorithms, Naive Bayes classifier obtained the AUC score of 94% for fSet1 and fSet2. 

However, we obtained AUC score of nearly 100% with fSet2 using AdaBoost with base estimator decision 

tree classifier as shown in Figure 3. One of the reasons may be that naive assumption of gaussian Naive 

Bayes may not be true since the number of parts of speech depends on each other. 

 

 

 
 

Figure 4. Comparison of F1 score of algorithms on fSet2 with varying datasets 

 

 

Figure 3 and Figure 4 show that fSet2 outperforms for all the datasets with best performance by 

Adaboost followed by random forest. There is performance difference of the algorithms on the datasets 

wherein SVM classifier performed similar for all datasets, including BuzzFeed dataset shown in Figure 3. 

The SVM classifier is found to be the slowest classifier. We conducted an extensive study to vary all 

parameters, to find out the best values of hyperparameters for the performance metric. Figures 1, 2, 3 and 4 

show F1 and AUC scores for different classifiers and different feature sets fSet1 and fSet2 using the best 

hyperparameters. We also compared the performance of algorithms when using the best hyperparameters and 

using the default set of hyperparameters. There was limited performance gain for the algorithms except for 

random forest classifier and AdaBoost classifier, which improved significantly. The AUC scores of random 

forest classifier and AdaBoost classifier were improved by 13% and 7% respectively. 

Random forest classifier uses subsamples of the feature set to fit into decision tree classifier, and 

then ensemble obtained trees to predict the class. AdaBoost is a boosting algorithm and is used with week 

classifiers. In our example with default parameters, it showed the AUC score of 90% with default estimators 

as decision tree classifier, learning rate 1 and no of estimators as 50. We increased no of estimators to 400 

and improved accuracy by 7% leading to 97% AUC score. Now, we present analysis of datasets: 

Imbalanced dataset (FNC-1): We observed that fSet2 outperforms in comparison to fSet1 with 97 ±
2 % AUC score. Even though the dataset is skewed, the performance of ML algorithms is up to the mark for 

both fSet1 and fSet2. Since feature set fSet2 outperformed in comparison to fSet1, therefore we conclude that 

even though dataset FNC-1 is imbalanced but the frequency of features (e.g. number of unique words, 

number of positive sentiments words in the news items) was sufficient to perform the accurate classification. 

We observed that for this dataset fSet1 (other linguistic features in the fake news items) performance is also 

significant enough due to large numbers of news items (46,293 fake news+3,678 real news) with repeated 

information for ML algorithms to capture the features from real news and fake news. We observed biased 

predictions due to imbalance news items in few cases (e.g. the model predicted fake news items with higher 

accuracy than real news items) and therefore this example presents a scenario of limitation of ML algorithms 

in avoiding automation of bias [31]. 

Limited size datasets (PoltiFact and BuzzFeed): The classifiers resulted in low AUC score in 

comparison to other two datasets. The AUC Score with fSet2 feature set for Buzzfeed is 74 ± 5 %. The AUC 

Score for PolitiFact with fSet2 feature set is 90 ± 10 %. Results show that even the datasets are in limited 

size but the frequency of features in the news is significantly enough therefore the same feature set fSet2 

outperformed for the datasets. PolitiFact dataset is better even with fSet1 even though limited in number of 

real and fake news items. 
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Balanced dataset (Kaggle-Guardian): Feature set fSet2 in comparison to fSet1 improved the 

performance for this dataset up to 91 ± 14 % AUC score. Results show that even the dataset is balanced but 

the frequency of features in the dataset is comparable, therefore, the same feature set fSet2 outperformed for 

the dataset but with less AUC score than FNC-1. This dataset is difficult for classifiers (less AUC score in 

comparison to others) though it is balanced. 

 

 

4. CONCLUSION 

A study on feature sets over four fake news datasets using ML algorithms conclude that feature set 

fSet2 is the reduced feature set over the fSet1 since random forest, AdaBoost, k-nearest neighbor, and SVM 

classifiers obtained high AUC score for fSet2 in comparison to fSet1. The fSet2 is computed using 

covariance and correlation attribute evaluation metric. The four datasets considered under study were having 

different proportion of real and fake news items. Thus, the proposed approach has been tested for limited 

size, imbalanced and balanced datasets. Fake news can be written in regional languages used across the globe 

to spread the distrust among the local public. Detecting fake news for the regional content is challenging 

since regional languages have different linguistic features with limited availability of datasets. Future work is 

proposed over language features for regional languages. 
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Abstract

The present study represents the advancements achieved over the last ten years towards the 

development of electrochemical sensors based on nanomaterials. The versatility, sensitivity, 

selectivity, and capability to analyze samples with minimal to no pre-treatment has created 

electrochemical sensors an attractive and powerful tool for detecting some analgesic and 

antipyretic drugs such as acetaminophen (AP), ibuprofen (IB), aspirin (ASP), and diclofenac 

(DCF). These analgesic and antipyretic drugs are very popular for minor pain and fever 

medications. The controlled doses of these drugs do not harm the human body, but their higher 

concentration can be hazardous for humans. These drugs are also considered as emerging chemical 

pollutants in the environment. Reliable and powerful analytical techniques are thus necessary for 

the detection of these drugs for quality control of pharmaceuticals as well as environmental control. 

This review emphasizes the synthesis of nanostructured materials and their electrochemical 

sensing of analgesic and antipyretic drugs. 

Keywords: Electrochemical sensors; acetaminophen; differential pulse voltammetry; NSAIDs; 

nanomaterials.
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List of Abbreviations used

Abbreviations

AP Acetaminophen

IB Ibuprofen

DCF Diclofenac

ASP Aspirin

NSAIDs Non-steroidal anti-inflammatory drug

NPs Nanoparticles

CV Cyclic voltammetry

ASV Anodic stripping voltammetry

LSV Linear sweep voltammetry

SWV Square wave voltammetry

DPV Differential pulse voltammetry

AA Ascorbic acid

DA Dopamine

CNT Carbon nanotubes

SWCNT Single walled carbon nanotubes

MWCNT Multiwalled carbon nanotubes

RT Room temperature

LOD Limit of detection

SEM Scanning electron microscope

FESEM Field emission electron microscopy
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TEM Transmission electron microscopy

XRD X-ray diffraction

FTIR Fourier transform infrared radiation

CVD Chemical vapor deposition

GO Graphene oxide

rGO reduced Graphene oxide

GCE Glassy Carbon Electrode

Ag Silver

Au Gold

GQDs Graphene quantum dots

UA Uric acid

NiO Nickel oxide

ZnO Zinc oxide

CA Chronoamperometry

1. Introduction

In present times, drugs have become a part of our daily lives because of their therapeutic and 

recreational purposes [1]. Drugs can be categorized in three groups: (a) therapeutic drugs, (b) legal 

drugs, and (c) illicit drugs. Therapeutic drugs are those, which are generally prescribed by doctors 

for treatment of diseases, for example: theophylline to treat lung diseases and propofol to induce 

anesthesia during surgical procedures. Legal drugs such as alcohol, caffeine, and nicotine are 

generally consumed for recreational use in commercial products. These drugs, when consumed, 

provide psychoactive effects in the body. The third type of drugs; illicit drugs are consumed for 
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recreational purposes, which harm the central nervous system and thus invite various prolonged 

health issues [2, 3].Though the last category was developed principally for pharmaceutical 

purposes, its therapeutic use was soon overshadowed by its potential for misuse. For instance, in 

1898, Bayer first used ‘Heroin’ as a new constituent in a cough medicine [3, 4].The utilization of 

therapeutic drugs is continually expanding, with a projected worldwide expenditure of 1.52 trillion 

US dollars by 2023 [5]. These sudden increasing trends reflect essentially the aging total populace 

and the spread of new infections and pandemics, for example; the ongoing novel COVID-19[6, 7]. 

Therapeutic drugs are of various types such as anesthetics, antibiotics, analgesics, cardioactive 

drugs, antineoplastic drugs, and etc. There are various analgesic and antipyretic drugs which are 

consumed by humans in their daily life, such as acetaminophen (paracetamol), ibuprofen, aspirin, 

diclofenac, ascorbic acid, etc. Acetaminophen (AP) (paracetamol or N-acetyl-p-aminophenol) is a 

popular, safe, effective, and extensively used analgesic and antipyretic drug. Acetaminophen is 

used as fever reducer, and to relieve pain associated with various parts of the body, such as 

headache, arthralgia, cancer pain, neuralgia and pain associated to any surgical treatment [8, 9].In 

spite of the fact that AP is a relatively secure medicine, overdose of any drug may have harmful 

effects [10]. The excess dose of AP may cause nephrotoxicity and lethal hepatotoxicity [11]. 

Ibuprofen (IB) falls in the category of painkillers and anti-pyretic drugs. This drug blocks the 

enzyme cyclooxygenase, thus inhibiting prostaglandin biosynthesis. Approximately 90% of 

ibuprofen is converted to hydroxyl and carboxyl metabolites of ibuprofen in the liver with the 

remaining 10% passed unchanged in urine and bile [12, 13]. Ibuprofen is high-selling drug 

worldwide, which is why it is usually the first option for different short-term non-specific 

indications. It is most commonly used to treat fever symptoms, headaches, arthritis, and a variety 

of other common aches and pains. The ease of availability and popularity of ibuprofen makes it 
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one of the most commonly detected and quantified drugs in pharmaceutical analysis. Novel and 

progressive analytical approaches with high accuracy are required for strict control of these drugs 

in pharmaceutical dosages and different biological fluids [14, 15]. In the family of analgesic drugs, 

aspirin (ASP), also known as acetylsalicylic acid, is consumed in minor pain and to reduce fever. 

It can also be used as blood thinner. Aspirin decomposes quickly in solutions of ammonium acetate 

or the acetates, citrates, carbonates, or hydroxides of alkali metals. It is stable in dry air but when 

it comes in contact with moisture, it slowly hydrolysis to acetic and salicylic acids. It has a adverse 

effect on stomach which involves stomach ulcers, stomach bleeding, and worsening asthma [16-

18]. Diclofenac (DCF) is assigned as 2-(2-((2,6-dichlorophenyl) amino) phenyl) acetic acid and is 

a commonly prescribed drug in analgesic and antipyretic drugs because it has  strong antipyretic, 

analgesic, and anti-inflammatory properties [19]. It is efficient in acute joint inflammation, 

rheumatic complaints, and mild to moderate pain [20]. If it is taken in normal therapeutic doses, it 

is safe and does not have toxic effects on the human body. A high dose of DCF may cause negative 

effects such as gastrointestinal disorders, aplastic anemia, and disturbs in renal function [21, 22]. 

Generally, all these drugs (except AP, because it has low anti-inflammatory properties) fall in the 

category of Nonsteroidal anti-inflammatory drugs (NSAIDs), which are frequently used to treat 

fever, pain, and control inflammation. But overdose of any drug may cause severe problems to the 

human body, therefore, the precise detection of pharmaceutical specimens is useful for quality 

control of medication, avoiding major risks to humans. In this context, various analytical 

techniques such as titrimetric [23], spectrofluorometric [24], chemiluminescence [25], liquid 

chromatography [26], spectrophotometry [27], and electrochemical analysis [28, 29] have been 

proposed for the determination of the concentration of different drugs. In titrimetric, 

spectrophotometric, and chemiluminescence techniques, extraction process is needed before the 
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detection, whereas liquid chromatography is a time taking process, making these strategies 

incongruous for routine examination. This makes the requirement of a chemical sensor to detect 

various drugs, which is fast, precise, reliable, and cost effective. An outline of analytical chemistry 

development displays that electrochemical sensors constitute the foremost and fast-developing 

class of chemical sensors. It delivers continuous data about the presence of chemicals in its 

surroundings. Ideally, a chemical sensor offers an explicit kind of response which is directly 

connected to the amount of a selected chemical species. Oxidation or reduction of analyte in the 

electrolyte is the fundamental principle of electrochemical sensors. The changes in electrical 

parameters resulting from the redox reaction are then measured. The cyclic voltammetry (CV), 

anodic stripping voltammetry (ASV), linear sweep voltammetry (LSV), and differential pulse 

voltammetry (DPV) are the most commonly used techniques in electrochemical sensors. Among 

all of these techniques, the electrochemical method has many advantages including simplicity, 

affordability, rapidity, ease of monitoring, and high sensitivity, which play an important role in 

pharmaceutical analysis. Figure 1 shows electrochemical sensors based on nanomaterials for the 

detection of various drugs. These drugs are an electroactive compound that can be 

electrochemically oxidized. Electrochemical sensors show a captivating choice for its fast 

determination and measurement. On conventional materials, the electrochemical oxidation of these 

drugs is an irreversible process. However, it becomes reversible due to the existence of catalytic 

compounds, such as metallic particles, carbon-based nanomaterials and conductive polymers [29-

32].

With noticeable accomplishments in nanoscience and nanotechnology, nanomaterial-based 

electrochemical signal amplifications have acquired incredible capability of improving both 

selectivity and sensibility for electrochemical sensors. It is broadly known that the electrode 
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materials play a crucial role in the development of superior electrochemical sensing platforms for 

distinguishing target molecules through different analytical principles. Furthermore, useful 

nanomaterials not just produce a synergic impact among conductivity, biocompatibility, and 

catalytic activity to speed up the signal transduction, additionally enhance bio recognition events 

with explicitly designed signal labels, leading to highly sensitive bio sensing [33, 34]. In 2018’s 

report, Montaseri et al. discussed the different detection techniques, such as chromatography-mass 

spectrometry, spectroscopic method, capillary electrophoresis method, and electrochemical 

method, for acetaminophen and focused on water treatment and toxicity of acetaminophen [35]. 

Recently, Qian et al. published an article in which they discussed that carbon based materials and 

noble metal nanomaterials play a crucial role in drug sensing due to their high surface to volume 

ratio and high electrical conductivity [36]. Li et al. dispersed the Pd nanoparticles on the GO sheet 

and prepared Pd/GO nanocomposite. The prepared nanocomposite based sensor showed excellent 

reproducibility and stability with wider linear concentration ranges (0.005–0.5 μM and 0.5– 80 

μM) and low detection limit (2.2 nM) towards the sensing of paracetamol [37]. Adekunle et al.  

prepared an electrochemical sensor by using edge-plane pyrolytic graphite electrode (EPPGEs) 

and modified it with SWCNT–iron (III) oxide (SWCNT/Fe2O3) nanoparticles for the  detection of 

dopamine [38]. Ozcelikay et al. developed a sensor for the detection of daptomycin by using 

integration of Au decorated Pt nanoparticles onto the nanocomposite thin film which showed the 

higher sensitivity [39]. So, the main motive of this report is to deliver a general analysis of 

electrochemical sensors and their sensing capability for some previously discussed analgesic and 

antipyretic drugs by using different nanostructured materials. This report also discusses some 

common methods to synthesize the nanomaterials and their use in electrochemical sensors for 

different drugs detection.
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Figure: 1. Schematic of nanomaterials based electrochemical sensors for the detection of different 

drugs.

2.   Fabrication of nanostructured materials  

2.1 Hydrothermal or Solvothermal techniques 

Hydrothermal method is an easy and efficient way for the fabrication of nanomaterials. With this 

process, single and multi-component metal oxides based nanoparticles can be produced with high 

purity. The crystal growth process is executed in an apparatus called autoclave, in which precursors 
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are supplied with water. A temperature difference is sustained at the opposite terminals of the 

growth chamber so that the cooler end causes seeds to take additional growth and the hotter end 

dissolves the nutrient. The main superiority of this technique is the synthesis of fine quality crystals 

with controlled structure like shape and size. But on the other hand, this process is difficult to 

control and there is a limitation of reliability and reproducibility [40, 41].  General synthesis 

procedure of this method is shown in Figure 2. Annadurai et al. reported their work on 

hydrothermally prepared nickel oxide (NiO) modified glassy carbon electrodes. The morphology 

reveals that the size of prepared NiO nanoparticles varies between 15 - 20nm. These NiO modified 

electrodes were utilized for the sensitive detection of 4-acetaminophen by DPV, CV, and 

chronoamperometry (CA) techniques [42]. Nurzulaikha and coworkers prepared the modified 

electrode of graphene/SnO2 nanocomposite, synthesized via hydrothermal route. They used the 

fabricated electrodes for the detection of dopamine in the presence of ascorbic acid (AA). The 

electrode manifested good selectivity, sensitivity and limit of detection in the presence of AA [43]. 

Phosphorus-doped graphene was hydrothermally prepared by the Zhang group and was utilized as 

the electrode material in order to fabricate electrochemical sensors for AP sensing [44]. Xu et al. 

synthesized 3,4 ethylene dioxythiophene (PEDOT)-MnO2 nanocomposite via hydrothermal 

method and used them for amperometric detection of paracetamol [45]. Recently, Ponnada et al. 

reported synthesis of Ag-Cu decorated ZnO nano flower like composite (NFLC) via single step 

hydrothermal method and found suitable for the detection of dopamine with high sensitivity of 

0.68 μA mM−1 cm−2 and low detection limit of 0.21 μM, detected via DPV method [46].
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         Figure 2. Schematic of a typical hydrothermal method to synthesize nanomaterials. 

Lu and co-workers constructed an innovative sensing system by modifying glassy carbon 

electrodes with biomass carbon/metal organic frameworks derived 

Co3O4/FeCo2O4(BC/Co3O4/FeCo2O4) composite. The BC/Co3O4/FeCo2O4 composite was 

prepared by a simple in-situ growth process and calcination treatment attached with hydrothermal 

treatment. First the pinecones were carbonized into BC materials and then Co-based zeolitic 

imidazolate framework ZIF-67 grew in situ on a porous BC matrix; the product was used as a 

precursor material. Afterwards, the precursor was then pyrolyzed to generate BC/Co3O4 

nanocomposites, and then BC/Co3O4/FeCo2O4 composite was synthesized via hydrothermal 

method and calcinations. It was reported that ZIF-67 crystals show rhombic dodecahedral shapes 

[Figure 3A] and the particle sizes were found in the range of 400-600 nm. The FeCo2O4 powders 
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showed the nanorod like morphology in the diameter range of 100-150 nm [Figure 3B] while the 

FESEM images of biomass carbon and BC/Co3O4 are shown in Figure 3C & 3D, respectively. It 

was also observed that upon BC/Co3O4/FeCo2O4 composite formation [Figure 3E and 3F], the 

rhombic dodecahedral morphology of MOF-derived Co3O4 growing on the BC surface turned into 

nanosheets. The electrochemical sensor developed by the prepared composite exhibited superior 

electro-conductivity and vast active surface area because of the synergy effects of BC, MOF-

derived Co3O4 and FeCo2O4 [47]. Razmi et al. synthesized a Fe3O4/MWCNT nanocomposite by 

using hydrothermal method and then prepared TiO2/Fe3O4/MWCNT nanocomposite by following 

sol-gel method. They developed a sensor with the prepared nanocomposite and used it for the 

detection of morphine and diclofenac simultaneously [48].

Figure 3. (A) SEM micrographs of ZIF-67 (B) FeCo2O4 , (C) BC (D) BC/Co3O4 and (E) 

BC/Co3O4/FeCo2O4 composite and (F) the TEM image of BC/Co3O4/FeCo2O4 composite 

(Reprinted with permission from ref. [47]).
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2.2 Sol-gel method:

This method is very beneficial for the synthesis of composites, oxides, and hybrids of organics and 

inorganics. In the sol-gel method, firstly, the metal alkoxide solution undergoes hydrolysis with 

water or alcoholic solution in presence of acid or base, followed by polycondensation. Owing to 

polycondensation, the water molecules were removed, and the liquid phase was transformed into 

the gel phase, which increased the viscosity of the solution. Thereafter, condensation of water 

molecules takes place, and the gel phase changes into the powder phase. An extra heat is essential 

for obtaining fine crystalline powder. A sol-gel method basically uses inorganic polymerization 

reactions. The  superiority of this method is that it’s an easy process for the creation of superfine 

poriferous powder [49, 50]. Bagherinasab et al. reported synthesis of BaFe12O9 by sol gel method 

in which citric acid, Ba(NO3)2•6H2O, Fe (NO3)3•9H2O, and NH3 were utilized as starting materials. 

The FE-SEM results showed hexagonal morphology of BaFe12O19 nanoparticles with particle 

mean size as 76 nm [51 ]. Deiminiat et al. succeeded to make an electrochemical imprinted sensor 

by combining functionalized multiwall carbon nanotubes and lean molecularly imprinted film for 

the detection of dopamine. First, they functionalized multiwalled CNT using nitric acid and 

carboxylic acid then deposited these functionalized multiwalled carbon nanotubes (f-MWCNTs) 

on glassy carbon electrodes. Later, they deposited imprinted film on the assembled f-MWCNTs 

layer using sol–gel method. The sol solution was synthesized by mixing 75µL of PTEOS, 75µL 

of TEOS, 700µL of water, 1100µL of ethanol and 10µL of TFA. All these chemicals were added 

to tramadol in a vial and the solution was stirred to get homogeneous sol at room temperature (RT) 

for 2 hrs. Thereafter, pyrrole solution (50µL) and lithium perchlorate (5.0 mg) were added to the 

mixture and subsequently sonicated for 10 min. Then, the polypyrrole@sol-gel MIP/f-

MWCNTs/GC electrode were fabricated by applying CV between −0.8 V and +0.8 V (versus 
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Ag/AgCl) for 10 cycles having scan rate  (50 mV s−1) in imprinted sol–gel solution , which 

displayed a dense and uniform morphology[52].Similarly, sol-gel imprinted polymer based 

electrochemical sensors for recognition and detection of paracetamol was synthesized by Zhu et 

al.[53]. A sol-gel fabricated Mn2O3-TiO2 decorated graphene electrode was reported for quick and 

selective ultra-sensitive dopamine sensing [54]. Luo and coworkers used one-pot synthesis of a 

graphene oxide molecularly imprinted polymer sol–gel for electrochemical sensing of 

paracetamol, which possessed wide detection range, high selectivity, and  low LOD along with 

good stability [55]. Rouhani et al. fabricated an electrochemical sensor based on modified 

imprinted sol-gel graphite electrode with gold nanoparticles, multiwalled CNT, and 

Preysslerheteropolyacid [56]. 

2.3 Co-precipitation method: This method is widely used for the preparation of high-purity, 

uniform, and multicomponent ceramic precipitates with exact stoichiometry. The aqueous medium 

is required for this method. This method requires the mixing of two or more water soluble divalent 

or trivalent metal ions. These salts undergo a reaction which leads to precipitation of one or more 

water soluble salts. This method has a number of characteristics such as good stoichiometric 

control, uniform mixing, less processing time, and commercially existing chemicals [57]. Figure 

4 represents the schematic of the co-precipitation method to synthesize the nanomaterials.  Singh 

et al. synthesized magnetite (Fe3O4) and hematite (α-Fe2O3) iron oxide nanoparticles via facile co-

precipitation method. The synthesized Fe3O4 material was annealed at 700 °C for 2 h at room 

temperature to obtain α-Fe2O3 phase nanoparticles. The prepared nanoparticles (Fe3O4 and α-

Fe2O3)were used for the  modification of  the glassy carbon electrode, which was further used for 

the electrochemical sensing of AP [58]. 
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Figure 4. Schematic of co-precipitation method to synthesize nanomaterials.

Sivakumar et al. reported the synthesis of active carbon-ZnO(AC-ZnO) nanocomposites. First, 

they prepared ZnO via co-precipitation method using Zn(NO3)2, NaNO3, and NaOH as precursor 

materials; the 1:2 ratio of mango leaves derived activated carbon and ZnO powders were mixed in 

water (10 ml) to prepare ZnO-AC composite. It was observed that each ZnO nanoflake 

microsphere was formed by the interconnected ultrathin nanosheets [Figure 5 a, b], and the ZnO 

nanoflakes were successfully decorated on activated carbon. FESEM images of activated carbon 

at different magnifications are shown in Figure 5 c, d. The ZnO-AC modified GCE were found to 

be suitable to detect acetaminophen within the range from 0.05 to 1380 μM with corresponding 

sensitivity and LOD of about 8.33 μA μM-1 cm-2 and 0.83 μM, respectively. In this study, it was 

reported that AC provided large surface area and better electrochemical performance  for sensor 

applications [59]. 
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Figure 5. SEM micrographs of ZnO (a, b) and AC-ZnO (c, d) at different magnification (Reprinted 

with permission from ref. [59]).

Sheikhshoaie and co-workers synthesized La3+/Co3O4 nanoflowers by co- precipitation method 

and then used them to modify graphite screen printed electrodes for sensitive detection of 

acetaminophen [60]. Taei et al. reported an electrochemical sensor fabricated using Fe2O3 

(0.5)/SnO2 (0.5) nanocomposite for the concurrent detection of acetaminophen, epinephrine, and 

tryptophan [61]. Mutharani et al. synthesized 3D stone-like copper tellurate (Cu3TeO6) via wet 

chemical route and used them in electrochemical sensors for the detection of ibuprofen [62]. Zhang 

et al. prepared ZnO nanoflowers by using the precipitation method and then the oxygen plasma 
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treatment was applied for surface modification. They constructed the electrochemical sensor based 

on these ZnO nanoflowers for the detection of dopamine and diclofenac sodium [63]. 

2.4 Green synthesis

In present times, the formation of nanoparticles using the green synthesis method is an emerging 

shift. The main reasons behind this emergence are safety issues, reaction complications, and high 

cost of conventional methods. The green synthesis method involves plant products like extracts 

and isolates. It has a number of advantages over other methods such as its simplicity, effectiveness, 

strategy, rapid, and sustainability. In this procedure, fairly homogenous nanoparticles are formed 

and there is no requirement of toxic chemicals, high pressure, and energy, which are the main 

benefits of the green synthesis method. In some reactions heating is required, which slightly 

increases the production cost. Zamarchi et al. fabricated a biosensor using silver nanoparticles for 

the detection of paracetamol. Silver nanoparticles were synthesized using silver nitrate as precursor 

and pine nut extract as a stabilizing and reducing agent. The prepared Au NPs displayed spherical 

morphology with average size distribution of 91.0 ± 0.5 nm. The sensor showed linear response 

towards acetaminophen from 4.98 to 33.8 µML-1 with detection limit of 8.50 × 10-8ML−1 and good 

reproducibility [64]. Iranmanesha et al. synthesized CeO2 nanoparticles decorated with carbon 

nanotubes via green synthesis. They mixed CNT (50 mg) and Ce(NO3)2.6H2O (25 mg)using 

mortar, pestle, and transferred this mixture in a glass vial for irradiation in the microwave. The 

CNT served as a microwave absorbing material and heating layer for the decomposition of 

facilitating Ce(NO3)2.6H2O. FE-SEM results revealed that the CeO2/CNT nanocomposite had 

been successfully prepared and the CNT surface was completely covered by CeO2 nanoparticles. 

These nanoparticles were utilized for simultaneous determination of acetaminophen (AP), uric 

acid (UA), ascorbic acid (AA), and dopamine (DA) in real specimens [65]. Kong et al. synthesized 
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rGO-TiN nanohybrid via green synthesis. They first synthesized TiO2 nanoparticles and located 

them in a horizontal alumina tube furnace, raising the temperature of furnace from 0-1000oC at a 

rate of about 3◦C min−1underNH3gas (150 mL min−1). After 6 hrs, they cooled the furnace to room 

temperature to obtain TiN nanoparticles. Later they mixed these nanoparticles with aqueous 

solution of graphene oxide and treated the resultant solution with glucose and Zn foils for 30 min 

at 75◦C under magnetic stirring to obtain rGO–TiN hybrid nanostructures. They further reported 

from TEM data that TiN nanoparticles had a cuboid shape having size ~ 50 nm which were densely 

distributed on the surface of rGO with no free-standing TiN particles. They also found that as-

synthesized rGO–TiN nanohybrid showed excellent electrocatalytic performance for  the 

simultaneous detection of acetaminophen  and 4-aminophenol within the range of  0.06–660 µM 

for acetaminophen and 0.05–520 µM for 4-aminophenol, respectively, along with the low 

detection limits of 0.02 µM for AP and 0.013 µM for 4-aminophenol, respectively [66]. Wang et 

al. reported green synthesis of Pd/Polyoxometalate/nitrogen-doping hollow carbon spheres 

tricomponent nanohybrids for selective electrochemical detection of AP [67]. Avinash et al. 

synthesized copper oxide nanoparticles via green synthesis using aloe vera latex as fuel.  They 

homogeneously mixed the desired amount of cupric nitrate and aloe vera latex, and kept the blend 

in a preheated muffle furnace at 400 ± 10 °C. The reaction mixture bubbled to bring out a 

transparent gel which underwent rapid combustion throughout the volume, leaving a white colored 

highly porous powder, which was further calcined to get CuO nanoparticles. The TEM results 

displayed that the average size of the synthesized nanoparticles was 52 nm [68]. Further, the green 

synthesis of ZnO/Au nanoparticles [69], hematite/graphene nanocomposites [70], nitrogen doped 

carbon dots [71] were also reported.

2.5 Physical Vapor Deposition (PVD)
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In this method, the material is deposited on a surface as a thin film or as nanoparticles. Thermal 

evaporation and sputtered deposition are the examples of highly controlled vacuum techniques that 

cause material to vaporize and then condense on a substrate. For the fabrication of thin films of 

various materials, physical vapor deposition techniques, such as pulsed vapor deposition, are 

commonly used.  While for pulsed laser deposition, laser ablation is used on a solid target which 

results in the generation of plasma of ablated species and then deposited on a substrate to form a 

film. This technique is widely utilized to deposit metal nanoparticles and a thin film on carbon 

nanotubes. It is a very easy method for the formation of thin metal films, but it has some drawbacks 

such as high cost and low volume of material [72, 73]. Khoobi et al. synthesized iron oxide 

nanoparticles by using spray pyrolysis method and then the prepared nanoparticles were 

impregnated in carbon paste matrix to construct a modified sensor for the determination of 

acetaminophen [74].

2.6 Sputtering Technique

This method involves the vaporization of a solid through sputtering with a beam of inert gas ions. 

In the last few years, it was used for the preparation of nanoparticles by using magnetron sputtering 

of metal targets. There is a formation of collimated beams of the nanoparticles and mass 

nanostructured films are deposited on the silicon substrates. The whole process is carried out at 

relatively low pressures (1mTorr). Sputter deposition is executed in a vacuum chamber, where the 

molecules of sputter gas are entered and working pressure is sustained. A high voltage is applied 

to the target (cathode), and free electrons are pushed in a spiral direction by a magnetic system, 

colliding with sputtering gas (argon) atoms, resulting in gas ionization. This continuous process 

generates a glow discharge (plasma) that can be used to ignite. The positively charged gas ions 

captivated towards the target and continued to impinge. This incident occurs many times, reaching 
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the target's surface with energy above the surface binding energy, allowing an atom to be released. 

Metal atoms and gas molecules continuously collide with each other in a vacuum chamber, causing 

atoms to scatter and form a diffuse cloud. This technique has many advantages such as lesser 

impurities in deposited materials, lower cost in comparison to electron-beam lithography systems, 

and composition of sputtered material does not change. With the help of this technique, alloy 

nanoparticles can be formed with simple control on composition. In contrast to these benefits, it 

has some drawbacks; the nature of sputtering gas (inert gasses) can affect the texture, surface 

morphology, composition, and optical properties of nanocrystalline metal oxide thin films or 

nanoparticles [75, 76]. Soganci et al. prepared a single layer of graphene film by CVD method on 

copper foil and then transferred to the FTO glass slide. After this, they decorated copper 

nanoparticles by using the sputtering technique on it. The formed sensor showed sensitivity of 

430.52 μA mM−1 cm-2 in the linear concentration range of 0.01–1.0 mM with the detection limit 

of 7.2 μM [77].

3. Types of electrochemical sensors

Generally, electrochemical sensors are of three types: amperometric, potentiometric and 

conductometric. In amperometric sensors, the current resulting from the oxidation or reduction of 

an electroactive species is measured. This resulting current is produced due to the potential applied 

between a working and reference electrode. While in potentiometric sensors, a local equilibrium 

is set-up on the interface of the sensor, where either the electrode or membrane potential is 

measured, and the concentration of analyte is acquired from the potential distinction between 

working and reference electrodes. On the other hand, in conductometric sensors, conductivity or 

resistivity is measured as a function of analyte concentration [78-81].
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3.1 Potentiometric Sensors

Since early 1930’s, potentiometric sensors have been developed to be the most universal practical 

application. These sensors have three basic device types: ion-selective electrodes (ISE), coated 

wire electrodes (CWES), and field effect transistors (FETS).The ion selective electrode acts as an 

indicator electrode, which has the potential to measure the activity of a specific ionic species 

selectively. In the typical layout, such electrodes are commonly membrane-based devices, 

containing permselective ion-conducting materials, which segregates the specimen from the inside 

of the electrode. Out of these, the first electrode is the working electrode whose potential is decided 

by its environment, while the second one is a reference electrode whose potential is determined by 

a solution that contains the interest in. The potential of the reference electrode is constant and 

potential difference value may be connected with the concentration of the dissolved ion [82, 83]. 

Various approaches for fabricating a cathode, particular to one species, depend on the composition 

and nature of the membrane material. Investigations in this field have unlocked an entire 

arrangement of applications to nearly an unlimited number of analytes, where the solitary 

limitation is the choice of ionophore matrix of the membrane and the dopant. On the basis of the 

nature of membrane, ISEs can be categorized into three classes: glass, liquid, or solid electrodes. 

It is reported that there are more than two dozen ISEs that are commercially accessible from 

Corning, Orion, Beckman, Hitachi, Radiometer and many more. They are broadly utilized for the 

investigation of organic ions and of cationic or anionic species from different effluents, also in the 

production and screening of drugs, utilizing selected response membrane electrodes [79].

In the mid 1970’s, coated-wire electrodes (CWE) were first introduced by Freiser. In the classical 

CWE, a conductor is coated with a suitable ion-selective polymer membrane to make an electrode 

framework that is sensitive to electrolyte concentrations. The response of CWE is nearly the same 
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as of the classical ISE, with respect to detectability and range of concentration. Shamsipur et al. 

prepared a potentiometric sensor for the detection of diclofenac with the detection limit  of 4.0 × 

10−6 M in the concentration range of 1.0 × 10−5 to 1.0 × 10−2 M [84]. 

3.2 Amperometric Sensors

In reference to electroanalytical techniques, amperometric measurements are done by estimating 

the flow of the current in the cell at a constant potential. While a current is measured through 

controlled variations of the potential, it is introduced as voltammetry or voltammetric 

measurement. In both conditions, transfer of electrons is the main operational characteristic of the 

amperometric or voltammetric devices. The primary instrumentation needs controlled-potential 

equipment. The electrochemical cell contains two electrodes immersed in an appropriate 

electrolyte. While a more intricate and normal arrangement includes the utilization of a three-

terminal cell containing working, counter, and reference electrodes. The main reaction occurs at 

the working electrode. On the other hand, the electrode which provides a constant potential in 

comparison to the working electrode is referred to as a reference electrode. Chemically inert 

conducting materials like graphite or platinum are utilized as the auxiliary (or counter) electrode. 

In controlled-potential experiments, a supporting electrolyte is needed to sustain the ionic strength 

constant, decrease in the solution’s resistance, and eliminate electromigration effects [79, 85, 86].

The working electrode materials strongly affect the performance of amperometric sensors.  

Therefore, great efforts have been dedicated to the fabrication and maintenance of the working 

electrodes. The classical electrochemical measurements of analytes started after the invention of 

dropping mercury electrodes by Heyrovsky. In recent years, solid electrodes, fabricated using 

noble metals and different forms of carbon, have been found to be of great interest for the 

development of sensors. The effective advancements in electroanalytical chemistry have led to the 
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development of various electrochemical sensors. For several years, mercury was a very captivating 

material for electrodes due to its renewable surface, extended cathodic potential range window, 

and high reproducibility. But its applications were limited because of its toxicity and limited anodic 

potential. Alternatively, solid electrodes such as nickel, platinum, gold, carbon, and dimensionally 

stable anions became very famous as electrode materials. Because these materials have a low cost, 

multifaceted potential window, chemical inertness, low background current, and the ability for 

different sensing and detection usage. Currently, various nanomaterials are being developed for 

applications to electrochemical sensors [87]. Lima et al. fabricated an amperometric sensor based 

on double walled CNTs/GCE and used it for the sensing of dopamine and catechol. The sensitivity 

for dopamine and catechol was found to be 0.259 and 0.301 µA L µmol-1, respectively [84]. 

3.3 Conductometric Sensors

This type of sensor greatly depends on variations of electrical conductivity of a film or bulk 

substance whose conductivity is influenced by the analyte presented in that material. 

Conductometric methods are fundamentally non-specific. However, there are a few practical 

factors that enable conductometric methods to be capitative, such as its economical perks, 

simplicity since no reference anodes are required, and its insensitivity to light. Besides this, these 

can be miniaturized as planar interdigitated electrodes, and integrated easily by the use of a thin 

film standard technology, which makes it inexpensive and easy to use for applications in a number 

of biosensors and gas sensors. Sadek and co-workers fabricated conductometric sensor for the 

detection of H2 gas. They deposited doped and de-doped nanofibers onto conductometric sapphire 

transducers, and the various concentrations of hydrogen (H2) gas at room temperature were used 

to determine the sensor characteristics. The sensitivity of the H2 sensor was measured as 1.11 for 
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doped and1.07 for de-doped polyaniline nanofiber sensors upon exposure to 1% H2. The dedoped 

nanofibers exhibited better repeatability than the doped nanofibers   [88].

Ghosh and co-workers have developed a low cost conductometric glucose sensor, which can detect  

glucose concentration as low as 10 nm [89].Sun and co-workers have fabricated a conductometric 

sensor based on Tourmaline@ZnO core-shell structure for n-butanol gas detection. It was reported 

that the optimum sensitivity of the sensor  was 120.8–100 ppm n-butanol at 320◦C in 

1%Tourmaline@ZnO sample, which was more than twice that of pure ZnO [90].Wang and 

coworkers have fabricated conductometric sensor to detect ammonia gas by employing titanium 

dioxide nanoparticles decorated black phosphorus (BP) nanosheets as the sensing layer. First, they 

prepared planar interdigital electrodes (IDEs) (thickness of Au/Ti layers: 200 nm/100 nm) onto 

SiO2/Si substrate by lithography and lift-off methods with an active area of 7 mm × 11 mm. Then 

they dropped cast aqueous BP (40 μL), TiO2 (40 μL), and BP-TiO2 (40 μL) solutions on different 

IDEs devices, followed by 60℃ vacuum heating for 2 hrs. and cooling to room temperature. The 

titanium dioxide nanoparticles decorated with BP nanosheets electrodes were found to be suitable 

to detect NH3 in the linear range of 0.5–30 ppm at RT [91].

4. Some voltammetric techniques for electrochemical sensors

In analytical chemistry, voltammetric techniques are widely used for quantitative determination of 

different dissolved organic and inorganic substances. In inorganic, physical, and biological 

chemistry, the use of voltammetric techniques is done for the different purposes such as electron 

transfer and reaction mechanisms, fundamental studies of oxidation and reduction processes, 

kinetics of electron transfer processes, thermodynamic properties of solvated species, and 

adsorption processes on surfaces. This technique is also of interest for the determination of 

compounds in pharmaceuticals.
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The various voltammetric techniques that are used are differentiated from each other by the 

material used as working electrode and the potential function which is applied to the working 

electrode. Some voltammetric techniques are explained in short in this article:

4.1 Linear Sweep Voltammetry (LSV)

In this analysis method, linear potential is applied, which sweeps to the working electrode while 

the current flowing in the circuit is being simultaneously measured. A signal generator produces a 

voltage sweep from E, to Ef, and a potentiostat applies this potential wave to the electrode under 

study. The direction of scan can be positive or negative, and in principle the sweep rate can possess 

any constant value:

𝑆𝑤𝑒𝑒𝑝 = 𝑑𝐸/𝑑𝑇

This technique is generally used in polarography  under well-defined conditions; the limiting 

current derived from a redox process in the solution during LSV may be used to quantitatively 

determine the concentration of electroactive species in the solution [92]. Vilian and co-workers 

investigated the electrochemical performance of dopamine and paracetamol by using a sensor, 

based on ZrO2 nanoparticles supported on graphene oxide. The prepared sensor showed two well-

defined voltammetric potential peaks at 0.34V and 0.53V, for dopamine and paracetamol, 

respectively [93].

4.2 Square Wave Voltammetry (SWV)

This voltammetric technique was invented by Ramaley and Krause, and further developed by Oster 

Youngs  and their co-workers [92]. In this analysis method, remarkable versatility is found. It is a 

differential technique in which the potential, in a form of symmetrical square wave of constant 

amplitude, is superimposed on a bare staircase potential [94]. In this analysis, the graph is plotted 

between the difference in the current measured in forward (if) and reverse cycle (ir), versus average 
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potential of each waveform cycle. In this technique, the peak potential exists at the Em of the redox 

couple, because the current function is symmetrical around the potential. High sensitivity and 

excellent peak separation are the main benefits of this technique. Kang et al. detected 

acetaminophen in pharmaceutical preparation tablets by using a graphene based sensor. They 

reported a recovery rate from 96.4% to 103.3% with a detection limit of 3.2 × 10−8 M [95]. 

4.3 Differential Pulse Polarography / Voltammetry (DPP/ DPV)

This technique was propounded by Barker and Gardner. With the help of this technique, greater 

sensitivity, more efficient resolutions, and differentiation of various species can be achieved. In 

this technique, each potential pulse is constant, which is of small amplitude (0.01 to 0.1), and the 

current is measured at two points from each pulse, one is just before the application of the pulse 

and another at the end of the pulse. The difference between the current measurements at these 

points, for each pulse, is calculated and plotted against the base potential. This difference in 

currents attains a maximum value near the redox potential while minimum (nearly zero) as the 

current becomes diffusion controlled. Therefore, a symmetric peak is obtained as the current resp 

[92, 94]. Zhang et al. prepared a sensor based on 3D-rGO/GCE nanocomposite for the detection 

of an antibiotic drug. They found two reduction peaks at 170 and  633 mV with detection limit of 

0.15 μmol L‒1, in the detection range of 1–113 μmol L‒1 [96]. Sebastian et al. developed a sensor 

based on GO/3D hierarchical ZnO nanocomposite for the detection of chloramphenicol. The 

electrochemical performance was observed via DPV and CV technique. From DPV technique, the 

LOD of the GO/ZnO modified GCE was found to be about 0.01 μM in the linear range of 0.2–124 

μM, while the sensitivity was found to be about 7.27 μA μM−1 cm−2 and exhibited high stability, 

reproducibility, and repeatability [97]. 

4.4 Anodic Stripping Voltammetry (ASV)
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It is an electrolytic method in which mercury is kept at the negative potential to decrease the metal 

ions in a solution to form an amalgam with the electrode. In this method, the stirring of the solution 

is done to transfer the analyte metal to the electrode as possible for concentration into the amalgam. 

After reducing and accumulating the analyte for a duration, the potential on the electrode increases 

to reoxidize the analyte, and in this way a current signal is generated. The current produced by 

anodic stripping depends on the particular type of mercury electrode, but is directly proportional 

to the concentration of analyte concentrated into the electrode [92]. With the help of this method, 

Mohammed et al. determined the traces of timolol maleate drug by using nafion/carboxylated-

MWCNTs nanocomposite GCE. The LOD was found to be 7.1×10-10 mol L-1 in the linear range 

of 1.0×10-9 - 2.0×10-5 mol L-1 [98].

4.5 Cyclic Voltammetry (CV)

This method was first reported in 1938 and was described by Randies. It is the most commonly 

used technique for achieving qualitative information about electrochemical reactions. The capacity 

of cyclic voltammetry results from its ability to rapidly offer considerable information on the 

thermodynamics of redox processes, couples’ chemical reactions, kinetics of heterogeneous 

electron-transfer events. It is the first experimental approach used in electroanalytical 

investigation, because it provides rapid determination of redox potentials of the electroactive 

species. The CV evaluates both quantitative as well as qualitative information about 

electrochemical processes in working electrode active materials. This technique appeals to a 

potential about the working electrode in place of the fixed potential of the reference electrode; it 

also sweeps side to side linearly between these two predefined potentials. The operating stability 

of the electrolyte limits the potential capacity. The graph is plotted between a time-dependent 

current, which is obtained by scanning the potential range versus scanned potential (E). If IdV is 
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the integrated area under the CV curve, Vs is the potential scan rate and V is the measured potential 

range then the specific capacitance is given by:

                                           C =               (1)         
1

𝑚 ∗ 𝑉𝑠 ∗ 𝑉∫𝑉
0𝐼(𝑉)𝑑𝑉

                                            Cs =                                        (2)
𝐶
𝑚

where C is the evaluated capacitance from equation (1) and m is the active mass of the material 

[92, 94]. For instance, Chethana et al. investigated oxidative behavior of diclofenac by using this 

technique. They prepared the electrode by mixing the carbon paste with tyrosine which greatly 

increased the sensitivity of the CPE. The prepared sensor exhibited a satisfactory LOD of 3.28 µM 

and a sensitivity of 0.1905 µA µM−1 [99]. 

5. Nanomaterials based electrochemical sensing platform for some analgesic and antipyretic 

drugs

5.1 Metal Oxide Nanomaterials

Metal oxide nanoparticles have received much consideration due to their special properties and 

various potential applications [100]. Different morphologies of metal oxide nanoparticles have 

been made through versatile synthesis techniques. These metal oxide nanoparticles exhibit several 

types of photochemical, electrochemical, electronic, and electrical properties because of their 

shape, size, stability, and high surface area. Metal oxide nanoparticles exhibit remarkable qualities 

especially for the noble metal nanoparticle modified electrodes, which usually show good 

electrocatalytic activity in the compounds with slow redox process at unmodified electrodes [101, 

102]. Metal oxide nanoparticles such as TiO2 nanoparticles, ZrO2 nanoparticles, Fe3O4 

nanoparticles, etc. have been successfully used for the development of electrochemical sensors 

because of their catalytic ability; faster electron transfer kinetics and morphology.
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Ozcan et al. constructed a high performance acetaminophen sensor based on zinc (Zn)/zinc oxide 

(ZnO) decorated with reduced graphene oxide surfaces. They have synthesized Zinc (Zn)/zinc 

oxide (ZnO)/reduced graphene oxide nanohybrids by facile chemical precipitation method. It was 

confirmed using XRD, TEM, XPS, and TGA that Zn/ZnO nanoparticles were immobilized on the 

rGO surface with average particle size around 25.1 ± 6.6 nm.  The response of the sensor to detect 

APAP was found to be on a linear range of 0.05 to 2 mM, and high sensitivity of 166.5 ± 6 

μA.mM−1.cm−2 [103].  Kenarkob and Pourghobadi electrochemically synthesized glassy carbon 

electrodes modified with ZnO/Au nanoparticles for acetaminophen sensing. The characterization 

results displayed that Au nanoparticles were well anchored onto ZnO nanospheres. The LOD was 

found to be 9 nM by using SWV technique in the concentration ranges of AP between 0.05‐20 μM 

[69].

Wang et al. prepared Co/Co3O4nanoparticles, coupled with hollow nonporous carbon polyhedrons 

nanoparticles using pyrolysis and subsequent oxidation techniques to develop electrochemical 

sensors for acetaminophen detection. It was reported that pore architectures of hollow carbon 

polyhedrons were found to be favorable for interface features. The mesopore size and micropore 

size distributions of Co/Co3O4@ HNCP were found to have pore diameter from 3 to 7 nm, and 0.6 

to 1.6 nm, respectively. The mesopore size distribution was beneficial for the mass transport and 

adsorption of molecules; the micropore size distributions features, possible discriminating ability 

of the constructed Co/Co3O4@HNCP sensor for electrochemical sensing of AP. The constructed 

Co/Co3O4@HNCP sensor showed  ultrahigh sensitivity (157 μA μM−1) and a very low LOD 

(0.0083 μM) [Figure 6(a-d)] for acetaminophen sensing in the concentration range from 

0.025−2.5 μM and 2.5−50 μM, respectively [67]. Sheikhshoaie and coworkers have synthesized 

La3+/Co3O4 nanoflowers by co-precipitation method and used them to modify graphite screen 
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printed electrodes for acetaminophen detection. The La3+/Co3O4 modified graphite screen printed 

electrode was found to be electrocatalytic active toward the detection of acetaminophen with a 

wide linear range of concentrations from 0.5μM to 250.0μM, and detection limit of 0.09μM [60]. 

Annadurai et al. prepared nickel oxide nanoparticles by the hydrothermal route to modify GCE for 

the determination of acetaminophen. CV, DPV, and amperometry were employed to investigate 

the electrochemical behavior of NiO modified glassy carbon electrodes (3 mm diameter). The size 

of NiO nanoparticles was obtained to be between 15 and 20 nm. It was found from the 

electrochemical studies that the sensor exhibited linear detection range from 7.5 to 3000 mM with 

high sensitivity of 91.0 µA cm-2mM-1, and low detection limit of 0.23 mM. The repeatability and 

dynamic stability of the constructed sensor is shown in Figure 6(e) and Figure 6(f), respectively 

[42]. The electrodeposition preparation technique was adopted by Liu et al. to synthesize nickel 

and copper oxide nanoparticles. These prepared oxides were further used to modify graphene 

electrodes to detect dopamine, acetaminophen, and tryptophan. The modified electrode displayed 

linear response ranges of  0.5–20 μM, 4–400 μM, 0.3–40 μM, and the detection limits of 0.17 μM, 

1.33 μM, 0.1 μM, for detecting dopamine, acetaminophen, and tryptophan, respectively[104]. 

Manikandan and Dharuman prepared un-doped α- Fe2O3, platinum doped Fe2O3, (dPtFe2O3), Pt 

decorated Fe2O3 (sPtFe2O3) and doped and decorated Fe2O3 (sdPtFe2O3) nanoparticles by co-

precipitation method in presence of polyethylene glycol and modified glassy carbon electrode 

surface. These modified electrodes were utilized for the simultaneous detection of melatonin, 

dopamine, and acetaminophen. The experimental results concluded that sdPtFe2O3 has higher 

catalytic activity than the other modified electrodes such as, dPtFe2O3, sPtFe2O3 and un-doped α-

Fe2O3[105a].
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Cao and coworkers have synthesized CeBiOx nanofibers via a simple two-step procedure which 

includes electrospinning and calcination with Ce:Bi ratio of 0.25:0.75, 0.5:0.5, and 0.75:0.25. The 

SEM studies showed uniform, long, and continuous Ce0.75Bi0.25Ox NFs with an average diameter 

of ∼200 nm. They prepared CeBiOx nanofibers with modified screen printed carbon electrodes for 

the detection of acetaminophen. From the DPV studies, it was reported that Ce0.75Bi0.25Ox NFs 

modified SPE showed linear detection range for AP between 2.5 µM to 130 µM with high 

sensitivity of 360 µA mM-1cm-2 and a low detection limit of 0.2 µM [106]. Khoobi et al. 

constructed a modified sensor by using iron oxide nanoparticles by impregnating them in a carbon 

paste matrix for the detection of diclofenac. The developed sensor showed a very low detection 

limit of 2.45 nM in the linear range of 0.01-100.0 µM; it also exhibited long-term stability, good 

sensitivity, and repeatability [74]. Mutharani et al. developed an electrochemical sensor based on 

(Cu3TeO6) for the detection of anti-inflammatory agent ibuprofen in the fluids of the human body. 

The constructed sensor showed the detection limit of 0.017 µM in the linear range of 0.02–5 µM 

and 9–246 µM, respectively. This designed sensor also demonstrated high sensitivity, good 

selectivity, and long term stability [62]. Diouf et al. fabricated an electrochemical sensor by self-

assembling chitosan capped with Au NPs on a screen-printed carbon electrode, for the detection 

of aspirin in tablets and human physiological fluids. The designed sensor demonstrated good 

selectivity, sensitivity, and reproducibility with satisfactory analytical parameters (R2 = 0.97) and 

a low LOD of about 0.03 pg/mL estimated from DPV [107].
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Figure 6. DPV curves for Co/Co3O4@HNCP sensor for sensing of AP in concentration windows 

of (a) 0.025−2.5 μM and (c) 2.5−50 μM. (b) linear calibration curves and (d) logarithmic 

calibration curves (Reprinted with permission from ref.[67]). (e) Repeatability test using DPV and 

(f) Amperometric stability study for the NiO/GCE with 0.25 mM PA addition. Insert shows flow 

chart plot of amperometric current density vs time (Reprinted with permission from ref. [42]).

5.2 Carbon Materials

Carbon, one of the most versatile element found on earth, attracted  a lot of  attention due to its 

special type of hybridization states (sp, sp2 and sp3), which makes it  capable of forming a wide 

range of allotropes from diamond (hardest material) to graphite (softest materials) [108, 109]. 

Recently, various type of carbon based nanomaterials, such as single or multiwalled carbon 

nanotubes (SWCNT or MWCNT) [110], carbon nanostructures, graphene [111], Graphene 
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oxide[112], and reduced graphene oxide [113] have been synthesized, gaining attention due to 

their physical, optical, magnetic, and super electronic properties; these  make carbon suitable for 

wide applications such as  sensing devices [114], energy storage [115], and drug delivery [116].

There are various studies which confirm the use of carbon-based materials for the detection of 

acetaminophen. Cernat and team reported, in their review article, that different configurations of 

carbon such as modified/unmodified carbon nanotubes and graphene could become a good 

candidate for electrochemical sensors and biosensors to detect  acetaminophen [117]. Gopal and 

coworkers fabricated eco-friendly and bio-waste-based hydroxyapatite/rGO hybrid modified 

carbon paste electrodes for the simultaneous detection of dopamine, acetaminophen, and ascorbic 

acid. They used eggshell bio-waste-based hydroxyapatite materials for the sensing applications. 

The electrochemical performance results showed a good linear range for the detection of 

acetaminophen from 20 µM - 160µM [118]. Pham and coworkers have prepared platinum 

decorated rGO modified glassy carbon electrodes via environment friendly electrodeposition 

technique for the detection of acetaminophen. The morphology characterization techniques 

revealed the cauliflower-like structure of Pt particles. The prepared electrochemical sensor was 

able to detect acetaminophen in a linear concentration range from 0.01 to 350 μM, with a detection  

limit of 2.2 nM  [119]. 

Alam and coworkers coated glassy carbon electrode by drop cast method with multi-walled carbon 

nanotubes-β-cyclodextrin composites for low level detection of acetaminophen in water. It was 

reported that the sensor responded to acetaminophen in a linear range of 50 nM - 300 µM with the 

detection limit of 11.5 nM, good reproducibility, high stability, and exclusive selectivity. They 

also mentioned that this improvement was because of electron transfer capability and high 

conductivity of MWCNT, high surface-to-volume ratio of the MWCNT, and higher surface area 
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of the sensor due to the porous structure of CD [110]. Berto et al. designed and tested electro-

activated glassy-carbon electrode for acetaminophen detection in surface water. The sensor 

showed a linear range of 13.3µg L-1 to 33 µg L-1 for acetaminophen. The sensor was able to detect 

acetaminophen concentrations higher than 4.4 µg L-1in untreated samples[120].

Liang and coworkers developed a sensor based on glassy carbon electrodes modified with 

nitrogen-rich porous carbon for acetaminophen detection. They have synthesized nitrogen rich 

porous carbon nanotubes by assisted carbonization of the zeolitic imidazolate framework ZIF-8 

using poly vinylpyrrolidone.  They found from TEM studies that the average size of the ZIF-8 

polyhedra was 70 nm. The pore size of P-NC was found to be distributed in 4–4.5 and 30–50 nm 

range, which confirmed the efficient preparation of a meso-microporous hierarchical structure. 

According to them, the highly porous structure of prepared electrodes provided an interweaving 

network which facilitated more active sites and helped in better transportation of reactants and 

products, contributing to better electrochemical performance. The sensor showed good linearity 

for acetaminophen in the linear range of 3–110 μM, with a minimum LOD ~ 0.5 μM (S/N ¼ 3) 

and the sensor was efficiently applied to the detection of acetaminophen in urine samples. Figure 

7(a) displays DPV voltammograms while Figure 7(b) shows the calibration plot of the synthesized 

sample [121]. 

Amiri et al. reported carbon nanoparticle modified carbon paste electrodes for detection of 

paracetamol, phenylephrine, and dextromethorphan. The paste design consisted of an hydrophobic 

binder, hydrophobic graphite as a conducting component, and a nanoparticulate thin film with 

hydrophilic surface to provide sensitivity and selectivity. The sensor was found to be suitable for 

detection of acetaminophen in the linear range of 1 x 10-7 M to 1.0 x 10-3 M, with a detection limit 

of 1.5 x 10-8M [9].

Page 36 of 79Materials Advances

M
at

er
ia

ls
A

dv
an

ce
s

A
cc

ep
te

d
M

an
us

cr
ip

t

O
pe

n 
A

cc
es

s 
A

rt
ic

le
. P

ub
lis

he
d 

on
 2

5 
N

ov
em

be
r 

20
22

. D
ow

nl
oa

de
d 

on
 1

2/
5/

20
22

 5
:0

9:
35

 A
M

. 
 T

hi
s 

ar
tic

le
 is

 li
ce

ns
ed

 u
nd

er
 a

 C
re

at
iv

e 
C

om
m

on
s 

A
ttr

ib
ut

io
n 

3.
0 

U
np

or
te

d 
L

ic
en

ce
.

View Article Online
DOI: 10.1039/D2MA00896C

http://creativecommons.org/licenses/by/3.0/
http://creativecommons.org/licenses/by/3.0/
https://doi.org/10.1039/d2ma00896c


37

Tsierkezos studied the effect of the incorporation of nitrogen on electrocatalytic activity of 

MWCNTs. They synthesized vertically aligned MWCNTs onto oxidized porous silicon wafer by 

means of catalytic CVD technique using acetonitrile as carbon source material and ferrocene as 

catalyst. The solution of ferrocene in acetonitrile (1% w/w) was introduced to a furnace at 900 °C 

through a syringe with a flow rate of0.2 ml min−1 to fabricated nitrogen-doped multiwalled carbon 

nanotubes. The modified carbon nanotubes were utilized to develop the electrochemical sensor for 

acetaminophen sensing. It was investigated that the sensor detection ability was enhanced by the 

nitrogen doping in CNTs. The sensor based on the pristine MWCNTs recorded very low sensitivity 

(0.6010 AM−1cm−2) and detection limit (0.950 μM),but nitrogen doped MWCNT sensor's detection 

limit; sensitivity increased significantly to 0.485μM and 0.8406 A M−1 cm−2, respectively [122]. 

Barsan and coworkers have developed and characterized acetaminophen sensors in two different 

architectures. In first configuration, they electropolymerized PMG onto graphite-epoxy composite 

electrode (CE) and then coated these electrodes with fCNT (fCNT/PMG/CE); in second 

architecture they coated CE with fCNT and then electropolymerized PMG onto these electrodes 

(PMG/fCNT/CE). It was observed that on fCNT/CE, the polymer was better formed compared to 

CE because of the higher surface area of fCNTs. The sensors were used to detect pyridoxine and 

acetaminophen, observing that fCNT-PMG-CE possessed  higher sensitivity than PMG-fCNT-CE 

[123]. Li and coworkers described the fabrication of layer-by-layer (LBL) carboxylic acid 

functionalized multiwalled CNT on glassy carbon electrodes to develop an electrochemical sensor 

for paracetamol (Acetaminophen). The covalent LBL assembly was confirmed using SEM.  It was 

reported that the modified  electrode with six layers exhibited good sensitivity of 2.293 μA M-1 

cm-2 in the linear range and detection limit of  1-200 μM and  0.092 μM [93]. Sarhangzadeh et al. 

constructed a sensor for the simultaneous detection of diclofenac and indomethacin by using 
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MWCNT and ionic liquid modified carbon ceramic electrodes. By using the DPV technique, the 

prepared electrode showed linear calibration curves in the concentration range of 0.05–50 μmol 

L-1 for diclofenac and 1–50 μmol L-1 for indomethacin. The developed sensor showed the limit of 

detection 18 and 260 nM for diclofenac and indomethacin, respectively [124]. Roushani et al. 

fabricated an ultrasensitive sensor by using gold nanoparticles which were electrochemically 

deposited on glassy carbon electrode surface for the detection of ibuprofen in spiked human serum. 

In this study, it was observed that a layer of Au nanoparticles can improve the electrochemical 

performance as well as electron transfer due to its large surface area. The designed sensor 

demonstrated good reproducibility and long-term stability. The detection limit was found to be 0.5 

p mol-1 in the concentration range from 0.005 nmol-1 to 7 nmol-1 [125]. Suresh et al. simultaneously 

detected paracetamol and ibuprofen in different tablets by using glassy carbon electrodes with the 

help of stripping SWV and DPV. The constructed sensor showed good repeatability and recorded 

a detection limit (LOD) of 0.96 μmol L−1 in a linear concentration range between 1.45 and 

3.87 μmol L−1. It was reported that this type of sensor can be successfully used for both drugs (AP 

and IB) in commercial tablets. This obtained data was found in agreement with the data of many 

manufacturing companies [126].
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Figure 7. (A) DPV curves of AP at different concentrations on P-NC/GCE in 0.1 M PBS (pH 7.0). 

(B) Calibration plot of peak current as a function of concentration of AP (Reprinted with 

permission from ref. [121]).

5.3 Nanocomposites:

Nanocomposites have the properties of their components including a new characteristic due to the 

synergistic effect. Because of their new features, nanocomposites are widely employed in 

electrochemical sensors to detect different drugs. Various investigations have been done on 

nanocomposite based electrochemical sensors for the detection of different drugs. Hao et al. 

synthesized copper nanowires and used them to prepare Cu Nanowire/Graphene oxide 

nanocomposite (Cu-NW/GO). Later they modified glassy carbon electrodes using this Cu-NW/GO 

nanocomposite for the simultaneous detection of acetaminophen, dopamine, and ascorbic acid. 

They reported that the sensor presented a wide linear range from 1–60 μM, 1–100 μM, and 1–100 

μM with detection limit of 50, 410, and 40 nM, for ascorbic acid, dopamine and acetaminophen, 

respectively [127]. Hasanpour et al. prepared a semiconductor composite CuO/CuFe2O4 with p-n 

junction. The prepared nanocomposite was to prepare carbon paste electrodes for the detection of 

acetaminophen and codeine in the biological fluids. The electrode surface area of 
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CuO/CuFe2O4/CPE was observed to be 0.85 cm2 which was 5.21 times greater than the surface 

area of the unmodified carbon paste electrode. It was reported that CuO/CuFe2O4/CPE electrode 

was found suitable for acetaminophen detection with a very low detection limit of 0.007 µmol L-1 

in the linear range of 0.01 - 1.5 µmol L-1 [128]. Lin et al. synthesized graphene/ZrO2 

nanocomposite to modify screen printed carbon electrodes (SPCE), and it also studies their sensing 

properties for acetaminophen detection. Graphene/ZrO2 modified screen printed carbon electrodes 

showed the acetaminophen detection limit of 75.5 nM, in the linear range of 10-100 μM [129]. 

Tamilalagan et al. fabricated (Ni/Zn)O@rGO p-n heterojunction semiconductor nanocomposite 

which was used for acetaminophen detection using the DPV technique. The DPV response curve 

shows the linear relationship between AAP concentration and anodic current. This excellent 

response behavior of synthesized nanocomposite was observed with the detection limit of up to 

2.2 nM in the wider range from 0.009 to 413 μM. On the other hand, (Ni/Zn)O@rGO/GCE 

exhibited high sensitivity of 19.1 μA μM−1 cm−2. This might occur because of larger surface area 

of prepared nanocomposite, where nano-sized spherical particles were found to be decorated on 

the rGO sheets. It was also noticed that (Ni/Zn)O@rGO modified GCE demonstrated very good 

selectivity towards acetaminophen with good repeatability and reproducibility [130]. Nikpanje et 

al. developed an electrochemical sensor based on a carbon paste electrode (CPE), modified with 

ZnO-Zn2SnO4-SnO2 and graphene (ZnO-Zn2SnO4-SnO2/Gr/CPE) for the detection of 

acetaminophen, ascorbic acid, and caffeine. It was shown that the modified electrodes exhibited 

high electrical conductivity which made it a good candidate for electrochemical applications. The 

amperometric response of the electrodes confirmed the detection limits as 0.00364, 0.00385, and 

0.00628 µM for acetaminophen, caffeine, and ascorbic acid in the linear range from 0.008-12 µM, 

0.01-14 µM, and 0.013-16 µM, respectively.  On the other hand, ZnO-Zn2SnO4-SnO2/Gr/CPE 
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based sensor  showed  superb selectivity, repeatability, stability, and reproducibility for the 

determination of acetaminophen, ascorbic acid, and caffeine [131]. Iranmanesh et al. modified 

glassy carbon electrode with CeO2-CNTs nanocomposites and used them for the simultaneous 

detection of ascorbic acid (AA), dopamine (DA), uric acid (UA), and acetaminophen (AP). The 

detection limits for AA, DA, UA and AP were found to be 3.1 nM, 2.6 nM, 2.4 nM, and 4.4 nM 

in the linear range from 0.01–900.0 μM, 0.01–700.0 μM, 0.01–900.0 μM, and 0.01–900.0 μM, 

respectively [65]. 

Afkhami and team developed a novel electrochemical sensor based on carbon paste electrode 

modified with NiFe2O4/graphene nanocomposites for effective and simultaneous detection of 

acetaminophen and tramadol. The morphology and electronic composition of the prepared 

NiFe2O4/graphene nanocomposite was confirmed by the SEM, XRD, and FT-IR spectrometry. 

The limit of detection for acetaminophen and tramadol was confirmed to be 0.0036 and 0.0030 

μmol L-1, respectively. It was found that the sensitivity of the sensor was enhanced by using the 

combination of graphene and NiFe2O4 nanocomposites. The fabricated sensor possessed high 

sensitivity and good stability for clinical assay of tramadol and acetaminophen [132].  Demir and 

group designed an electrochemical sensor based on screen printed electrode modified with 

molybdenum disulphide (MoS2)-titanium dioxide (TiO2)/reduced graphene oxide (rGO) (MoS2-

TiO2/rGO/SPE) nanocomposite for paracetamol detection. The sensor was examined for the effect 

of rGO: MoS2-TiO2 ratio, MoS2-TiO2/rGO composite amount on the screen-printed electrode for 

sensitive and selectivity detection of paracetamol. It was reported that the sensor showed high 

electrocatalytic performance for oxidation of acetaminophen with a low detection limit of 0.046 

μM Ac and a wide linear response in the range of 0.1-125 μM. The sensor was also used for the 

detection of acetaminophen in urine and drug samples with acceptable recovery values [133]. 
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Anuar et al. fabricated modified glassy carbon electrodes with platinum nitrogen-doped graphene 

(Pt/NGr) nanocomposite for sensitive determination of acetaminophen. They reported from TEM 

images that Pt nanoparticles were fairly distributed on the NGr sheets. It was also reported that the 

synergy between nitrogen-doped graphene and platinum nanoparticles enhanced the interfacial 

electron transfer process and showed higher catalytic performance towards the electrochemical 

oxidation of acetaminophen. The sensor was found to be suitable for the detection of 

acetaminophen in a linear range of 0.05–90 μmol L−1 with a detection limit of 0.008 μmol L−1.  

FESEM images are shown in Figure 8(a & b), while Figure 8c and 8d represent the 

electrochemical results of as prepared sensor  [134]. 

Figure 8. FESEM images of (A) NGr, (B) NGr deposited with Pt NPs., (C) Square-wave 

voltammograms with different AC concentrations at Pt/NGr/GCE in 0.1 mol L−1phosphate buffer 
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solution at pH 7.0. (D) A plot of peak current against concentration of AC (Reprinted with 

permission from ref.[134] ).

Shaikshavali et al. fabricated an electrochemical sensor based on MWCNTs decorated with CuO-

Au composite for sensitive determination of acetaminophen and 4-Aminophenol. It was reported 

that the electrochemical activity of CuO-Au/MWCNTs/GCE was higher than bare GCE, CuO-

Au/GCE and MWCNTs/GCE. Good linear response from 0.2 μM to 6.0 μM and 0.5 μM to 1.6 

μM with detection limits of 0.016 μM and 0.105 μM recorded for acetaminophen and 

aminophenol, respectively[135]. Huang and co-workers reported that modified glassy carbon 

electrodes with layered MoS2–graphene composites could be used for acetaminophen detection in 

the linear range of 0.1–100 μM with a detection limit of 2.0×10−8M. The superior electrochemical 

performances resulted because of the robust composite structure and the synergistic effects 

between layered MoS2 and graphene [136]. Kimuam et al. prepared platinum nanoflowers and 

reduced graphene oxide nanocomposite (PtNFs/rGO), using them for the determination of 

diclofenac in urine samples. With the help of the DPV technique, a linear range was observed 

between 0.1−100 μM, with a detection limit of 40 nM. Recovery rate was found to be in the range 

of 85-100%; they proposed that this system might be used in various applications [137]. Goyal et 

al. used SWCNT modified pyrolytic graphite electrode for the determination of diclofenac. 

Diclofenac oxidized at 439 mV and 854 mV, at pH 7.2. It was observed that the modified electrode 

demonstrated excellent catalytic activity as compared to the bare electrode. The calibration curves 

are found to be linear in the concentration range of 1x10-9- 500 x 10-9 M and 25x10-9 –1500 x10-9 

M for peaks I and II, respectively. In this investigation, they used the SWV technique to determine  

diclofenac in biological and pharmaceutical samples [138]. Nasiri et al. constructed a sensor by 

using graphene oxide/CNT nanocomposite and gold nanoparticles for the determination of 
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diclofenac molecules. They used an electrochemical deposition method to deposit AuNPs at the 

surface of MWCNT-GO nanocomposite films. The developed sensor showed good results which 

may be attributed to large surface area of prepared nanocomposite and fast electron transfer rate 

of AuNPs. The detection limit was found to be 0.09 μmol L−1 in the linear range of 0.4–1000 μmol 

L−1 [139].

For the detection of acetaminophen, Charithra et al. fabricated poly asparagine that occurred at the 

modified electrode were pH dependent. The prepared electrode showed a very low detection limit 

of 4.10 ×10 −8 M in the linear range of 20-100 μM [140]. Chen et al. attached CuO, Cu2O, and CuS 

on g-C3N4 to prepare CuX/g-C3N4 composite and used these composite electrodes for 

acetaminophen detection. Figure  9(a) shows the detection of acetaminophen by these synthesized 

nanocomposites. It was found that CuS/g-C3N4, CuO/g-C3N4, and Cu2O/g-C3N4 sensors have wide 

linear ranges of 5 to 500 μM with LOD of 0.26 μM, 5 to 300 μM with  LOD of 0.32 μM, and 5 to 

250 μM with  LOD of 0.47 μM, respectively as shown in Figure 9(b-d) [36]. Shi et al. prepared a 

zinc tetra hydroxy phthalocyanine-reduced graphene oxide nanocomposite (rGO-ZnPc-OH) as an 

electrode material for the acetaminophen sensing in human urine samples including drug 

formulation. It was observed that the formed nanocomposite provided effective electroactive 

surface area. The synergistic enrichment was also seen because of the adsorption of π-π stacking 

and hydrogen bonding of hydroxyl groups [141]. Yigit et al. fabricated graphene-Nafion composite 

film on GCE; they used it for the simultaneous detection of acetaminophen, aspirin and caffeine 

in commercial tablets. The CV and ASV techniques were used for the determination of 

electrochemical behavior of all the mentioned drugs. The oxidation peaks of the designed 

electrochemical sensor were observed at 0.64, 1.04 and 1.44 V and also demonstrated good linear 

current responses with detection limits of 1.2 x 10-9 M, 6.5 x 10-8 M and 3.8 x 10-8 M, respectively 
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[142]. Roushani et al. fabricated a low-cost electrochemical aptasensor for the detection of 

ibuprofen. They formed a nanocomposite with nitrogen doped GQDs and gold nanoparticles which 

have a unique matrix for covalently attaching the Apt molecules. The modified GCE with prepared 

nanocomposite provided higher surface area and electrical conductivity. In this study, riboflavin 

was first used for electrochemical detection of ibuprofen. The detection limit was found to be 33.33 

aM. The obtained results revealed that this type of strategy can be implicated in the design of 

biosensors and electrochemical sensors for the detection of different targets [143]. The literature 

survey mentioned above is summarized in Table 1. 

Figure 9. (a) Detection of AP by CuX/g-C3N4 nanocomposites-based electrochemical sensors, 

(b) (c), and (d) CV curves of paracetamol (AP) on different CuX-C3N4 modified electrodes in the 

presence of dopamine (DA) and ascorbic acid (AA)(Reprinted with permission from ref. [36]).
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Table 1. Comparison data of nanomaterials based electrochemical sensor for the detection 

of drugs. 

Material Synthesis 

Method

Morphology Detection 

Limit

Linear     

Range

Dr

ug

Ref.

MWCNTs Layer by 

layer

- 0.5 µM (5 × 

10−7mol/L)

25–400 µM AP [144]

f-MWCNTs 

modified 

glassy carbon 

electrodes 

(GCEs

- densely packed 0.6 µM (0.6 

µmol L−1)

3–300 μM 

(3–300 µmol 

L−1)

AP [145]

SWCNT 

graphene 

nanosheet 

hybrid film

modified 

Hummers 

method

uniformly 

dispersed

38× 10−3 μM 

(38 nM)

0.05–64.5 

µM.

AP [146]

Iron oxide 

NPs

2.45× 10−3 μM 

(2.45 nM)

0.01-100.0 

µM

DC

F

[74]

Cu3TeO6) Wet 

chemical 

route

Stone like 0.017 µM 0.02-5 µM IB [62]

Nafion/TiO2–

graphene 

_ _ 0.21 μM (2.1 × 

10−7 M)

1–100 µM AP [147]

Page 46 of 79Materials Advances

M
at

er
ia

ls
A

dv
an

ce
s

A
cc

ep
te

d
M

an
us

cr
ip

t

O
pe

n 
A

cc
es

s 
A

rt
ic

le
. P

ub
lis

he
d 

on
 2

5 
N

ov
em

be
r 

20
22

. D
ow

nl
oa

de
d 

on
 1

2/
5/

20
22

 5
:0

9:
35

 A
M

. 
 T

hi
s 

ar
tic

le
 is

 li
ce

ns
ed

 u
nd

er
 a

 C
re

at
iv

e 
C

om
m

on
s 

A
ttr

ib
ut

io
n 

3.
0 

U
np

or
te

d 
L

ic
en

ce
.

View Article Online
DOI: 10.1039/D2MA00896C

http://creativecommons.org/licenses/by/3.0/
http://creativecommons.org/licenses/by/3.0/
https://doi.org/10.1039/d2ma00896c


47

nanocomposit

e

Fe3O4@Au–

S–Fc/GS

Co-

precipitatio

n

0.05 μM AP [148]

MWNTs Molecular 

imprinting 

and sol-gel

3-D network 0.04 μM (4.0 

×10-8mol/L)

8.0 ×10-2–5.0 

×1011 μM 

(8.0 ×10-8–

5.0 

×105mol/L)

AP [53]

ZnO Nanoflowers 0.1–300 μM DA [63]

GO/MIPs modified 

Hummer’s 

method

Curved and 

layer like 

structure

20×10-3 μM 

(20 nM)

0.1 μM to 80 

μM

AP [55]

Fe2O3(0.5)/Sn

O2(0.5)

Solid phase 

reaction

- 0.2 µM (0.2 

µmol L-1)

4.5-876.0 μM 

(4.5–876.0 

µmol L-1)

AP [61]

MoS2 -

Gr/GCE

Solution-

phase 

method

3-D sphere-

like

0.02 µM 0.1-100 µM AP [136]

RGO-Tin 

nanohybrid

Green 

synthesis

Wrinkled and 

flake like

0.02 μM 0.06-660 μM AP [66]
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grapheme-

Nafion 

composite film

6.5×10-8

AS

P

[142]

Graphene/SnO

2 

nanocomposit

e

Hydrotherm

al method

irregular 1µM AP [43]

ERG/GCE - - 0.0021/1.2 µM 0.005–4/5-

800 µM

AP [111]

Activated 

carbon-ZnO 

composite

Co-

precipitatio

n

Nanoflakes 0.02 µM (0.02 

µML-1)

0.05-1380 

µM (0.05-

1380 µmol L-

1)

AP [59]

Cd(OH)2-rGO Co-

precipitatio

n

nanorods-like 0.08 µM 0.1 to 102 

µM

AP [149]

CuO-CuFe2O4 Co-

precipitatio

n

spherical 0.007 µM 

(0.007 µmol L-

1)

0.01-1.5 µM 

(0.01-1.5 

µmol L-1)

AP [128]

γ-Fe2O3 Co-

precipitatio

n

- 75 µM (0.075 

mM)

31-1000 µM 

(3.1×10-5 M 

to 1.0×10-3 

M)

AP [150]
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P-RGO Hydrotherm

al method

- 0.36 µM 1.5–120 µM AP [44]

Graphene/ZrO

2

Green 

synthesis

Sheets 75.5×10-3 μM 

(75.5 nM)

10 - 100 μM AP [129]

Chitosan-Au 

NPs

Chemical 

route

Dispersed 0.03 pg/mL - AS

P

[107]

Pd/POMs/NH

CSs

Green 

synthesis

Nanospheres 3×10-3  μM (3 

nM)

0.63 µM to 

0.083 mM

AP [151]

La3+/Co3 O4 Co-

precipitatio

n

nanoflower 0.09μM 0.5μM to 

250.0μM

AP [60]

Sl-CPE - - 21×10-3μM (21 

nm)

1–160 µM AP [152]

Ag NPs/GCE Green 

synthesis

_ 8.50 × 10-2  µM 

(8.50 × 10-

8mol L-1)

- AP [64]

NiO/GCE Hydrotherm

al method

asymmetric 0.23 µM 7.5-3000 µM AP [42]

CeO2-CNT Green 

synthesis

4.4 ×10-3μM 

(4.4 nM)

0.01–900.0 

μM

AP [65]

rGO/AuNPs/

MWCNTs

Chemical 

route

Tubular/ flaky 42×10-3  μM 

(42 nM)

0.12~12 μM AP [153]
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Cu2O–

CuO/rGO/CP

E

Hummers' 

method/ 

chemical 

reduction

- 0.003 µM 0.008–13 µM AP [154]

SrP/g-CN NSs Thermal 

polymerizat

ion 

technique

Nanosheets 2×10-3  μM 

(2.0 nM)

0.01 to 370 

µM

AP [155]

Ni/C-

400/GCE

Direct 

calcinations 

method

Spherical 4.04×10−2μM 0.20–53.75 

μM

AP [156]

GCE - - 0.96 μM 1.45- 

3.87 μmol 

L−1

IB [126]

PASMCNTM

GPE

- Thick layer 0.04 μM 20–100 μM AP [140]

BC/Co3O4/ 

FeCo2O4

Calcination 

treatment 

with 

hydrotherm

al

Nanosheets 0.02886 μM 0.1- 220 μM AP [47]
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rGO-ZnPc-OH 

nanocomposit

e

Hummers 

method/ 

chemical 

route

Gauzy crinkled 

and folded 

nanosheets

10−2μM (10 

nM)

100 to 800 

μM

AP [141]

(WP6- Pd-

COF) 

nanocomposit

e

Chemical 

route

- 3×104  μM 

(0.03M)

0.1 - 7.5 μM AP [157]

6. Challenges and Future Prospects

Over the past few years, there has been a significant increase in the need for precise and affordable 

methods for the detection and quality of pharmaceutical compounds. As a result, there has been a 

lot of interest in and development of specialized nanomaterial-based electrochemical sensors. For 

the full utilization of the capabilities of advanced electrochemical sensors, a thorough 

understanding of the physicochemical and electronic interactions that take place at the interfaces 

between nanomaterials and relevant analytes is required. In this review, the most recent 

developments in the creation of electrochemical sensors based on nanomaterials for the detection 

of important pharmaceutical drugs such as acetaminophen, Ibuprofen, aminophenol, Diclofenac, 

Dopamine, and others are covered in-depth. Noteworthy progress has been made in combining 

carbon-based nanomaterials with metal nanoparticles, quantum dots, organic functional groups, 

and conductive polymers to produce powerful synergistic effects that will make it easier to catalyze 

reactions with target analytes. Although sensitivity and LOD were often improved with these 

methods, it also causes other problems like fouling and the non-specific adsorption of other species 
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that make it more challenging to commercialize the proposed electrochemical sensors. In fact, few 

researchers have questioned whether adding carbon-based nanomaterials like graphene, GO, and 

CNTs had a synergistic effect on the electrochemical detection of analytes. It was not always 

confirmed that carbon nanomaterials or the modified materials themselves would produce a signal 

that was comparable. Moreover, the improved performance observed after using carbon 

nanomaterials may simply be the result of a rise in the active surface area. For tailoring the design 

of sensing platforms, a thorough understanding of the electrochemical reactions at 

electrode/electrolyte interfaces remains a foremost challenge. Despite the fact that most proposed 

electrochemical sensors have been tested with real samples but there is a significant gap between 

laboratory tests and the commercialization of these sensing devices. To develop and commercialize 

electrochemical sensors and biosensors for the efficient detection of pharmaceutical drugs, the 

industry, as well as multidisciplinary research groups, must collaborate closely. Electrochemical 

sensors and biosensors must be carefully analyzed with regard to their costs and stability in 

addition to their sensitivity and selectivity. For the analysis of pharmaceuticals, chromatographic 

techniques such as HPLC, GC-MS, and LC-MS/MS as well as colorimetric methods are currently 

widely employed in hospitals and laboratories. However, these techniques are often constrained in 

terms of their portability. Electrochemical sensors, on the other hand, have advantages that allow 

them to surpass the limitations of those traditional methods. Using liquid chromatography or mass 

spectrometry in conjunction with electrochemical sensing for effective drug detection is one of the 

newest trends. Over the past few decades, remarkable work has been made in the advancement of 

sophisticated electrochemical sensors and biosensors for the sensing of pharmaceutical 

compounds. An encouraging trend for further improvement in the sensitivity and reduction in the 

detection limits for target analytes through synergistic effects is the use of nanocomposites made 
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of carbon and other nanomaterials like metal nanoparticles, polymers, and functionalized 

nanostructures. 

7. Conclusions:

This review summarizes the recent advances in the fabrication of electrochemical sensors used for 

analgesic antipyretic drug detection. We have discussed some commonly used drugs such as 

acetaminophen, ibuprofen, aspirin, and diclofenac. We deliberately discussed synthesis methods 

of nanomaterials and their utilization in electrochemical sensors for the detection of drugs. 

Generally, the special properties of metals and carbon-based nanomaterials have considerably 

contributed to the advancement of electrochemical sensors. Both the novel and adjusted metal-

based probes often show improved analytical performance over traditional non-nanostructured 

electrochemical frameworks. Electroanalytical techniques utilizing sensing and biosensing 

devices, including carbon and metal oxide-based nanostructure modified electrodes, are promising 

for real-life analytical detection applications. Specifically, diamonds and CNTs have been used as 

electrode materials for electrochemical sensing. Albeit a few challenges still stay, for instance, 

scalability and reproducibility of current "nano" gadgets, the sensing frameworks are especially 

influenced by the properties of the nanostructures utilized. However, greater suitable assessments 

of the few performance properties, including their application for detecting analytes in real world 

samples, are essential before potential commercialization. 
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1 Introduction

Let A be the class of analytic functions normalized by the condition f(0) =
0 = f ′(0)− 1 in the unit disk D := D1, where Dr := {z ∈ C : |z| < r}. We say
that a function f ∈ A is γ-Spirallike of order α if and only if

Re

(

e−iγ zf
′(z)

f(z)

)

> α cos γ,

where γ ∈
(

−π
2 ,

π
2

)

and 0 ≤ α < 1. We denote the class of such functions by
Sγ
p (α). We also denote its convex analog, that is the class CSγ

p(α) of convex
γ-spirallike functions of order α, which is defined below

Re

(

e−iγ

(

1 +
zf ′′(z)

f ′(z)

))

> α cos γ.
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The class Sγ
p (0) was introduced by Spacek [24]. Each function in CSγ

p(α) is
univalent in D, but they do not necessarily be starlike. Further, it is worth to
mention that for general values of γ(|γ| < π/2), a function in CSγ

p(0) need not

be univalent in D. For example: f(z) = i(1− z)i − i ∈ CSπ/4
p (0), but not uni-

valent. Indeed, f ∈ CSγ
p(0) is univalent if 0 < cos γ < 1/2, see Robertson [23]

and Pfaltzgraff [20]. Note that for γ = 0, the classes Sγ
p (α) and CSγ

p(α) reduce
to the classes of starlike and convex functions of order α, given by

Re

(

zf ′(z)

f(z)

)

> α and Re

(

1 +
zf ′′(z)

f ′(z)

)

> α,

which we denote by S∗(α) and C(α), respectively.
In the recent past, connections between the special functions and their ge-

ometrical properties have been established in terms of radius problems [1,2,3,
5,6,7,8,9,10,25]. In this direction, behavior of the positive roots of a special
function and the Laguerre-Pólya class play an evident role. A real entire func-
tion L maps real line into itself is said to be in the Laguerre-Pólya class LP ,
if it can be expressed as follows:

L(x) = cxme−ax2+βx
∏

k≥1

(

1 +
x

xk

)

e
− x

xk ,

where c, β, xk ∈ R, a ≥ 0, m ∈ N ∪ {0} and
∑

xk
−2 <∞, see [2], [12, p. 703],

[18] and the references therein. The class LP consists of entire functions which
can be approximated by polynomials with only real zeros, uniformly on the
compact sets of the complex plane and it is closed under differentiation.

The S∗(α)-radius, which is given below

sup{r ∈ R
+ : Re

(

zg′(z)

g(z)

)

> α, z ∈ Dr}

and similarly, C(α)-radius has recently been obtained for some normalized
forms of Bessel functions [1,3,6] (see Watson’s treatise [26] for more on Bessel
function), Struve functions [1,2], Wright functions [7], Lommel functions [1,
2], Legendre polynomials of odd degree [9] and Ramanujan type entire func-
tions [10]. For their generalization to Ma-Minda classes [19] of starlike and
convex functions, we refer to see [13,16].

With the best of our knowledge, Sγ
p (α)-radius and CSγ

p(α)-radius for special
functions are not handled till date. Therefore, in this paper, we now aim to
derive the radius of γ-Spirallike of order α, which is given below

Rsp(g) = sup

{

r ∈ R
+ : Re

(

e−iγ zg
′(z)

g(z)

)

> α cos γ, z ∈ Dr

}

and also the radius of convex γ-Spirallike of order α, which is

Rc
sp(g) = sup

{

r ∈ R
+ : Re

(

e−iγ

(

1 +
zg′′(z)

g′(z)

))

> α cos γ, z ∈ Dr

}

.

for the function g in A to be a special function.
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2 Wright functions

Let us consider the generalized Bessel function given by

Φ(κ, δ, z) =
∑

n≥0

zn

n!Γ (nκ+ δ)
,

where κ > −1 and z, δ ∈ C, named after E. M. Wright. The function Φ is entire
for κ > −1. From [7, Lemma 1, p. 100], we have the Hadamard factorization

Γ (δ)Φ(κ, δ,−z2) =
∏

n≥1

(

1− z2

ζ2κ,δ,n

)

, (2.1)

where κ, δ > 0 and ζκ,δ,n is the n-th positive root of Φ(κ, δ,−z2) and satisfies
the interlacing property:

ζ̆κ,δ,n < ζκ,δ,n < ζ̆κ,δ,n+1 < ζκ,δ,n+1, (n ≥ 1) (2.2)

where ζ̆κ,δ,n is the n-th positive root of the derivative of the function

Ψκ,δ(z) = zδΦ(κ, δ,−z2).

Since Φ(κ, δ,−z2) 6∈ A, therefore we choose the normalized Wright functions:







fκ,δ(z) =
[

zδΓ (δ)Φ(κ, δ,−z2)
]1/δ

gκ,δ(z) = zΓ (δ)Φ(κ, δ,−z2)
hκ,δ(z) = zΓ (δ)Φ(κ, δ,−z).

(2.3)

For brevity, we write Wκ,δ(z) := Φ(κ, δ,−z2).
Theorem 1 Let κ, δ > 0. The radius of γ-Spirallikeness for the functions
fκ,δ, gκ,δ and hκ,δ are the smallest positive roots of the following equations:

(i) rW ′
κ,δ(r) + δ (1− α) cos γWκ,δ(r) = 0

(ii) rW ′
κ,δ(r) + (1− α) cos γWκ,δ(r) = 0

(iii)
√
rW ′

κ,δ(
√
r) + 2 (1− α) cos γWκ,δ(

√
r) = 0

in |z| < (0, ζκ,δ,1), (0, ζκ,δ,1) and (0, ζ2κ,δ,1), respectively .

Proof Using (2.1), we obtain the following by the logarithmic differentiation
of (2.3):



















zf ′

κ,δ(z)

fκ,δ(z)
= 1 + 1

δ

zW ′

κ,δ(z)

Wκ,δ(z)
= 1− 1

δ

∑

n≥1
2z2

ζ2
κ,δ,n

−z2

zg′

κ,δ(z)

gκ,δ(z)
= 1 +

zW ′

κ,δ(z)

Wκ,δ(z)
= 1−∑n≥1

2z2

ζ2
κ,δ,n

−z2

zh′

κ,δ(z)

hκ,δ(z)
= 1 + 1

2

√
zW ′

κ,δ(
√
z)

Wκ,δ(
√
z)

= 1−∑n≥1
z

ζ2
κ,δ,n

−z
.

(2.4)

We need to show that the following inequalities for α ∈ [0, 1) and γ ∈
(

−π
2 ,

π
2

)

,

Re

(

e−iγ
zf ′

κ,δ(z)

fκ,δ(z)

)

> α cos γ, Re

(

e−iγ
zg′κ,δ(z)

gκ,δ(z)

)

> α cos γ (2.5)
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and

Re

(

e−iγ
zh′κ,δ(z)

hκ,δ(z)

)

> α cos γ

are valid for z ∈ Drsp(fκ,δ), z ∈ Drsp(gκ,δ) and z ∈ Drsp(hκ,δ) respectively, and
each of the above inequalities does not hold in larger disks. It is known [11]
that if z ∈ C and λ ∈ R are such that |z| ≤ r < λ, then

Re

(

z

λ− z

)

≤
∣

∣

∣

∣

z

λ− z

∣

∣

∣

∣

≤ |z|
λ− |z| . (2.6)

Then the inequality

Re

(

z2

ζ2κ,δ,n − z2

)

≤
∣

∣

∣

∣

∣

z2

ζ2κ,δ,n − z2

∣

∣

∣

∣

∣

≤ |z|2

ζ2κ,δ,n − |z|2

holds for every |z| < ζκ,δ,1. Therefore, from (2.4) and (2.6), we have

Re

(

e−iγ
zf ′

κ,δ(z)

fκ,δ(z)

)

= Re
(

e−iγ
)

− 1

δ
Re



e−iγ
∑

n≥1

2z2

ζ2κ,δ,n − z2





≥ cos γ − 1

δ

∣

∣

∣

∣

∣

∣

e−iγ
∑

n≥1

2z2

ζ2κ,δ,n − z2

∣

∣

∣

∣

∣

∣

≥ cos γ − 1

δ

∑

n≥1

2|z|2
ζ2κ,δ,n − |z|2

=
|z|fκ,δ(|z|)
fκ,δ(|z|)

+ cos γ − 1. (2.7)

Equality in the each of the above inequalities (2.9) holds when z = r. Thus,
for r ∈ (0, ζκ,δ,1) it follows that

inf
z∈Dr

{

Re

(

e−iγ
zf ′

κ,δ(z)

fκ,δ(z)
− α cos γ

)}

=
|z| f ′

κ,δ(|z|)
fκ,δ(|z|)

+ (1− α) cos γ − 1.

Now, the mapping Θ : (0, ζκ,δ,1) −→ R defined by

Θ(r) =
rf ′

κ,δ(r)

fκ,δ(r)
+ (1− α) cos γ − 1 = (1− α) cos γ − 1

δ

∑

n≥1

(

2r2

ζ2κ,δ,n − r2

)

.

is strictly decreasing since

Θ′(r) = −1

δ

∑

n≥1







4rζκ,δ,n
(

ζ2κ,δ,n − r2
)2






< 0

for all δ > 0. On the other hand, since

lim
rց0

Θ(r) = (1− α) cos γ > 0 and lim
rրζκ,δ,1

Θ(r) = −∞,
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in view of the minimum principle for harmonic functions imply that the corre-
sponding inequality for fκ,δ in (2) for δ > 0 holds if and only if z ∈ Drsp(fκ,δ),
where rsp(fκ,δ) is the smallest positive root of equation

rf ′
κ,δ(r)

fκ,δ(r)
= 1− (1− α) cos γ

which is equivalent to

1

δ

zW ′
κ,δ(z)

Wκ,δ(z)
= − (1− α) cos γ,

situated in (0, ζκ,δ,1) . Reasoning along the same lines, proofs of the other parts
follows. ⊓⊔

Remark 1 Taking γ = 0 in Theorem 1 yields [7, Theorem 1].

In the following, we deal with convex analogue of the class of γ-spiralllike
functions of order α.

Theorem 2 Let κ, δ > 0 and the functions fκ,δ, gκ,δ and hκ,δ as given in
(2.3). Then

(i) the radius Rc
sp(fκ,δ) is the smallest positive root of the equation

rΨ
′′

κ,δ(r)

Ψ
′

κ,δ(r)
+

(

1

δ
− 1

)

rΨ
′

κ,δ(r)

Ψκ,δ(r)
+ (1− α) cos γ = 0.

(ii) the radius Rc
sp(gκ,δ) is the smallest positive root of the equation

rg′′κ,δ(r) + (1− α) cos γg′κ,δ(r) = 0.

(iii) the radius Rc
sp(hκ,δ) is the smallest positive root of the equation

rh′′κ,δ(r) + (1− α) cos γh′κ,δ(r) = 0.

Proof We first prove the part (i). From (2.1), (2.3) and using the Hadamard

representation Γ (δ)Ψ
′

κ,δ(z) = δzδ−1
∏

n≥1

(

1− z2

ζ̆2
κ,δ,n

)

, (see [7, Eq. 7]), we

have

1 +
zf ′′

κ,δ(z)

f ′
κ,δ(z)

= 1 +
zΨ

′′

κ,δ(z)

Ψ
′

κ,δ(z)
+

(

1

δ
− 1

)

zΨ
′

κ,δ(z)

Ψκ,δ(z)

= 1−
∑

n≥1

2z2

ζ̆2κ,δ,n − z2
−
(

1

δ
− 1

)

∑

n≥1

2z2

ζ2κ,δ,n − z2

and for δ > 1, using the following inequality of [11]:
∣

∣

∣

∣

z

y − z
− λ

z

x− z

∣

∣

∣

∣

≤ |z|
y − |z| − λ

|z|
x− |z| , (x > y > r ≥ |z|) (2.8)
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with λ = 1− 1/δ, we get
∣

∣

∣

∣

∣

zf ′′
κ,δ(z)

f ′
κ,δ(z)

∣

∣

∣

∣

∣

≤ −
rf ′′

κ,δ(r)

f ′
κ,δ(r)

= −
rΨ

′′

κ,δ(r)

Ψ
′

κ,δ(r)
−
(

1

δ
− 1

)

rΨ
′

κ,δ(r)

Ψκ,δ(r)
.

Also, using the inequality ||x| − |y|| ≤ |x− y| and the relation in (2.2), we see
that for δ > 0

∣

∣

∣

∣

∣

zf ′′
κ,δ(z)

f ′
κ,δ(z)

∣

∣

∣

∣

∣

≤ −
rf ′′

κ,δ(r)

f ′
κ,δ(r)

,

holds in|z| = r < ζ̆κ,δ,1. Therefore, we have

Re

(

e−iγ

(

1 +
zf ′′

κ,δ(z)

f ′
κ,δ(z)

))

= Re(e−iγ)− Re



e−iγ





∑

n≥1

2z2

ζ̆2κ,δ,n − z2
+

(

1

δ
− 1

)

∑

n≥1

2z2

ζ2κ,δ,n − z2









≥ cos γ −

∣

∣

∣

∣

∣

∣

∑

n≥1

2z2

ζ̆2κ,δ,n − z2
+

(

1

δ
− 1

)

∑

n≥1

2z2

ζ2κ,δ,n − z2

∣

∣

∣

∣

∣

∣

≥ cos γ +
rf ′′

κ,δ(r)

f ′
κ,δ(r)

(2.9)

hold for δ > 1. Observe that these inequalities also hold for δ > 0. Equality
in the each of the above inequalities (2.9) holds when z = r. Thus, for r ∈
(0, ζ̆κ,δ,1) it follows that

inf
z∈Dr

{

Re

(

e−iγ

(

1 +
zf ′′

κ,δ(z)

f ′
κ,δ(z)

)

− α cos γ

)}

= (1− α) cos γ +
|z| f ′′

κ,δ(|z|)
f ′
κ,δ(|z|)

.

Now, the proof of part (i) follows on similar lines as of Theorem 1.
For the other parts, note that the functions gκ,δ and hκ,δ belong to the

Laguerre-Pólya class LP , which is closed under differentiation, their deriva-
tives g′κ,δ and h′κ,δ also belong to LP and the zeros are real. Thus assuming
τκ,δ,n and ηκ,δ,n are the positive zeros of g′κ,δ and h′κ,δ, respectively, we have
the following representations:

g′κ,δ(z) =
∏

n≥1

(

1− z2

τ2κ,δ,n

)

and h′κ,δ(z) =
∏

n≥1

(

1− z

ηκ,δ,n

)

,

which yield

1 +
zg′′κ,δ(z)

g′κ,δ(z)
= 1−

∑

n≥1

2z2

τ2κ,δ,n − z2
and 1 +

zh′′κ,δ(z)

h′κ,δ(z)
= 1−

∑

n≥1

z

ηκ,δ,n − z
.

Further, reasoning along the same lines as in Theorem 1, the result follows at
once. ⊓⊔
Remark 2 Taking γ = 0 in Theorem 2 yields [7, Theorem 5].
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3 Mittag-Leffler functions

In 1971, Prabhakar [21] introduced the following function

M(µ, ν, a, z) :=
∑

n≥0

(a)nz
n

n!Γ (µn+ ν)
,

where (a)n = Γ (a+n)/Γ (a) denotes the Pochhammer symbol and µ, ν, a > 0.
The functions M(µ, ν, 1, z) and M(µ, 1, 1, z) were introduced and studied by
Wiman and Mittag-Leffler, respectively. Now let us consider the set Wb =
A(Wc) ∪B(Wc), where

Wc :=

{(

1

µ
, ν

)

: 1 < µ < 2, ν ∈ [µ− 1, 1] ∪ [µ, 2]

}

and denote by Wi, the smallest set containing Wb and invariant under the
transformations A, B and C mapping the set {( 1µ , ν) : µ > 1, ν > 0} into itself
and are defined as:

A : ( 1µ , ν) → ( 1
2µ , ν), B : ( 1µ , ν) → ( 1

2µ , µ+ ν),

C : ( 1µ , ν) →
{

( 1µ , ν − 1), if ν > 1;

( 1µ , ν), if 0 < ν ≤ 1.

Kumar and Pathan [17] proved that if ( 1µ , ν) ∈Wi and a > 0, then all zeros of

M(µ, ν, a, z) are real and negative. From [5, Lemma 1, p. 121], we see that if
( 1µ , ν) ∈ Wi and a > 0, then the function M(µ, ν, a,−z2) has infinitley many
zeros, which are all real and have the following representation:

Γ (ν)M(µ, ν, a,−z2) =
∏

n≥1

(

1− z2

λ2µ,ν,a,n

)

,

where λµ,ν,a,n is the n-th positive zero of M(µ, ν, a,−z2) and satisfy the in-
terlacing relation

ξµ,ν,a,n < λµ,ν,a,n < ξµ,ν,a,n+1 < λµ,ν,a,n+1 (n ≥ 1),

where ξµ,ν,a,n is the n-th positive zero of the derivative of zνM(µ, ν, a,−z2).
Since M(µ, ν, a,−z2) 6∈ A, therefore we consider the following normalized
forms (belong to the Laguerre-Pólya class):







fµ,ν,a(z) =
[

zνΓ (ν)M(µ, ν, a,−z2)
]1/ν

,
gµ,ν,a(z) = zΓ (ν)M(µ, ν, a,−z2)
hµ,ν,a(z) = zΓ (ν)M(µ, ν, a,−z).

(3.1)

For brevity, write Lµ,ν,a(z) := M(µ, ν, a,−z2). Now proceeding similarly
as in Section 2, we obtain the following results:
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Theorem 3 Let ( 1µ , ν) ∈ Wi, a > 0. Then the radius of γ-Spirallikeness of

order α for the functions fµ,ν,a, gµ,ν,a and hµ,ν,a given by (3.1) are the smallest
positive roots of the following equations:

(i) rL′
µ,ν,a(r) + δ (1− α) cos γLµ,ν,a(r) = 0

(ii) rL′
µ,ν,a(r) + (1− α) cos γLµ,ν,a(r) = 0

(iii)
√
rL′

µ,ν,a(
√
r) + 2 (1− α) cos γL′

µ,ν,a(
√
r) = 0

in |z| < (0, λµ,ν,a,1), (0, λµ,ν,a,1) and (0, λ2µ,ν,a,1), respectively .

Proof Using (3.1), we obtain after the logarithmic differentiation:



















zf ′

µ,ν,a(z)

fµ,ν,a(z)
= 1− 1

ν

∑

n≥1
2z2

λ2
µ,ν,a,n−z2

zg′

µ,ν,a(z)

gµ,ν,a(z)
= 1−∑n≥1

2z2

λ2
µ,ν,a,n−z2

zh′

µ,ν,a(z)

hµ,ν,a(z)
= 1−∑n≥1

z
λ2
µ,ν,a,n−z .

(3.2)

We need to show that the following inequalities for α ∈ [0, 1) and γ ∈
(

−π
2 ,

π
2

)

,

Re

(

e−iγ
zf ′

µ,ν,a(z)

fµ,ν,a(z)

)

> α cos γ, Re

(

e−iγ
zg′µ,ν,a(z)

gµ,ν,a(z)

)

> α cos γ (3.3)

and

Re

(

e−iγ
zh′µ,ν,a(z)

hµ,ν,a(z)

)

> α cos γ

are valid for z ∈ Drsp(fµ,ν,a), z ∈ Drsp(gµ,ν,a) and z ∈ Drsp(hµ,ν,a) respectively,
and each of the above inequalities does not hold in larger disks. Since us-
ing (2.6)

Re

(

z2

λ2µ,ν,a,n − z2

)

≤
∣

∣

∣

∣

z2

λ2µ,ν,a,n − z2

∣

∣

∣

∣

≤ |z|2

λ2µ,ν,a,n − |z|2
(3.4)

holds for every |z| < λµ,ν,a,1. Therefore, from (3.2) and (3.4), we have

Re

(

e−iγ
zf ′

µ,ν,a(z)

fµ,ν,a(z)

)

= Re
(

e−iγ
)

− 1

ν
Re



e−iγ
∑

n≥1

2z2

λ2µ,ν,a,n − z2





≥ cos γ − 1

ν

∣

∣

∣

∣

∣

∣

e−iγ
∑

n≥1

2z2

λ2µ,ν,a,n − z2

∣

∣

∣

∣

∣

∣

≥ cos γ − 1

ν

∑

n≥1

2|z|2
λ2µ,ν,a,n − |z|2

=
|z|f ′

µ,ν,a(|z|)
fµ,ν,a(|z|)

+ cos γ − 1. (3.5)
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Equality in the each of the above inequalities (3.5) holds when z = r. Thus,
for r ∈ (0, λµ,ν,a,1) it follows that

inf
z∈Dr

{

Re

(

e−iγ
zf ′

µ,ν,a(z)

fµ,ν,a(z)
− α cos γ

)}

=
|z|f ′

µ,ν,a(|z|)
fµ,ν,a(|z|)

+ (1− α) cos γ − 1.

Now, the mapping Θ : (0, λµ,ν,a,1) −→ R defined by

Θ(r) =
rf ′

µ,ν,a(r)

fµ,ν,a(r)
+ (1− α) cos γ− 1 = (1− α) cos γ− 1

ν

∑

n≥1

(

2r2

λ2µ,ν,a,n − r2

)

.

is strictly decreasing since

Θ′(r) = − 1

ν

∑

n≥1

(

4rλµ,ν,a,n
(

λ2µ,ν,a,n − r2
)2

)

< 0

for all ν > 0. On the other hand, since

lim
rց0

Θ(r) = (1− α) cos γ > 0 and lim
rրλµ,ν,a,1

Θ(r) = −∞,

in view of the minimum principle for harmonic functions imply that the
corresponding inequality for fµ,ν,a in (3.3) for ν > 0 holds if and only if
z ∈ Drsp(fµ,ν,a), where rsp(fµ,ν,a) is the smallest positive root of equation

rf ′
µ,ν,a(r)

fµ,ν,a(r)
= 1− (1− α) cos γ

which is equivalent to

1

ν

zL′
µ,ν,a(z)

Lµ,ν,a(z)
= − (1− α) cos γ,

situated in (0, λµ,ν,1) . Reasoning along the same lines, proofs of the other parts
follows. ⊓⊔
Remark 3 Taking γ = 0 in Theorem 3 yields [5, Theorem 1].

In the following, we derive the result for the convex analog proceedings on
similar lines as Theorem 2.

Theorem 4 Let ( 1µ , ν) ∈Wi, a > 0. Let the functions fµ,ν,a, gµ,ν,a and hµ,ν,a
be given by (3.1).Then

(i) the radius Rc
sp(fµ,ν,a) is the smallest positive root of the equation

rf ′′
µ,ν,a(r) + (1− α) cos γf ′

µ,ν,a(r) = 0.

(ii) the radius Rc
sp(gµ,ν,a) is the smallest positive root of the equation

rg′′µ,ν,a(r) + (1− α) cos γg′µ,ν,a(r) = 0.

(iii) the radius Rc
sp(hµ,ν,a) is the smallest positive root of the equation

rh′′µ,ν,a(r) − (1− α) cos γh′µ,ν,a(r) = 0.

Remark 4 Taking γ = 0 in Theorem 4 yields [5, Theorem 3].
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4 Legendre polynomials

The Legendre polynomials Pn are the solutions of the Legendre differential
equation

((1 − z2)P ′
n(z))

′ + n(n+ 1)Pn(z) = 0,

where n ∈ Z+ and using Rodrigues formula, Pn can be represented in the
form:

Pn(z) =
1

2nn!

dn(z2 − 1)n

dzn

and it also satisfies the geometric condition Pn(−z) = (−1)nPn(z). Moreover,
the odd degree Legendre polynomials P2n−1(z) have only real roots which
satisfy

0 = z0 < z1 < · · · < zn−1 or − z1 > · · · > −zn−1. (4.1)

Thus the normalized form is as follows:

P2n−1(z) :=
P2n−1(z)

P ′
2n−1(0)

= z +

2n−1
∑

k=2

akz
k = a2n−1z

n−1
∏

k=1

(z2 − z2k). (4.2)

Theorem 5 Let P2n−1 be given by (4.2). Then

(i) the radius Rc
sp(P2n−1) is the smallest positive root of the equation

rP ′′
2n−1(r) + (1− α)P ′

2n−1(r) = 0.

(ii) the radius of γ-Spirallikeness of order α for the normalized Legendre poly-
nomial of odd degree is given by the smallest positive root of the equation

rP ′
2n−1(r) + (1− α)P2n−1(r) = 0.

Proof We prove first part and second part follows on same lines. From (4.2),
upon the logarithmic differentiation, we have

1 +
zP ′′

2n−1(z)

P ′
2n−1(z)

=
zP ′

2n−1(z)

P2n−1(z)
−
∑n−1

k=1
4z2

kz
2

(z2
k
−z2)2

zP′

2n−1
(z)

P2n−1(z)

,

where

zP ′
2n−1(z)

P2n−1(z)
= 1−

n−1
∑

k=1

2z2

z2k − z2
.
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Further, after using the inequality ||x|−|y|| ≤ |x−y| and (4.1) for |z| = r < z1,
we see that

Re

(

e−iγ

(

1 +
zP ′′

2n−1(z)

P ′
2n−1(z)

))

=Re
(

e−iγ
)

− Re

(

e−iγ
n−1
∑

k=1

2z2

z2k − z2

)

− Re



e−iγ

∑n−1
k=1

4z2
kz

2

(z2
k
−z2)2

1−
∑n−1

k=1
2z2

z2
k
−z2





≥ cos γ −
∣

∣

∣

∣

∣

e−iγ
n−1
∑

k=1

2z2

z2k − z2

∣

∣

∣

∣

∣

−

∣

∣

∣

∣

∣

∣

e−iγ

∑n−1
k=1

4z2
kz

2

(z2
k
−z2)2

1−∑n−1
k=1

2z2

z2
k
−z2

∣

∣

∣

∣

∣

∣

=cos γ −
n−1
∑

k=1

2r2

z2k − r2
−
∑n−1

k=1
4z2

kr
2

(z2
k
−r2)2

1−
∑n−1

k=1
2r2

z2
k
−r2

= cos γ +
rP ′′

2n−1(r)

P ′
2n−1(r)

.

Further, with similar reasoning as Theorem 3, result follows. ⊓⊔

Remark 5 Taking γ = 0 in Theorem 5 yields [9, Theorem 2.2] and [9, Theo-
rem 2.1].

5 Lommel functions

The Lommel function Lu,v of first kind is a particular solution of the second-
order inhomogeneous Bessel differential equation

z2w′′(z) + zw′(z) + (z2 − v2)w(z) = zu+1,

where u± v /∈ Z− and is given by

Lu,v =
zu+1

(u− v + 1)(u+ v + 1)
1F2

(

1;
u− v + 3

2
,
u+ v + 3

2
;−z

2

4

)

,

where 1
2 (−u ± v − 3) /∈ N and 1F2 is a hypergeometric function. Since it is

not normalized, therefore we consider the following three normalized functions
involving Lu,v :











fu,v(z) = ((u− v + 1)(u+ v + 1)Lu,v(z))
1

u+1 ,
gu,v(z) = (u− v + 1)(u+ v + 1)z−uLu,v(z),
hu,v(z) = (u− v + 1)(u+ v + 1)z(1−u)/2Lu,v(

√
z).

(5.1)

Authors in [1,2] and [8] proved the radius of starlikeness and convexity for the
following normalized functions expressed in terms of L

u− 1
2 ,

1
2
:

f
u− 1

2 ,
1
2
(z), g

u− 1
2 ,

1
2
(z) and h

u−1
2 ,

1
2
(z), (5.2)

where 0 6= u ∈ (−1, 1).
For brevity, we write these as fu, gu and hu, respectively and L

u− 1
2 ,

1
2
= Lu.
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Theorem 6 Let u ∈ (−1, 1), u 6= 0. Let the functions fu, gu and hu be given
by (5.2). Then

(i) the radius Rc
sp(fu) is the smallest positive root of the equation

rf ′′
u (r) + (1− α) cos γf ′

u(r) = 0, if u 6= −1/2.

(ii) the radius Rc
sp(gu) is the smallest positive root of the equation

rg′′u(r) + (1− α) cos γg′u(r) = 0.

(iii) the radius Rc
sp(hu) is the smallest positive root of the equation

rh′′u(r) + (1− α) cos γh′u(r) = 0.

Proof We begin with the first part. From (5.1), we have

1 +
zf ′′

u (z)

f ′
u(z)

= 1 +
zL′′

u(z)

L′
u(z)

+

(

1

u+ 1
2

− 1

)

zL′
u(z)

Lu(z)
. (5.3)

Also using the result [8, Lemma 1], we have

Lu(z) =
zu+

1
2

u(u+ 1)
Φ0(z) =

zu+
1
2

u(u+ 1)

∏

n≥1

(

1− z2

τ2u,n

)

,

where Φk(z) := 1F2

(

1; u−k+2
2 , u−k+3

2 ;− z2

4

)

with conditions as mentioned in

[8, Lemma 1], and from the proof of [8, Theorem 3], we see that the entire

function u(u+1)

u+ 1
2

z−u+ 1
2L′

u(z) is of order 1/2 and therefore, has the following

Hadamard factorization:

L′
u(z) =

u+ 1
2

u(u+ 1)
zu−

1
2

∏

n≥1

(

1− z2

τ̆2u,n

)

,

where τu,n and τ̆u,n are the n-th positive zeros of Lu and L′
u, respectively and

interlace for 0 6= u ∈ (−1, 1) (see [8, Theorem 1]). Now we can rewrite (5.3) as
follows:

1 +
zf ′′

u (z)

f ′
u(z)

= 1−
(

1

u+ 1
2

− 1

)

∑

n≥1

2z2

τ2u,n − z2
−
∑

n≥1

2z2

τ̆2u,n − z2
.

Let us now consider the case u ∈ (0, 1/2]. Then using the inequality ||x|−|y|| ≤
|x− y| for |z| = r < τ̆u,1 < τu,1 we get
∣

∣

∣

∣

zf ′′
u (z)

f ′
u(z)

∣

∣

∣

∣

≤
(

1

u+ 1
2

− 1

)

∑

n≥1

2r2

τ2u,n − r2
+
∑

n≥1

2r2

τ̆2u,n − r2
= −rf

′′
u (r)

f ′
u(r)

(5.4)

and for the case u ∈ (1/2, 1), using the inequality (2.8) with λ = 1−1/(u+1/2),
we also get

∣

∣

∣

∣

zf ′′
u (z)

f ′
u(z)

∣

∣

∣

∣

≤ −rf
′′
u (r)

f ′
u(r)

, (5.5)
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which is same as (5.4). When u ∈ (−1, 0), then we proceed similarly substitut-
ing u by u−1, Φ0 by Φ1, where Φ1 belongs to the Laguerre-Pólya class LP and
the n-th positive zeros ξu,n and ξ̆u,n of Φ1 and its derivative Φ′

1, respectively
interlace. Finally, replacing u by u+ 1, we obtain the required inequality.

For 0 6= u ∈ (−1, 1), the Hadamard factorization for the entire functions
g′u and h′u of order 1/2 [8, Theorem 3] is given by

g′u(z) =
∏

n≥1

(

1− z2

γ2u,n

)

and h′u(z) =
∏

n≥1

(

1− z

δ2u,n

)

, (5.6)

where γu,n and δu,n are n-th positive zeros of g′u and h′u, respectively and
γu,1, δu,1 < τu,1. Now from (5.1) and (5.6), we have


















1 +
zg′′

u (z)
g′

u(z)
= 1

2 − u+ z
(32 − u)L′

u(z) + zL′′
u(z)

(12 − u)Lu(z) + zL′
u(z)

= 1−
∑

n≥1

2z2

γ2u,n − z2

1 +
zh′′

u(z)
h′

u(z)
= 1

2

(

3
2 − u+

√
z
(52 − u)L′

u(
√
z) +

√
zL′′

u(
√
z)

(32 − u)Lu(
√
z) +

√
zL′

u(
√
z)

)

= 1−∑n≥1

z

δ2u,n − z
.

(5.7)
Using the inequality ||x| − |y|| ≤ |x − y| in (5.7) for |z| = r < γu,1 and
|z| = r < δu,1, we get







∣

∣

∣

zg′′

u (z)
g′

u(z)

∣

∣

∣ ≤
∑

n≥1
2r2

γ2
u,n−r2 = − rg′′

u(r)
g′

u(r)
∣

∣

∣

zh′′

u(z)
h′

u(z)

∣

∣

∣
≤∑∞

n≥1
r

δ2u,n−r = − rh′′

u(r)
h′

u(r)
.

(5.8)

Further, proceeding with the similar method as in Theorem 1, result follows.
⊓⊔

With similar reasoning as Theorem 1, the proof of the following holds.

Theorem 7 Let u ∈ (−1, 1), u 6= 0. Then the radius of γ-Spirallikeness of
order α for the functions Let the functions fu, gu and hu given by (5.2) are
the smallest positive roots of the following equations:

(i) rf ′
u(r) + ((1 − α) cos γ − 1)fu(r) = 0

(ii) rg′u(r) + ((1 − α) cos γ − 1)gu(r) = 0
(iii) rh′u(r) + ((1 − α) cos γ − 1)hu(r) = 0

in (0, τu,1), (0, τu,1) and (0, τ2u,1), respectiively.

Remark 6 Taking γ = 0, Theorem 7 reduces to [8, Theorem 3].

6 Struve functions

The Struve functionHβ of first kind is a particular solution of the second-order
inhomogeneous Bessel differential equation

z2w′′(z) + zw′(z) + (z2 − β2)w(z) =
4
(

z
2

)β+1

√
πΓ
(

β + 1
2

)
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and have the following form:

Hβ(z) :=

(

z
2

)β+1

√

π
4Γ
(

β + 1
2

) 1F2

(

1;
3

2
, β +

3

2
;−z

2

4

)

,

where −β − 3
2 /∈ N and 1F2 is a hypergeometric function. Since it is not

normalized, therefore we take the normalized functions:










Uβ(z) =
(√
π2β

(

β + 3
2

)

Hβ(z)
)

1
β+1 ,

Vβ(z) =
√
π2βz−βΓ

(

β + 3
2

)

Hβ(z),

Wβ(z) =
√
π2βz

1−β
2 Γ

(

β + 3
2

)

Hβ(
√
z).

(6.1)

Moreover, for |β| ≤ 1/2, Hβ (see [4, Lemma 1]) and H′
β have the Hadamard

factorizations [8, Theorem 4] given by

Hβ(z) =
zβ+1

√
π2βΓ (β + 3

2 )

∏

n≥1

(

1− z2

z2β,n

)

and

H′
β(z) =

(β + 1)zβ√
π2βΓ (β + 3

2 )

∏

n≥1

(

1− z2

z̆2β,n

)

(6.2)

where zβ,n and z̆β,n are the n-th positive zeros of Hβ and H′
β ,respectively and

interlace [8, Theorem 2]. Thus from (6.2) with logarithmic differentiation, we
obtain respectively

zH′
β(z)

Hβ(z)
= (β + 1)−

∑

n≥1

2z2

z2β,n − z2

and

1 +
zH′′

β(z)

H′
β(z)

= (β + 1)−
∑

n≥1

2z2

z̆2β,n − z2
. (6.3)

Also for |β| ≤ 1/2, the Hadamard factorization for the entire functions V ′
β and

W ′
β of order 1/2 [8, Theorem 4] is given by

V ′
β(z) =

∏

n≥1

(

1− z2

η2β,n

)

and W ′
β(z) =

∏

n≥1

(

1− z

σ2
β,n

)

, (6.4)

where ηβ,n and σβ,n are n-th positive zeros of V ′
β andW ′

β , respectively. V
′
β and

W ′
β belong to the Laguerre-Pólya class and zeros satisfy ηβ,1, σβ,1 < zβ,1. Now

proceeding as in Theorem 6 using (6.1), (6.2), (6.3) and (6.4), we obtain the
following results:

Theorem 8 Let |β| ≤ 1/2. Then the radii of γ-Spirallikeness of order α for
the functions Uβ , Vβ and Wβ given by (6.1) are the smallest positive roots of
the following equations:
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(i) rU ′
β(r) + ((1− α) cos γ − 1)Uβ(r) = 0

(ii) rV ′
β(r) + ((1 − α) cos γ − 1)Vβ(r) = 0

(iii) rW ′
β(r) + ((1 − α) cos γ − 1)Wβ(r) = 0

in (0, zβ,1), (0, zβ,1) and (0, z2β,1), respectively.

Remark 7 Taking γ = 0 in Theorem 8 gives [2, Theorem 2].

Theorem 9 Let |β| ≤ 1/2. Let the functions Uβ , Vβ and Wβ be given by (6.1).
Then

(i) the radius Rc
sp(Uβ) is the smallest positive root of the equation

rU ′′
β (r) + (1− α) cos γU ′

β(r) = 0.

(ii) the radius Rc
sp(Vβ) is the smallest positive root of the equation

rV ′′
β (r) + (1− α) cos γV ′

β(r) = 0.

(iii) the radius Rc
sp(Wβ) is the smallest positive root of the equation

rW ′′
β (r) + (1− α) cos γW ′

β(r) = 0.

Remark 8 Taking γ = 0 in Theorem 9 gives [8, Theorem 4].

7 On Ramanujan type entire functions

Ismail and Zhang [14] defined the following entire function of growth order
zero for β > 0, called Ramanujan type entire function

A(β)
p (c, z) =

∑

n≥0

(c; p)np
βn2

(p; p)n
zn,

where β > 0, 0 < p < 1, c ∈ C, (c; p)0 = 1 and (c; p)k =
∏k−1

j=0 (1 − cpj)
for k ≥ 1, which is the generalization of both the Ramanujan entire function
Ap(z) and Stieltjes-Wigert polynomial Sn(z; p) defined as (see [15,22]):

Ap(−z) = A(1)
p (0, z) =

∞
∑

n=0

pn
2

(p; p)n
zn

and

A(1/2)
p (p−n, z) =

∞
∑

m=0

(p−n; p)mp
m2/2

(p; p)m
zm = (p; p)nSn(zp

(1/2)−n; p).

Since A
(β)
p (c, z) 6∈ A, therefore consider the following three normalized func-

tions in A:














fβ,p,c(z) :=
(

zβA
(β)
p (−c,−z2)

)1/β

gβ,p,c(z) := zA
(β)
p (−c,−z2)

hβ,p,c(z) := zA
(β)
p (−c,−z),

(7.1)
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where β > 0, c ≥ 0 and 0 < p < 1. From [10, Lemma 2.1, p. 4-5], we see that
the function

z → Ψβ,p,c(z) := A(β)
p (−c,−z2)

has infinitely many zeros (all are positive) for β > 0, c ≥ 0 and 0 < p < 1.
Let ψβ,p,n(c) be the n-th positive zero of Ψβ,p,c(z). Then it has the following
Weiersstrass decomposition:

Ψβ,p,c(z) =
∏

n≥1

(

1− z2

ψ2
β,p,n(c)

)

. (7.2)

Moreover, the n-th positive zero Ξβ,p,n(c) of the derivative of the following
function

Φβ,p,c(z) := zβΨβ,p,c(z) (7.3)

interlace with ψβ,p,n(c) and satisfy the relation

Ξβ,p,n(c) < ψβ,p,n(c) < Ξβ,p,n+1(c) < ψβ,p,n+1(c)

for n ≥ 1. Now using (7.1) and (7.2), we have

zf ′
β,p,c(z)

fβ,p,c(z)
= 1 +

1

β

zΨ ′
β,p,c(z)

Ψβ,p,c(z)
= 1− 1

β

∑

n≥1

2z2

ψ2
β,p,n(c)− z2

; (c > 0)

zg′β,p,c(z)

gβ,p,c(z)
= 1 +

zΨ ′
β,p,c(z)

Ψβ,p,c(z)
= 1−

∑

n≥1

2z2

ψ2
β,p,n(c)− z2

;

zh′β,p,c(z)

hβ,p,c(z)
= 1 +

1

2

√
zΨ ′

β,p,c(
√
z)

Ψβ,p,c(
√
z)

= 1−
∑

n≥1

z

ψ2
β,p,n(c)− z

,

where β > 0, c ≥ 0 and 0 < p < 1. Also, using (7.3) and the infinite product
representation of Φ′ [10, p. 14-15, Also see Eq. 4.6], we have

1 +
zf ′′

β,p,c(z)

f ′
β,p,c(z)

= 1 +
zΦ′′

β,p,c(z)

Φ′
β,p,c(z)

+

(

1

β
− 1

)

zΦ′
β,p,c(z)

Φβ,p,c(z)

= 1−
∑

n≥1

2z2

Ξ2
β,p,n(c)− z2

−
(

1

β
− 1

)

∑

n≥1

2z2

ψ2
β,p,n(c)− z2

.

As (zΨβ,p,c(z))
′ and h′β,p,c(z) belong to LP . So suppose γβ,p,n(c) be the posi-

tive zeros of g′β,p,c(z) (growth order is same as Ψβ,p,c(z)) and δβ,p,n(c) be the
positive zeros of h′β,p,c(z). Thus using their infinite product representations,
we have

1 +
zg′′β,p,c(z)

g′β,p,c(z)
= 1−

∑

n≥1

2z2

γ2β,p,n(c)− z2

1 +
zh′′β,p,c(z)

h′β,p,c(z)
= 1−

∑

n≥1

z

δ2β,p,n(c)− z
.

Now proceeding similarly as done in the above sections, we obtain the following
results:
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Theorem 10 Let β > 0, c ≥ 0 and 0 < p < 1. Then the radii of γ-
Spirallikeness of order α for the functions fβ,p,c(z), gβ,p,c(z) and hβ,p,c(z)
given by (7.1) are the smallest positive roots of the following equations:

(i) rf ′
β,p,c(r) + ((1− α) cos γ − 1)fβ,p,c(r) = 0

(ii) rg′β,p,c(r) + ((1− α) cos γ − 1)gβ,p,c(r) = 0
(iii) rh′β,p,c(r) + ((1 − α) cos γ − 1)hβ,p,c(r) = 0

in (0, ψβ,p,1(c)), (0, ψβ,p,1(c)) and (0, ψ2
β,p,1(c)), respectively.

We now conclude this section with the convex analog of Theorem 10.

Theorem 11 Let β > 0, c ≥ 0 and 0 < p < 1. Let the functions fβ,p,c(z),
gβ,p,c(z) and hβ,p,c(z) be given by (7.1). Then

(i) the radius Rc
sp(fβ,p,c(z)) is the smallest positive root of the equation

rf ′′
β,p,c(r) + (1− α) cos γf ′

β,p,c(r) = 0.

(ii) the radius Rc
sp(gβ,p,c(z)) is the smallest positive root of the equation

rg′′β,p,c(r) + (1− α) cos γg′β,p,c(r) = 0.

(iii) the radius Rc
sp(hβ,p,c(z)) is the smallest positive root of the equation

rh′′β,p,c(r) + (1− α) cos γh′β,p,c(r) = 0.
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Abstract: Forging is one of the famous and primitive sorts of manufacturing processes. The history of forging dates to even earlier 

than 4000BC which involved a couple of hand tools and anvils called smith forging which relied on hits and trials requiring huge skills 

and high precisions. These days, the forging tools, operations, and methods are automated and power-driven. In this research, the 

recent developments and advancements in various forging processes are analyzed by reading various research papers and journals of 

the last two decades. The papers were evaluated for substantial upgrades in precision and technologies. The use of power hammers, 

artificial intelligence such as the use of robotics, computer numerical controls (CNCs) has made forging a drastic shift towards 

mechanization. This review will help to highlight the recent progress of the forging processes and act as an easy guide to encapsulate 

the recent optimization of various processes. 
 

Keywords: Forging, power hammers, artificial intelligence, computer numerical controls, optimization. 

1. Introduction 
 

The manufacturing process which involves the shaping of 

metals by use of compressive power is termed forging. 

Warm, cold, and hot are the three types of forging that are 

named based on the temperature which is done [1]. It is an 

effective method of producing workpieces of various shapes 

of discrete parts. It includes bolts, rivets, crane hooks, 

connecting rods, gears, turbine shafts, hand tools, railroads 

[2]. Forging parts are used from early times but their 

demand drastically increased during the industrial revolution 

for developing new technologies and improvements of 

mechanical properties of the material [1]. Forged parts are 

considered better than casting due to grain flow [1, 2]. 

 

2. Importance of forging 
 

Forging techniques have various significances. The forging 

process is an economical manufacturing process and 

increases mechanical properties like strength, toughness, and 

hardness [5]. Moreover, can reduce defects of casting 

(porosities, cavities) thus obtaining almost perfect 

workpieces by ensuring uniform plastic strain throughout the 

job [14, 15]. Forging allows varieties of metals and alloys to 

be forged such as Aluminium, Copper, Magnesium, Carbon 

and low steels, Nickel, and Titanium alloys [1]. It produces 

heavy-duty components and versatile dimensions of work 

pieces [3]. 

 

3. History of Forging Process 
 

The art of forging dates to as early as 4000BC.Blacksmiths 

are early pioneers of forging processes. It involved self-

skills and manual work. Hammers are lifted by hands 

placing work pieces on anvil and hydraulic energies were 

used by some blacksmiths at their workplace. Some of the 

forging that time constituted of set hammer, anvil, swage 

block, tongs, hammer, hot set, heading tools, fullers, flatters, 

punches, and drifts. The energy sources used in early forging 

processes included the charcoal to heat metal piece up to 

certain forging temperature [1]. Toward the end of the 19th 

century the simultaneous development of the open-hearth 

steel making processes were employed making forging 

industry now had a reliable, low-cost volume raw material 

[12]. Some of furnace types are continuous and batch type, 

box type, muffle types and electric resistance heated 

furnaces [1]. 

 

1) Open die-forging process 

Open die forging is an essential forging technology mainly 

employed to produce large components with improved 

tensile properties and toughness behavior together with 

reliability of the forged parts [6].It involves pressing of 

workpiece using dies of various shapes: V-shape or concave. 

The job undergoes a plastic deformation at high temperature 

followed by presses of multiple strokes along feed direction. 

It leads to change internal and geometric properties of 

workpiece [14]. It is mainly used to produce large parts with 

good mechanical properties and reliability [5].  

 

In the past, the common idea of the work was to develop a 

process model which can merge data from online 

measurements and plasto-mechanical model for 

determination of equivalent strain, strain rate and core 

temperature of the workpiece [14]. The Artificial Neural 

Network (ANN), an algorithm developed are used mainly to 

calculate optimum number of passes for reduction of forging 

cycle and economization of power. A new formulation of 

ANN is employed to quickly    evaluate plastic strain at the 

core of job. The correct evaluation of plastic strain can 

improve the internal integrity of material and optimization 

of microstructures [7].  
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2) Impression die forging 

It uses slapped die for controlling metal flow. The heated 

metal is located at the lower cavity and one or more blows 

are attached on upper part of die. The metal flows when 

hammered and die cavity is filled completely. Excess metal 

is squeezed out around the periphery of the cavity. The flash 

formed is cleared out (by trimming) with trimming die. It 

contains different die cavities. The final shape to job is 

obtained by subjecting to series of cavities in the die set. The 

die cavities are designed in such a way that the metal flows 

evenly so that desired shape is obtained according to die 

cavities [16]. 

 

It is modified to auto forging. In this the metal piece is 

removed from the mold while it is hot. It is trimmed later 

like old techniques. The transferring from mold to die, 

forging and trimming are highly mechanized perhaps called 

Auto forging [19].  

 

3) Isothermal forging processes 

Die chilling involves the flow of metals from workpiece to 

die surfaces resulting in thermal gradients in the job. The 

plastic deformation is not uniform as the colder places of die 

areas has flow as compared to the hotter core areas. It is 

commonly heated to maximum temperature of (400 to 

500)◦F [205-260◦F]. The chilling is reduced by using speed 

forging machines, hammers, screw, and mechanical presses. 

The use of glass lubricants also reduces thermal chilling 

processes. The die is heated to certain temperature equal to 

that of workpiece hence reducing chilling. It is called 

isothermal forging [17]. 

 

Defense Research and Development Organization (DRDO) 

has established isothermal forging processes such as high-

pressure compressors (HPC) for deforming titanium alloy. 

The technology developed by Defense Metallurgy Research 

Laboratory (DMRL) a premier metallurgical Laboratory of 

DRDO at Hyderabad. It established self-reliance in the 

aerospace industry [8, 10]. 

 

4) Press forging process 

Press forging is the technique of shaping of metal by placing 

between two dies through mechanical or hydraulic pressure. 

It is done in forge press, a machine which applies gradual 

pressure in each die. The shape of workpiece is obtained by 

single stroke of pressure in each die among series of 

successive aligned dies [11].  

 

It is mostly used for carrying out heavy forging of large 

sections of metal by using hydraulic presses. A continuous 

pressure by series of hydraulic presses makes deformation of 

job uniform. Hydraulic presses are available in capacity of 

5-500MN but 10-100MN range are commonly used [9]. 

Press forging needs less flash and draft compared to open 

forging. Its applications are coining and hubbing [11].  

 

In last two decades, it has emerged as alternative technique 

in manufacturing thin-walled electronic components of 

magnesium alloys. The process squeezes a thick sheet along 

pressure direction which is different from traditional ways of 

using thick sheets [18]. 

 

 

5) Upset forging 

The upset forging involves increasing the cross section of 

metal piece in expense of its length. It was developed 

initially for producing continuous bolt heads. Parts are 

upset-forged from bars and rods of up to 200mm in both 

cold and hot conditions. Some of parts forged by this 

technique includes nails, valves, fasteners, and couplings 

[9].  

 

Recently, upset forging is done for producing cylindrical 

billets having different frictional conditions at two die 

surfaces [1]. 

 

6) Roll forging process 

Roll forming is mainly performed under hot conditions. It is 

of two types depending upon types of shape and tool set up 

and motions. They are discussed as below: 

 Longitudinal rolling: the job undergoes translational 

motion between two spinning tools. The translational 

motion takes place parallel to the axis of the work; 

 Cross rolling: the work rotates between two tools which 

is set to same rotary motion as job. The point contact 

between tools and workpiece makes job to move along 

the plane perpendicular to axis of the work; 

 Helical rolling: the work piece is subjected to both 

translational and rotary motions where rolls also rotating 

at same direction. The points if contact between work 

and tools results in central motion [4]. 

Roll forging is now used to make reductions in cross-

sections and distribution of a metal of billet which reduces 

extensive work using forging hammers or presses [20].  

 

7) Net shape or near net-shape forging 

In this forging, the metal deformation takes place in the 

cavity where no flash is formed, and final dimensions are 

very accurate. Its produces parts that would require least or 

no machining process to complete. It can produce stronger 

components which can improve performance of engine 

[17].The process uses dies with greater dimensional 

accuracy than any other dies which also requires high 

driving power. Typical parts forged by this method includes 

gears, turbine blades, fuel injection nozzles, and barring 

castings [19]. 

 

It is an alternative for open die forging [19].  

 

In the last decade, CAD, CNC technologies and innovation 

in materials have contributed enormously on the 

development of NNS (Near net shape forging) 

technologies[13].  

 

Meleform Flo- forge is an automated near net shape forging 

technology which requires no applied force but instead only 

one hydraulic cylinder. It also uses modular furnaces to 

maintain uniform die temperature [21].  

 

4. Conclusion 
 

From this short review study, it can be summarized that 

various advances in different categories of forging 

technologies have been employed through various advances 

in science and technologies. In each technique starting from 

forging at early age, it has been observed that the 
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methodologies have been enhanced requiring minimal 

manual human work force.  Moreover, it should be noted 

that forging time and quality of forged parts are being 

drastically optimized forgreater productivity with minimal 

defects in finished forged components. 
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Abstract - Corrosion is a common cause of degradation of 

reinforced concrete (RC) structures. Even though various 

reasons cause the phenomenon, chloride-induced corrosion in 

concrete is an important issue in current research. The 

maintenance of corroded RC increases the cost of facilities; 

durability assessment is helpful for economic savings and the 

performance of structures. Therefore, this paper reviews the 

chloride diffusion process and the time it takes for corrosion 

to start in RC structures. In this paper, Fick's second law is 

considered for the transport mechanism of chlorides into 

concrete structures. Different models for predicting corrosion 

initiation time by previous scholars are critically reviewed.  

 

Keywords - Concrete structures, Durability, Chloride 

diffusion, Reinforcement bar, Corrosion. 

 

I. INTRODUCTION 

Concrete durability is vital for the economy and the 

safety of society. However, the performance of constructed 

facilities can be affected by strength degradation over time. 

Among the common degradation mechanisms in concrete 

structures, rebar corrosion is a significant issue. Corrosion 

may occur by transporting different agents like chloride ions 

into concrete. Chlorides can present in the fresh concrete mix 

when chloride-contaminated materials are used during 

concrete mixing, and they can also diffuse into the hardened 

concrete at a later stage. When RC structures are exposed to 

seawater or de-icing salts such as calcium chloride (CaCl2) 

and sodium chloride (NaCl), steel passivity will be broken, 

risk steel reinforcement cross-section loss. Corrosion risk 

increases as chloride concentration rise; however, it can be 

mitigated by using supplemental cementitious elements in 

concrete (Zhou et al., 2014). It is also further stated that 

including silica fume and corrosion inhibitors in the concrete 

mix helps speed up the onset of corrosion in concrete (Dinh 

2017). Even though structures are designed for a specific 

service period, corrosion in concrete degrades the durability 

of concrete structures, and they fail to provide the required 

service. To protect against rebar corrosion in concrete, 

identifying the transport mechanism of chlorides is helpful 

(Liu, Easterbrook, and Li, 2017). 

 

Chlorides can penetrate the concrete by the diffusion 

transport mechanism, assuming that the concrete cover is in 

a fully saturated environmental condition. This general 

diffusion process in materials is described using Fick’s 
second law (Que 2007). Among the previous works done to 

predict corrosion initiation time in concrete reported by 

different authors, most models were developed based on 

concrete microstructure (Jaturapitakkul, Cheewaket, and 

Chalee 2014). The diffusion process in concrete structures 

can be affected by different environmental factors, and there 

is a need to review the available models for the corrosion 

process in RC structures. 

 

Therefore, the objective of this study is to review the 

process of chloride diffusion and determine the appropriate 

model to predict the corrosion initiation time in concrete. 

First, the chloride diffusion mechanisms are investigated 

using Fick's second law. Secondly, the most suitable model 

for predicting corrosion initiation time in concrete was 

determined after a thorough assessment of several models 

proposed by previous scholars. 

 

A. Steel Corrosion 

Corrosion is a gradual disintegration of materials (mostly 

metals) caused by chemical and/or electrochemical reactions 

with their environment, resulting in mass loss and dimension 

changes (ASTM G193-12d 2012). Corrosion requires water, 

oxygen, and ions which are all present in the environment 

(Palanisamy 2019). The general steel corrosion process can 

be briefly explained using a simple model (see Fig. 1). 

http://www.internationaljournalssrg.org/
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Fig. 1 Corrosion process 

 

The reinforcing steels used in concrete structures have a 

passive coating on their surface that protects them from 

corrosion. Because the pH of concrete is very high, around 

13, in mild ambient circumstances and the passive protective 

layer inhibits corrosion initiation. The change of steel into 

rust is an electrochemical process in nature, commonly 

called electrochemical reaction since it is different from the 

chemical reaction as it involves the passage of electrical 

charges.  

 

Corrosion is a two-stage electrochemical process in 

general: primary and secondary process. In the primary 

process, the steel dissolves in the pore water solution: 

 2𝐹𝑒  →  2𝐹𝑒2+  +  4𝑒−          Anodic reaction        (1) 

 

To keep the electrical neutrality of the reaction process, 

the electrons released in the primary process should be 

utilized, and then the secondary electrochemical process 

occurs on metals: 

 4𝐻+  +  4𝑒−   →   𝐻2          Cathodic reaction         (2) 

 

Therefore, corrosion starts in the secondary stage of the 

electrochemical process. Many different products can be 

formed based on influencing factors like the pH of the 

solution and the environmental condition. The secondary 

reaction process consumes the Fe2+ produced in the primary 

process. Then it initiates corrosion by taking oxygen and 

hydrogen from pore water, as illustrated in Fig. 2 below: 

 
Fig. 2 Corrosion cell (Portland Cement Association 2019) 

 

    2𝐹𝑒2+    +    4𝐻2𝑂  ↔    2𝐹𝑒(𝑂𝐻)2 +  4𝐻+           (3) 

 4𝐹𝑒(𝑂𝐻)2   +   𝑂2   +  2𝐻2𝑂    ↔      4𝐹𝑒(𝑂𝐻)3         (4) 

 2𝐹𝑒(𝑂𝐻)3     →     𝐹𝑒2𝑂3. 𝐻2𝑂  +  2𝐻2𝑂            (5) 

The corrosion product Fe(OH)2 will be further oxidized 

to Fe2O4 or Fe2O3 in the usual circumstances of steel 

embedded in concrete. The equations in 1-5 are universal 

equations that can be applied to any metal corrosion process. 

In this study, chloride-induced steel corrosion is a specific 

scenario in which chlorides penetrate concrete from the 

environment and cause corrosion by lowering the pH and 

breaking the passive layer of the bar. 

 

B. Corrosion influencing factors in concrete 

Corrosion can be influenced by different factors that 

determine structures' performance against a corrosive 

environment. These can be categorized as practices during 

design, construction, and environmental factors. The 

construction practice determines concrete's durability 

properties (permeability, porosity, etc.). For example, 

appropriate curing decreases the porosity, which determines 

the durability of concrete against aggressive environmental 

actions (Koleva et al. 2008). The design practice significantly 

influences the durability of concrete in a corrosive 

environment (Alonso and Sanchez 2009). The penetration of 

chlorides into concrete can be minimized with a lower w/c 

ratio and increased concrete strength (Liu, Hu et al., 2020). 

According to (Kristawan et al. 2017), the larger concrete 

cover increases the time for rebar in structures to start 

rusting. The performance of concrete structures against 

corrosion also depends on environmental conditions such as 

temperature and humidity.  

 

II. CHLORIDE-INDUCED CONCRETE 

Even though there are many aggressive agents in the 

environment, the exposure of RC structures to chlorides is 

the principal cause of reinforcement corrosion. Chlorides can 

be dissolved in water and diffuse through concrete or reach 

the steel via pore structures and micro-cracks (Tang and Gan 

2015). Chloride-containing additives can also cause 

corrosion. The chloride ions contained in de-icing salts and 

seawater can cause corrosion when oxygen and moisture are 

present, as illustrated in Fig. 3 below. Chlorides in concrete 

can also be facilitated by cement, water, aggregate, and 

admixtures. 
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Fig. 3 An RC structure exposed to chlorides (Legault 2011) 

Chloride ions develop an oxide film over the reinforcing 

steel, which speeds up corrosion reactions and reduces 

structural durability (Valipour et al., 2013). Even though the 

chlorides penetration process is complex, diffusion is the 

most common transport mechanism used to assess the 

durability of concrete (Liu, Easterbrook, and Li, 2017). The 

mechanism by which chlorides cause corrosion is unknown. 

Still, the most widely accepted explanation is that chlorides 

penetrate the protective layer of the reinforcement more 

easily than other ions, exposing the rebar to corrosion. Then 

the corrosion products continue to expand, causing 

component cracking and failure (Chen, Baji, and Li, 2018). It 

is shown in Fig. 4 below that chloride-induced corrosion is 

occurred due to exposure of an RC structure to seawater.  

 
Fig. 4 Chlorides-induced corrosion (Graham 2017) 

 

The chloride-induced reinforcement corrosion in RC 

structures is essentially an electrochemical reaction process 

where the passive protective layer of steel is lost due to 

chloride ions forming microcells on the reinforcement 

surface. The electrochemical process is initiated when 

moisture in the pores of concrete functions as an electrolyte 

and the area next to the chloride ion concentration acts as a 

cathode (Zhang, Zhang, and Ye, 2018). 

 

III. CHLORIDE DIFFUSION 

Diffusion is the movement of any substance from a 

region of a high concentration area to a low concentration 

area along a concentration gradient (Pal, Paulson, and 

Rousseau 2013). It is a very important phenomenon as many 

reactions are diffusion-dependent processes. In the case of 

diffusion of chlorides in concrete, only the free chlorides 

contribute to the reaction potential. In this process, free 

chlorides initiate corrosion while the bound chlorides can be 

released (Luque et al., 2014). The concentration gradient and 

chlorides diffusion result from a high concentration region of 

chlorides. As a result, chloride diffusion is determined by 

absorption for a particular depth into concrete, and diffusion 

becomes the major transport mechanism in concrete 

(Hunkeler 2005). The typical chloride diffusion process in 

concrete is illustrated in Fig. 5 below. 

 

 
Fig. 5 Typical chloride ions diffusion process in RC  

 

The diffusion process generally occurs under the 

steady-state and the non-steady-state conditions. Under the 

steady-state condition, the chloride concentration in the 

diffusion process is constant, whereas it is time-dependent 

under the non-steady-state condition. Under the steady-state 

conditions, diffusion responds to the concentration gradient, 

which is expressed as the changes in concentration due to 

the changes in position, 𝜕c/𝜕x. This diffusion process is 

commonly expressed using Fick’s first law as follows: 

 𝐽 = −𝐷𝑒 𝜕𝑐𝜕𝑥                                 (6)    

Where: 

J is the diffusion flux (flow rate of ions) of the system 

(cm2/s); 

De is the coefficient of diffusion or diffusivity for Fick’s 1st 
law (cm2/s), and  

∂c/∂x is the gradient concentration. If linear 𝜕c/𝜕x = ∆C/∆X   
= C2-C1/X2-X1. 



Pradeep K. Goyal & Andualem E. Yadeta  / IJCE, 9(4), 8-14, 2022 

 

11 

Flow occurs at the negative concentration gradient, as shown 

by the negative signal in the equation. In Fick’s first law, the 
diffusion coefficient, De is called the 'effective' diffusion 

coefficient. This coefficient measures concrete penetration 

in relation to the flow rate of chlorides in concrete. (Tang, 

Nilsson and Basheer 2011). Under the steady conditions, 

diffusion is calculated using Fick's second law. Fick's 

second law is found in the first law to determine how 

scattering causes a change in the focus of an object in 

relation to time. Since concrete is an equally permanent 

method in the filling area, Fick's second law is often used to 

describe the process of chloride diffusion in concrete 

(Martin-Perez et al., 2000, Yuan et al., 2009, Wang, Gong, 

and Wu, 2019): 𝜕𝑐𝜕𝑡 = −𝐷𝑎 𝜕2𝐶𝜕𝑥2                                (7) 

where:  

c is the concentration of chlorides (cm3) 

t is the exposure duration (s); 

x is the depth (cm); and  

Da is the diffusivity for Fick's second law, also called the 

'apparent diffusivity' (cm2/s).  

 

Several attempts were made to determine the apparent 

diffusion coefficient in Equation 7 to determine the 

corrosion initiation time (Garboczi and Bentz 1992, 

Ababneh, Benboudjema and Xi 2003, Oh and Jang 2004, 

Bentz 2007, Han 2007, Wang and Ueda 2011, Li, Xia and 

Lin 2012, Zhang, Dong and Jiang 2013). Most of them 

reported that the apparent difference could be obtained by 

inserting the error line function of Fick's second law into the 

chloride profile of the particular concrete being investigated. 

(Wang, Gong, and Wu 2019). The apparent diffusivity 

cannot be considered a parameter, but it is a regression 

coefficient that measures the permeability of a particular 

concrete exposed to a chloride-rich environment (Tang, 

Nilsson, and Basheer 2011). The difference between the 

apparent diffusion and the effective diffusion coefficient is 

that the apparent diffusivity includes the binding capacity of 

concrete in Fick's second law, but the first law does not. 

Chloride binding plays a crucial role in the chloride 

diffusion process in concrete. The relationship between the 

two coefficients can be determined from Fick's second law 

as given in equation (8) below: 

 𝐷𝑎 = 𝐷𝑒𝑃𝑠𝑜𝑙 (1+𝜕𝐶𝑏∂c  )                            (8) 

 

Where 𝑝sol is the porosity of the concrete.  

 

IV. PREDICTION OF CORROSION INITIATION 

TIME IN CONCRETE 

Mathematically, the time to start corrosion in concrete 

can be calculated based on the diffusion parameters, 

especially can be taken from Fick's second law. This is 

because of the difference in the concentration of the 

chlorides from the structure’s surface penetration through the 

concrete into the reinforcement surface. If the rebar area's 

chloride ions exceed the concrete's critical threshold and 

destroy the resulting layer, Fick's second rule applies, and 

then corrosion begins. The corrosion rate of the 

reinforcement is heavily employed in RC structural 

evaluations, maintenance decisions, and residual life 

forecasts. (Yu et al. 2014). Therefore, most of the 

mathematical equations developed for durability assessment 

of RC structures are related to steel corrosion following a 

simple model that was developed by (Tuutti 1980) in the 

very back period in which corrosion mechanism is divided 

into two phases, as shown in Fig. 6 below. 

 

Fig. 6 Tutti’s model (Andrade 2020) 
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t = 𝑡𝑖 + 𝑡𝑝                           (9) 

 

Where ti is the initiation period for corrosion 

            tp is the propagation period for corrosion  

 

The initiation time is the amount of time it takes for 

chlorides on the surface of the concrete to permeate into the 

micropores. When the concentration of chlorides reaches a 

threshold level, steel reinforcement de-passivates, and the 

corrosion start phase terminates. The propagation period 

then begins, during which a chemical reaction occurs that 

causes the reinforcing steel to rust. 

A. Fick’s second law of diffusion 

The passage of chloride ions into structures is the 

primary cause of rebar corrosion in concrete. As a result, 

based on Equation 7 of Fick's second law, the following 

formula can be used to calculate the rebar corrosion 

initiation time in concrete (Bazant 1979):  𝑡𝑖𝑐 = 𝑥𝑐24𝐷𝑐 [𝑒𝑟𝑓−1  (1 −  𝐶𝑐𝑟𝐶𝑜 )]−2              (10) 

From previous studies, the mathematical equations to 

determine chlorides diffusion into concrete as a depth and 

time function are computed using Fick's second law 

(Equation 7), as discussed in the previous section. From this 

equation, the corrosion initiation time can be calculated. The 

solution to this one-dimensional diffusion problem of a 

specific material depends on boundary conditions and 

certain assumptions.  

 

B. Constant Chloride Diffusion 

Chloride diffusion is a complex process as the transport 

of chlorides is specifically affected by other ions present in 

concrete pore solution. The following general solution was 

proposed by most studies, assuming constant chloride 

diffusivity and chloride concentration at the surface of RC 

structures. Fick's second law leads to the following equation 

when these parameters are treated as constants (Anacta 

2009): 

 𝐶(𝑥, 𝑡) = 𝐶𝑖 + (𝐶𝑠𝑎 − 𝐶𝑖)𝑒𝑟𝑓𝑐  [ 𝑥√4(t − 𝑡𝑒𝑥)𝐷𝑎]     (11) 

 

where: 

C(x,t) is the chloride concentration at time t and depth x 

Ci is the initial chloride concentration (constant depth). 

Csa is the chloride concentration on concrete surface 

Da is the apparent coefficient of diffusion (constant) 

x is the depth from the surface 

t is the inspection time  

We can solve (Equation 11) by taking D as a constant over 

time, and the surface chloride concentration is constant; we 

have (Crank 2004): 

       𝐶(𝑥, 𝑡) = 𝐶𝑠[1 −  𝑒𝑟𝑓( 𝑥2√𝐷𝑡 )]              (12) 

 

where: 

Cx,t  is the concentration of chlorides at depth x and time t,  

Cs is the concentration of chlorides on concrete surfaces,  

Co is the initial uniform concentration of chlorides at the 

surface,  𝑥 is the depth from the surface, 𝑡 is time, and  𝐷 is the apparent coefficient of chloride diffusion. 

When it comes to concrete, applying the constant chloride 

diffusivity concept is limited to a particular structure with 

long exposure to environmental actions. This is because, at 

significantly longer exposure of structures to chlorides, the 

chloride diffusivity of the concrete exhibits a constant 

character. 

 

C. Time-dependent chloride diffusion 

The chloride concentration varies with time because the 

diffusion rate determines the amount of diffusing chloride 

ions into concrete at a given depth. As the exposure duration 

increases, the chlorides ion concentration in concrete drops. 

According to (Poulsen 1993), an equation for the 

determination of a time-dependent diffusion coefficient (Da) 

is given by: 𝐷𝑎 = 1𝑡 ∫ 𝐷(𝑡)𝑑𝑡𝑡0                      (13) 

 

Different scholars previously developed many models. 

Among the different models, the model created by (Anacta 

2009) for corrosion initiation time prediction considers some 

environmental factors such as temperature, humidity, and 

rainfall in his assumption. This model also further 

considered the influence of the duration of concrete 

exposure to environmental actions. In this model, the 

equation to calculate the depth of chloride diffusion, which 

helps to compute corrosion initiation time, was formulated 

as shown in (Equation 14) below: 

 𝑥𝑐 = 2𝑠√𝐷𝐶𝑡                             (14) 

The chloride diffusion coefficient (Dc), which is taken 

as the function of environmental factors, is given by: 𝐷𝑐 = 𝐷𝑐,𝑟𝑚𝑡 𝑥𝑓1(𝑡)𝑥𝑓2(𝑇)𝑥𝑓3(𝑅𝐻)𝑥𝑓4(𝑅)      (15) 
 

In this expression, Dc,rmt is called the reference 

coefficient of chloride diffusion, which can be obtained from 

the laboratory test. To critically review the previous models 

reported by different authors to predict corrosion initiation 

time are summarized (see Table1).  
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Table 1. Comparison of different models for prediction of corrosion initiation time in concrete 

 

The chloride diffusion and the associated process in 

concrete depend on the environmental condition that the 

structure is exposed to (Bester 2014). The previous (Equation 

14) is more suitable for concrete structures when the depth of 

chloride diffusion is equivalent to the depth of concrete cover 

to predict when chloride ions reach the rebar surface. The 

calculated time, t, as shown in the following (Equation 16), 

also helps to determine the shape factor, S, and the diffusion 

coefficient, Dc, which are significant parameters in the 

computation of corrosion initiation time in concrete. 𝑡𝑖𝑐 = 𝑓𝑠𝐷𝑐 [𝑋𝑐2𝑆]2
                             (16) 

 𝑓𝑠 = 0.316ξ √𝑡𝑖𝑐,𝑟𝑒𝑓                      (17) 

 

where: 

tic is the corrosion initiation time (years) 

tic, the ref  is the reference corrosion initiation time which will 

be obtained from experiments (days) 

xc is the thickness of concrete cover (mm) 

fs is the reinforcement factor 

ξ is the curve-fitting parameter 
 

From previous works of different authors, Equation 16 

for the determination of corrosion initiation time in concrete 

is found as the best applicable equation due to the fact that 

the performance of RC structures depends on environmental 

conditions. The big advantage of using this formula is the 

application of local data for validation, which considers the 

environmental factors, including temperature, humidity, and 

rainfall, as these are the significant factors for corrosion. 

 

V. CONCLUSION 

The required parameters for predicting chloride 

diffusion and the corrosion initiation time in concrete 

structures are all given in the critical review and can be 

determined experimentally. The chloride binding capacity 

inside the concrete and the chloride diffusion coefficient 

decreases over time. This implies that the equation that 

considers the influence of chloride binding and the chloride 

diffusion coefficient forecasts more accurate performance for 

structures than Fick's second law equation. Compared to 

other models, the equation for corrosion initiation time 

computation that considers the local environmental 

conditions and materials (Equation 16) is more appropriate. 

Therefore, the model formulated in Equation 16 is 

recommended to determine the corrosion initiation time of 

reinforcement bars with very high accuracy in concrete 

structures.    
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Model 

 

Basis 

 

Equation 

 

Clear’s Model (Clear 1976) 

 

 

Empirical 

 𝑡𝑖𝑐 = 129. 𝑥𝑐1.22(𝑤𝑐 ). [𝐶𝑠]0.42 

 Bazant’s Model (Bazant 1979) Fick’s second law 𝑡𝑖𝑐 = 𝑥𝑐24𝐷𝑐 [𝑒𝑟𝑓−1  (1 − 𝐶𝑐𝑟𝐶𝑜 )]−2 

Poulsen-Mejlbro’s Model (Poulsen 

1993) 

Fick’s second law  𝑡𝑖𝑐 = 𝑡𝑒𝑥 𝑋 ( 0.5𝑥𝑐 √𝑡𝑒𝑥 𝐷𝑎𝑒𝑥 ) 21−ᵅ  ) 

𝑋 (( 1𝑖𝑛𝑣 Ʌ𝑝 (𝑦𝑐𝑟)) 21−ᵅ−) 

 

Yamamoto-Hosoya’s Model 
(Yamamoto and Hosoya 1995) 

Fick’s second law  𝑡𝑖𝑐 = 1𝐷𝑐 [ 𝑥𝑐2𝑒𝑟𝑓−1 (1 − 𝐶𝑐𝑟/𝐶𝑜)]2 

Anacta’s Model (Anacta 2009) Fick’s second law  𝑡𝑖𝑐 = 𝑓𝑠𝐷𝑐 [𝑥𝑐2𝑆]2
 

Tang-Nilsson’s Model (Tang and 

Nilsson 1992) 

Numerical  𝑄𝑖,𝑗(𝑡𝑜𝑡𝑎𝑙) = 𝑄𝑖,𝑗−1(𝑡𝑜𝑡𝑎𝑙) + 𝑄𝑖,𝑗(𝑑𝑖𝑓𝑓) 
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Hepatitis causes liver infection leading to inflammation that is swelling of the

liver. They are of various types and detrimental to human beings. Natural

products have recently been used to develop antiviral drugs against severe

viral infections like viral hepatitis. They are usually extracted from herbs or plants

and animals. The naturally derived compounds have demonstrated significant

antiviral effects against the hepatitis virus and they interfere with different stages

of the life cycle of the virus, viral release, replication, and its host-specific

interactions. Antiviral activities have been demonstrated by natural products

such as phenylpropanoids, flavonoids, xanthones, anthraquinones, terpenoids,

alkaloids, aromatics, etc., against hepatitis B and hepatitis C viruses. The recent

studies conducted to understand the viral hepatitis life cycle, more effective

naturally derived drugs are being produced with a promising future for the

treatment of the infection. This review emphasizes the current strategies for

treating hepatitis, their shortcomings, the properties of natural products and

their numerous types, clinical trials, and future prospects as potential drugs.
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Introduction

Hepatitis or as it is most commonly called, viral hepatitis is a

severe/fatal disease. According to an estimated value, the

complications of viral hepatitis approximately led to around

1–4 million deaths per year, throughout the world (Zarrin and

Akhondi, 2021). Usually, various viruses could lead to

inflammation of the liver like Epstein-Barr virus or Herpes

simplex virus, or Cytomegalovirus, to name a few. But, all types

of hepatitis viruses (A, B, C, D, and E), are causative agent

references. Most hepatitis viruses lead to acute conditions and

are self-limiting, but types B, C, and E can lead to chronic

conditions. Chronic hepatitis can cause life-threatening

conditions such as liver cirrhosis or hepatocellular carcinoma

(González et al., 2017). Each year 1.5 million infections are

reported due to Hepatitis-B and Hepatitis-C (Refer:https://www.

who.int/news-room/fact-sheets/detail/hepatitis-b; https://www.

who.int/news-room/fact-sheets/detail/hepatitis-c). Hepatitis

viruses like A, C, D, and E are composed of RNA while the

hepatitis-B virus is composed of DNA (Sinn et al., 2017; Shabanah

et al., 2019; AlMalki et al., 2021). Hepatitis A virus (HAV) spreads

through the contamination of food and water, in the feces of an

individual. Hepatitis-B virus (HBV) exhibits vertical and

distinctive transmission and can be transmitted through sexual

passages (through secretions of vagina and semen), blood (through

injections, drug abuse, etc) as well as by close human-to-human

contact (MacLachlan and Cowie, 2015). Hepatitis C virus (HCV)

spreads mainly via blood transfusions, but can also be transmitted

via sexual contact, contaminated healthcare injections, and the use

of drugs (like intravenous). Hepatitis-D virus (HDV) is

transmitted through sexual or blood contact, like in the case of

HBV and HCV. It is dependent on HBV as it needs HBsAg (HBV

surface antigen) for its replication (Rizzetto, 2015). Hepatitis-E

virus (HEV) spreads via contamination of food and water, and also

via zoonotic route and transfusion (Figure 1).

Natural products have been shown to be extremely useful for

curative and prophylaxis as well as palliative treatment of myriad

conditions caused by bacteria, fungi, and viruses (AlMalki et al.,

2021; Alghamdi et al., 2021; Shahid et al., 2021). Novel antiviral

drugs have been designed and developed using natural

compounds and modified into useful compounds for

preventive and curative actions (Lin et al., 2014). Antiviral

drugs that are derived from natural products are usually

extracted from medicinal microbes, plants and herbs, animals,

and humans. The most economically beneficial option for

treatment involves the use of medicinal plants with minimum

side effects (Roy and Datta, 2021). It has been seen that herbal

drugs showed lower complications in comparison to chemical

drugs, leading to few or no after-effects. In the last decade, the use

of herbal products has increased because of the problems with

chemical drugs. Additionally, herbal remedies show better

efficiency in the case of some diseases, and for some others,

only herbal remedies are present (Rabiei et al., 2015).

Additionally, the currently available drugs have higher toxicity

levels which pose the requirement of replacing these drugs with

medications having a lower toxicity range (Zeinab and Kopaei,

2018). As a result, this review highlights the effects of different

types of natural products in treating hepatitis, involving the

FIGURE 1
Transmission routes of Hepatitis types.
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current treatment options and the properties of natural

compounds, and various studies proving their properties in

the management of the disease, along with the future

perspectives and clinical trials of the same.

Hepatitis infection

HAV is a non-enveloped virus and belongs to the genus

Hepatovirus. It can easily live outside the human body as well as

in adverse conditions for a long time, which causes easy

transmission of the virus and is the prime reason for past

epidemics of jaundice. Its mode of transmission involves the

fecal-oral route. HAV exhibits variable and nonspecific

symptoms like jaundice, anorexia, fever, nausea, abdominal

pain, fatigue, vomiting, fever, and nausea (Centre for Disease

Control and Prevention, 2016). The severity of the HAV

infection can be from asymptomatic to severe liver failure.

Infants commonly suffer from asymptomatic viral infection,

while adults experience symptoms such as jaundice.

HBV is a DNA (double-stranded) virus that belongs to the

Hepadnaviridae family and is enveloped. The viral DNA is

circular, partly double-stranded, and is the smallest known

DNA virus. It exhibits replication in the hepatocytes and leads

to liver dysfunction. The mode of transmission involves per

mucosal or percutaneous route and blood transfusion, and also

through vaginal fluid or semen to the uninfected person. The

transmission of HBV can occur during childbirth (from mother

to child), through sharing of needles, sexual intercourse, and

transmission of blood through a mucosal surface or an open

wound. HBV can lead to acute hepatitis with similar clinical

manifestations as that of the Hepatitis A virus. But, the infection

caused due to HBV is asymptomatic in 50% of the affected people

(Centre for disease control and prevention, 2016). Less than 10%

of the acute cases of jaundice prevail in the younger age

group. HBV exhibits similar symptoms that HAV like nausea,

fever, vomiting, abdominal pain, malaise, and flu-like symptoms

(Centre for Disease Control and Prevention, 2016). The

laboratory outcomes of HAV and HBV are identical as it

demonstrates indistinguishable variations in the liver

transaminases- ALT and AST are notably increased, during

acute infection, sometimes greater than 1000 (Kim, 2009).

HCV is enveloped and transmitted through the blood of an

infected person or through sexual transmission. It primarily

affects the hepatocytes and if untreated/not treated properly,

then it leads to liver cirrhosis in 20% of patients, which may cause

hepatocellular carcinoma in later stages (Ringelhan et al., 2017).

The immune systems (innate and adaptive) are evaded by HCV

and chronic infections are caused in 70% of the patients

(Ringelhan et al., 2017). Regular blood tests have significantly

reduced transmission rates. Chronic HCV infection leads to

severe conditions like liver cirrhosis, hepatocellular carcinoma,

and fibrosis. Cryoglobulinemia vasculitis is one of the

extrahepatic manifestations that is developed in about 2/3rd of

the patients (Davuluri and Bansal, 2021). HCV replication can

significantly affect the metabolism, which leads to inflammation

and steatosis of the liver.

Hepatitis delta virus (HDV) belongs to the genus Deltavirus.

The extracellular virions of HDV possess the single-stranded

genomic RNA, covalently and circularly closed in a negative

sense. It is a satellite virus and regulates packaging, release and

transmission, depending on HBV (Netter et al., 2021). Acute viral

infection can be caused either due to co-infection (when both

HBV and HDV infection occurs simultaneously due to the same

exposure) or superinfection (occurrence of HDV infection after

the HBV infection like in the case of HBsAg positive patients).

The clinical manifestation of the simultaneous infection

corresponds to an acute infection caused due to HBV.

Moreover, concomitant infection causes a high risk of acute

hepatic failure. In addition to that, co-infection occurs in a

biphasic manner in which two peaks of ALT levels are

observed within a span of a short time, as HBV infection

should occur first in order to begin the spread of HDV

infection. Chronic HDV infection leads to higher levels of

transaminases, especially in patients who are infected due to

HBV. Chronic HDV infection causes serious liver disease with

higher fibrosis progression rates as compared to HCV or HBV-

affected patients.

The HEV is an RNA virus (positive sense) that is single-

stranded. It is transmitted when the drinking water is

contaminated by faeces or the meat of infected animals is

consumed (Doceul et al., 2016) or also through iatrogenic

transmission. The infection caused by HEV is asymptomatic

or causes minor symptoms without affecting the liver in most

individuals. Acute icteric hepatitis is a classic example of HEV

infection that lasts for more than 2–6 weeks in about 5%–30% of

patients. It includes a prodromal phase that leads to common

manifestations such as fever, vomiting, body pain, malaise, and

nausea and continues for up to 1 week. Jaundice and dark-

coloured urine are primary signs of the icteric phase. In the

convalescent phase, jaundice and other symptoms related to it

resolve within a week or a few days. At the beginning of the

prodromal phase and the initial icteric phase, the serum levels of

alanine aminotransferase are significantly increased, and

throughout the icteric phase, the levels of bilirubin are

markedly high. About 0.5%–4% of patients affected with

Hepatitis-E infection, suffer from acute liver failure (Blasco-

Perrin et al., 2015).

Current treatment strategies and
their limitations

The treatment of HAV involves supportive management and

prevention of the infection. Hepatitis virus infection can be

effectively prevented by vaccination (Nelson et al., 2018;
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Centre for Disease Control and Prevention, 2020). At present,

there are two single-antigen inactivated vaccines that are

marketed in the United States- Vaqta, and Havrix. However,

Vaqta demonstrates certain adverse effects like nausea,

abdominal pain, appetite loss, diarrhea, joint pain, sore throat,

etc (Refer: https://www.rxlist.com/vaqta-drug.htm#description).

Also, Havrix has also displayed some adverse events like

complex regional pain syndrome, impaired work ability, oral

discomfort, paresis, pelvic pain, etc. Twinrix is a single

inactivated combination of both the vaccines Vaqta and

Havrix, that is licensed for use (Centre for Disease Control

and Prevention, 2019). However, it also has shown adverse

effects like facial paresis, hypoesthesia facial, impaired driving

ability, impaired work ability, monoparesis, paraparesis,

paresis, pelvic pain, etc. Besides, nine approved drugs are

available which can be used for treating chronic HBV, which

include, two formulations of IFN (interferons)- one is

conventional and the other is pegylated interferon, and there

are 7 NAs (Nucleot(s) ide analogues)- tenofovir alafenamide

fumarate, lamivudine, tenofovir disoproxil fumarate,

telbivudine, entecavir, adefovir and besifovir dipivoxil

(available only in Korea). The main objectives of therapy

involve-the restriction of the advancement of the disease and

upscale the rates of survival. PEG-IFN (pegylated-interferon)

alpha along with ribavirin was conventionally used for

3–4 months for the therapeutic care of HCV infections (Ray

et al., 2015). However, it showcased a broad spectrum of

neuropsychiatric adverse effects like anorexia, depression,

and sleep disturbances. PEG-IFN-α is also effective against

HBV and HDV infection (Wedemeyer et al., 2011,

Wedemeyer et al., 2019). But, its use can cause conditions

like leukopenia and thrombocytopenia, which may lead to

the discontinuation of the medication or modification in

dose (Perrillo, 2009). Bulevirtide, which is an entry-inhibitor,

has acquired conditional based approval from the European

Medicines Agency (EMA) but the outcomes of the phase-3 trial

are yet to be obtained. The phase-3 trials of Lonafarnib

(prenylation inhibitor) are still ongoing. Additionally, other

potential agents like RNA interference substances, nucleic acid

polymers, and IFN-lambda are currently being examined. NA

(Nucleot(s) ide analogues) exhibit inhibition of the reverse

transcription of the HBV, but it does affect the replication of

HDV. But, NA is effective in case of severe liver disease and

against the viral DNA in case of co-infection with HBV and

HDV (Lampertico et al., 2017). However, the disadvantages

that are associated with nucleotide analogues (NAs) include the

decreased rates of seroconversion of HBsAg and HBeAg and

long-term therapy in most of the infected people (Zoulim and

Durantel, 2015). Additionally, NAs do not affect the activity

and level of cccDNA that exists in the liver of the infected

person, even after the treatment with antivirals. Therefore, it

takes time for NAs to exhibit their therapeutic actions and

requires unspecified therapy.

Natural products

In recent times, natural products have been shown to be

of great use in the therapy of hepatitis, with less drug

resistance and adverse effects (Cai and Qin, 2019; Xu

et al., 2019). Consequently, more studies are being

conducted to comprehend the actions of natural products

(Duan and Chen, 2016; Ahmed et al., 2017; Yao et al., 2019).

Some reports have proven that numerous natural medicines

having novel structures as well as anti-HBV properties might

be good drug candidates for hepatitis B infection. Although

such studies were primarily included in the recognition of

products displaying anti-viral effects against HBV; the

mechanism and targets of the products were fewer. The

mechanism of action of therapeutic drugs like NAs as well

as interferons, on anti-Hepatitis B Virus, is evident, but the

unfolding of the drug-resistant mutants of HBV usually

reduces the therapeutic activities. Therefore, the

production of safe and efficient anti-HBV medications

having unconventional mechanisms is the main target of

today’s research (Li Y. T. et al, 2012; Cai and Qin, 2019).

Some of the different kinds of natural compounds having

anti-HBV properties are flavonoids, phenylpropanoids,

alkaloids, glycosides, terpenes, lactones as well as organic

acids. Because of the wide popularity of natural products for

treating and preventing diseases, recently, pharmaceutical

companies have been developing new antimicrobial

formulations which are derived from such compounds.

For instance, phytotherapy or use of medicinal plants is

practised all over the world, specifically in developed

nations like some of the European nations as well as the

United States (Solati et al., 2017). Around 45% of the

marketed natural products that are utilized for the

management of infections caused by the hepatitis virus

are obtained from medicinal extracts of plants or their

derivatives (Lahlou, 2013). In addition to this, a global

upsurge in the isolation of active compounds from

medicinal plants had emerged in health care.

The hunt for new bioactive compounds is still prevalent

in prime therapeutic areas like immunosuppression,

metabolic and infectious diseases, as well as oncology. It

has been an enormously studied part of pharmaceutical

research for many years (Newman and Cragg, 2012).

Around 40 new drugs have been launched between the

time period of 2000- 2010, derived from plants,

microorganisms, marine organisms, and a few chordates

(Brahmachari, 2011). Furthermore, the WHO estimated

that around 80% of the global population depends on

conventional medications, mostly derived from plants, for

their primary healthcare. The active compounds originating

from herbs or plants are utilized either for therapeutic

treatments or are administered through the oral route to

infected patients in the form of powders, teas as well as other
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herbal formulations. Further, even phenolic products cause

the bioactivity of the unrefined extracts of plants. In recent

decades, researchers have attempted to recognize the

bioactive compounds of these traditional medicines by

systematically screening the natural products obtained

from the extracts of herbs or plants and then testing their

effectiveness using appropriate assays (on the basis of the

studied pathology). One of the primary benefits of natural

compounds extracted from plants is the lower

manufacturing costs, due to the absence of the

requirement for chemical synthesis. Such production leads

to lesser expensive treatments and is available for low-

income populations. Apart from this, different natural

compounds have proven to exhibit antiviral effects against

the influenza virus, HIV, herpes simplex virus, influenza

virus as well as HBV and HCV. Further, the screening and

development of natural compounds have resulted in the

detection of effective inhibitors that inhibits the growth of

the virus. However, there are various limitations as well

associated with natural products. For instance, the

extraction process of natural products from organisms is a

cumbersome task. Along with this, the mode of extraction

process is dependent on the type of compound to be

extracted. To increase the varieties of the extracted

natural products, the bioactive compound can be

extracted in the presence of several solvents of varying

polarity. Apart from this, another limitation is to identify

novel natural products as some of the potential source

organisms are difficult to be produced or culture in the

laboratories as they only survive in their ecosystem. Such

challenges are now being tackled by establishing novel

methodologies for culturing for natural product synthesis

induction. Therefore, naturally derived compounds of

different origins have been shown to be of therapeutic use

for hepatitis infection. The detailed studies of numerous

natural products have been explained in the following

sections, with specific emphasis on their role in inhibiting

viral infection.

FIGURE 2
(I) HBV life cycle: (II) HCV life cycle.
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List of natural products

Natural products have the potential treat various diseases one

of them is hepatitis. Various natural compounds have been

studied for effective results against hepatitis (Figure 2).

Alkaloids

Alkaloids are natural compounds that possess a complex ring

and nitrogen heterocyclic structure, which is responsible for most

of their physiological effects. They also exhibit anti-microbial,

anti-inflammatory, anti-cancer, and antioxidant activities. Jiang

et al., 2013, reported that ethanol extract which was derived from

the fruit of Piper longum L. fruit exhibited effective antiviral

activity, and its specific derivatives demonstrated significant

activities against the production of HBeAg and HBsAg on the

cell line of HepG 2.2.15. This study also demonstrated that one of

such compounds demonstrated the inhibition of the production

of HBeAg and HBsAg at IC50 values of 0.21 and 1.80 mM. One

more experiment by Zeng et al., 2013 exhibited that one of the

alkaloids, namely DHCH, extracted from the Corydalis saxicola

plant, caused effective inhibition of HBeAg and HBsAg

production in HepG2.2.15 cells, along with TI of around

6.77 and 7.32. Furthermore, DHCH was shown to decrease

DNA and cccDNA levels in time and dose-dependent ways, at

IC50 values of 7.62, 8.25, and 15.08 μM.

Anthraquinones

Anthraquinones are derived from the metabolites of fungi

and lichens. They exhibit purgation, immunoregulatory, anti-

cancer, and anti-inflammatory actions (Wang et al., 2019).

Recent studies demonstrated the anti-HBV effect of

anthraquinones (Bu et al., 2019). Sulochrin, (−)-2′ R-1-

hydroxyisorhodoptilometrin, questinol, monochlorsulochrin,

endo crocin, dihydrocodeine, asterric acid and (+)-2′
S-isorho-doptilometrin are extracted from the aciduric fungus

Penicillium sp. Which is mangrove-derived, significantly inhibits

the secretion of HBsAg than 3TC (positive control) at a specific

dosage (Qin et al., 2016). Discovered that hypericin effectively

decreased the viral DNA expression and also the HBeAg and

HBsAg expression, like lamivudine (3 TC).

Another study by Peng et al. (1970) reported that

anthraquinones, anthraquinone bile acid conjugates, and

rubiadin exhibited activities against HBV infections on the cell

line of HepG2.2.15 at IC50 of 12.41, 8.03, 17.05, and 8.13 g/ml.

Rubiadin is a compound that not only effectively decreases the

production level of HBsAg and HBeAg, inhibits the HBV DNA

replication, as well as prevents the activities of the HBx protein

and the growth of cells in a dose-dependent method, but may also

result in an unconventional candidate of the anti-HBV agent.

Parvez et al. (2019), first time demonstrated the anti-HBV

property of anthraquinones which are AV-derived, probably

through inhibition of HBV-DNA polymerase.

Aromatics

The six phenols namely, ethyl 2,5-dihydroxybenzoate,

m-hydroxybenzoic acid, ethyl 3,4-dihydroxy-benzoate,

p-hydroxybenzoic acid, 3,4-dihydroxybenzoic acid, and

m-hydroxy benzenmethanol. Aromatics demonstrate anti-

microbial, anti-pyretic, analgesic, and anti-inflammatory

properties. They demonstrated anti-Hepatitis B virus activities

by causing inhibitory actions against the production of HBsAg as

well as HBeAg at IC50 levels of 0.23–5.18 mM, and replication of

HBV-DNA at IC50 of 0.06–2.62 mM. In addition to this,

p-hydroxybenzoic acid, m-hydroxybenzoic acid, and

m-hydroxy benzenmethanol exhibited anti-HBV actions at

IC50 levels of 5.18, 3.76, and 4.55 mM against the secretion of

HBsAg and 2.54, 2.36, and 2.62 mM for the inhibition replication

of HBV-DNA (Cao et al., 2015). Zhou et al. (2014) demonstrated

that compounds extracted from the plant Tarphochlamys affinis

(Griff.) significantly caused the inhibition of the production of

HBeAg and HBsAg. Huang et al. (2014) exhibited that PHAP

(p-hydroxy acetophenone) extracted from the plant A.

morrisonensis, effectively inhibited the replication of HBV-

DNA. Zhao et al. (2015) discovered that PHAP and its

derivatives exhibited activities against the viral DNA. A

sequence of derivatives was obtained after the structural

changes of p-HAP and its derivatives, amidst them, p-HAP

derivative 2f demonstrated the most effective inhibition of the

HBV-DNA replication (SI = 160:3, IC50 = 5:8 μM). The

relationships between the primary structure and its activity

indicated that the substituted cinnamic acids and the

conjugated derivatives of p-HAP glycoside increased their

actions against the replication of HBV-DNA.

Artemisinin

Artemisinin is a plant-based product that is extracted from

Artemisia annua and is a widely known antimalarial agent. It

has been reported that Artemisinin also exhibits anti-HBV

activities. Demonstrated that Artesunate, which is the

semisynthetic derivative of Artemisinin demonstrated more

effective activities by decreasing the amount of HBV-DNA at

IC50 of 0.5 μmol/L and led to the inhibition of the production of

HBsAg at IC50 value of 2.3 μmol/L. The values were not

observed to be better compared to Lamivudine (IC50 of

0.3 μmol/L and 0.3 μmol/L), although a combination of both

compounds produced a significantly effective result. As

Lamivudine was subjected to drug resistance, thus, this

combination effectively reduced the emergence of drug
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resistance against Lamivudine. Also, Artemisinin and

artesunate do not cause serious side effects, regarding their

anti-HBV effects.

2-Arylbenzofuran derivatives

They are obtained from MCR or Mori cortex radicis and

exhibited anti-HCV effects in a system of HCV replicon (Lee

et al., 2007). They also demonstrate anti-oxidative properties.

The assay of NS3 helicase revealed that the two compounds

demonstrated effective inhibitory effects (IC50 of 42.9 and

27.0 μmol/L). The NS3 viral helicase unwinds the duplexes of

RNA ×DNA as well as RNA × RNA, hence, is significant for viral

replication. Therefore, targeting the NS3 helicase enzyme is

ideally considered, and the by-products of this enzyme can be

used for the development of effective inhibitors of helicase in the

future (Lee et al., 2007). Dai et al. (2001) demonstrated that

mellenin, a fungus-based compound, extracted from Aspergillus

ochraceus, demonstrated anti-Hepatitis C virus protease activity

with 35 μmol/L, as an IC50 value. Another study by Hu et al.

(2007) included the screening of numerous compounds of

pseudo guaianolides derived from Parthenium hispidum. The

results revealed antiviral effects in a HCV subgenomic replicon

system as three out of all the compounds caused inhibition up to

around 90%, at a concentration of 2 μmol/L. Also, the other

compounds demonstrated inhibition up to 50% without any

cytotoxicity, thus, indicating further research for their higher

potentials.

Blueberry proanthocyanidins

According to the USDA database, every 100 g of the edible

portion of blueberries contains about 88–261 mg of

proanthocyanidin. They are structurally similar to polyphenols

like flavonoids and anthocyanins (Huang et al., 2012).

Proanthocyanidins exhibit anti-oxidative, anti-tumor, and

anti-inflammatory effects (Yang et al., 2014). Blueberry as well

as polyphenols demonstrate some important biological

properties as antibacterial, neuroprotective, antiviral,

anticarcinogenic, and cardioprotective agent (Joshi et al.,

2016). Additionally, Takeshita et al. (2009) demonstrated that

the fraction of methanol extract from blueberry leaves

(0.112–2200 lg/ml) led to the reduction in the activities of

subgenomic HCV in a replicon cell system of HCV after 72 h

at a temperature of 37°C. Joshi et al. (2016) reported that

blueberry juice and its proanthocyanidins (B type) exhibited

anti-viral effects against HAV and are also effective against

human norovirus. The study also showed that the HAV titers

in the suspension decreased significantly to undetectable levels by

proanthocyanidins at concentrations of 2 as well as 5 mg/ml in

half an hour and by 1 mg/ml proanthocyanidins after 3 h.

Furthermore, it was observed that within 24 h, blueberry juice

(37°C and pH 2.8) significantly reduced HAV level (2 log PFU/

ml). The blueberry juice and isolated proanthocyanidins were

evaluated for their activity against HAV adsorption and

replication in FRhK4 cells, after being pre- and post-infected

with the HAV HM175 strain. The blueberry juice and isolated

proanthocyanidins were significantly able to decrease the HAV

level in the pre-infected cells, however, in the post-infected cells,

there was no inhibition of the viral replication (Joshi et al., 2016).

Cyclophilins

Cyclosporin A (CsA) exhibits immunosuppressive activity.

CsA is a significantly effective anti-HCV compound based on the

screening of cell cultures for anti-HCV products. It is a fungus-

based compound that is produced by Tolypocladium inflatum

Gams and exhibited significant biological applications in organ

transplantation and immunosuppressive effects (Doutre, 2002).

CyPB (cyclophilin PB), stimulates the anti-viral effects of CsA

against HCV (Watashi and Shimotohno, 2007) and is primarily

found in ER membrane’s cytoplasm. It is exactly similar to the

NS5B polymerase of HCV. Additionally, both of these

compounds establish complexes with HCV-RNA. Watashi

et al. (2005) demonstrated that cyclophilin PB enhanced the

RNA binding via NS5B, and the reduced levels of CyPB resulted

in the lack of viral replication (Watashi et al., 2005). Further, the

complex of NS5B and CyPB was disrupted by CsA, as a result of

which, the replication of the HCV genome was reduced. As CsA

exhibited immunosuppressive effects, therefore, it is not

advisable for the treatment of HCV infections. However,

NIM811 (another derivative having one substituted amino

acid), demonstrates two-fold effective binding affinity to CyPB

and lacks immunosuppressive activity. Five out of eight patients,

who’d undergone liver transplantation and also suffered from

HCV recurrence, did not respond to the standard HCV therapy,

but the effective results of cyclosporin gave hope due to the

reduced HCV-RNA below the level of detection (Watashi and

Shimotohno, 2007).

Ellagic acid

Ellagic acid, is a flavonoid product obtained from Phyllanthus

urinaria and it demonstrates anti-oxidative, anti-inflammatory,

and neuroprotective activities. It also demonstrated an

interesting anti-HBV effect. Shin et al. (2005) exhibited that it

hindered the secretion of HBeAg in cell culture with 0.07 μg/mL

as an IC50 value, but it did not cause the inhibition of production

of HBsAg, polymerase activity, and HBV replication. Another

report by Kang et al. (2006) illustrated an experiment on the

HBeAg-producing transgenic mice and showed that they

exhibited significant effective tolerance towards HBeAg. As a
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result, there were reduced levels of CTL (cytotoxic

T-lymphocyte) responses, minimal levels of cytokines

production, and no secretion of antibodies to the antigen. But,

when the mice were fed with ellagic acid, there was an inhibition

of this immune tolerance and thus it was concluded that ellagic

acid is considered an effective agent to overcome this essential

mechanism against the chronic infection of HBV.

Enediynes

Enediynes derived from the plant A. capillaris (Yin-Chen) is

used as a therapeutic agent for hepatitis predominantly in China

(Liu et al., 2019). They also demonstrate anti-tumor actions.

Subsequently, Geng et al. (2015) exhibited that two

glucopyranoside derivatives of enediynes caused effective

inhibition of HBV DNA replication and the production of

HBsAg along with HBeAg. These compounds exhibited

inhibitory actions against the HBV-DNA replication with SI

values equal to 17.1 and 23.6, as well as IC50 levels of 0:0127 ± 0:

05 and 0:077 ± 0:04 mM. Also, a specific pair of isomers of

enediynes demonstrated inhibitory activities of the production of

HBsAg at IC50 of 0:887 ± 0:20 mM (SI = 2.3) and 0:797 ± 0:

23 mM (SI = 2:1). This study even showed that one of the

compounds exhibited most effective inhibitory actions against

the replication of the viral DNAwith SI = 23:6 and IC50 of 0:077 ±

0:04 mM, while the similar derivative with -(2′-O-caffeoyl),
exhibited slightly reduced actions against HBV-DNA

replication with SI = 17:1 and IC50 level of 0:127 ± 0:05 mM.

Another study by Geng et al., 2018, extracted fourteen

compounds from A. capillaris which were essayed for their

structure-activity relationship, and their anti-HBV properties

were summed up on the basis of their biological actions. Out

of these, two of the compounds effectively caused the inhibitory

actions against of the productions of HBeAg, HBsAg and HBV

DNA replication at IC50 values of 48.7 (SI > 20:5), 197.2 (SI > 5:

1), and 9.8 (SI > 102) μM.

Essential oils

Essential oils (EO) are plant-based aromatic oils that are

extracted from roots, grass, fruit, branches, flowers, bark, leaves,

buds, wood, and seeds. Some EOs derived from sweet orange,

rosemary cineole, lemon, and grapefruit (common names of

Citrus sinensis, Rosmarinus officinalis, Citrus limon, and Citrus

paradisi, respectively) exhibit anti-HAV effects (Battistini et al.,

2019). Essential oils like sesquiterpenes, hydrocarbons, and

limonene, which are produced by the genus Citrus, are 85%–

99% volatile, with their oxygenated agents like esters, ketones,

aldehydes (citral), alcohols (linalool) and acids (Fisher and

Phillips, 2008). EOs exhibit antimicrobial, anti-cancer, anti-

fungal, and anti-spasmodic activities. Battistini et al. (2019)

conducted an experiment in which the Frp3 cells were

inoculated with ATCC or HM-175 hepatitis A strain and then

treated with rosemary cineole essential oil, after 30 min of

incubation at room temperature. It was observed that the

rosemary cineole essential oil led to an effective decrease of

cell infectivity followed by lemon and grapefruit essential oils.

Apart from this, it is essential to estimate the least time taken by

essential oils to cause maximum effectiveness against the viral

loads in food products in order to make people more aware about

food safety (Battistini et al., 2019).

Flavonoids

Flavonoids are plant-based products that exhibit numerous

clinical functions, it acts as an anti-bacterial anticancer, and anti-

inflammatory. It demonstrates a major function in the protection

of the liver, like, Silymarin is an effective medicine that is

developed for protecting the liver (Yi, 2012). Wang et al.

(2013) exhibited that flavonoids are effective against HBV,

wherein Luteolin caused the inhibition of the production

HBsAg as well as HBeAg on the cells of HepG 2.2.15 in vitro,

at IC50 value of 0.02 mM. Another plant-based flavonoid,

Isovitexin, derived from S. yunnanensis also exhibited effective

anti-HBV properties. Cao et al. (2013a) showed how it has not

just prevented the HBsAg and HBeAg secretion (at IC50 levels of

0.04, less than 0.03, and 0.23 mM), and also inhibited the

replication of HBV- DNA (at IC50 of 0.09, less than 0.01 as

well as 0.05 mM). Cao et al. (2015) reported that Isoorientin

(derived from S. mussotie) possessed anti-HBV functions in

opposition to the production of HBeAg and HBsAg at IC50 of

1.12 and 0.79 mM, and the viral replication at IC50 of 0.02 mM.

Another study by Xiao. (2018) proved the anti-HBV effects

demonstrated by Epimedium Hyde II (a Chinese herbal

compound). It also prevented the HBV-DNA replication and

the activities of HBeAg and HBsAg in the HBV-replicated serum

of the C57BL/6 mice. Additionally, various researchers

discovered that isopongachromene and glabaarachalcone,

which are plant-based compounds and are extracted from P.

pinnata can be linked to the viral DNA polymerase protein target

(Mathayan et al., 2019).

Ginsenosides

Ginseng which is also known as Panax ginseng Meyer is

popularly used in Korea and China as a medicinal herb for over

5000 years (Yun, 2001). They contain numerous bioactive

compounds like peptides, polysaccharides, ginsenosides, fatty

acids, phytosterols, poly acetylenic acids, and polyacetylenes.

There are various studies on the biological activities of

Ginseng like they are used as an antifungal, anti-stress, anti-

inflammatory, anti-bacterial, anti-carcinogenic, antiviral, and
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anti-oxidant agent (Lee et al., 2011). Its accumulation is primarily

reported in its plant’s roots and traditionally, isolation of the

same usually takes an extended period of time (Luthra et al.,

2021). Lee DY. et al (2013) exhibited that the Korean red ginseng

(or KRG), as well as purified ginsenosides (Rg1 and Rb1), were

used at different concentrations for the pre-treatment and co-

treatment on FRhK-4 cells, after the inoculation of Hepatitis-A

virus ATCC strain on the cell line. The outcomes demonstrated

that both of the above-mentioned compounds effectively reduced

the HAV levels. This research also exhibited that the KRG

compound exhibited cytotoxicity exceeding 10 μg/ml

concentration, but ginsenosides did not demonstrate any

cytotoxicity up to the concentration of 40 μg/ml. Furthermore,

even though KRG and the purified ginsenosides were used for the

co-treatment of the cell lines, they effectively decreased the viral

concentration and the pretreated cells exhibited significant anti-

HAV effects. Therefore, pretreatment with ginseng significantly

prevents HAV infection.

Green tea catechins

Green tea catechins (GTCs) are natural and herbal

compounds that are highly beneficial to human health. As the

name suggests, they are the components of Camellia sinensis, of

the family Theaceae. One of the most studied and abundant

catechins is EGCG or (−)-epigallocatechin 3-gallate (EGCG),

while others include EC or epicatechin, (−)-epigallocatechin

(EGC) and (−)-epicatechin gallate. They comprise anti-

cancerous, anti-oxidative, anti-infectious, and anti-

inflammatory functions, according to in vitro as well as in

vivo examinations (Cao et al., 2016). Ye et al. (2009) analyzed

the anti-HIV actions of tea catechin mixtures on the production

of Hepatitis-B-antigen and the production of DNA in a stable cell

line of HBV-transfected HepG2. Other catechins and EGCG

inhibits the production of the HBeAg as well as HBV DNA at a

specific dosage with IC50 of 7.34 µg/ml and 2.54 µg/ml. He et al.

(2011) showed that when HepG2.117 cells were made to grow

when EGCG, HBeAg expression was suppressed, undisturbing

the HBsAg expression. Chen C. et al (2012) proved the reduction

of HCV infection via EGCG in the cells of Huh7.5.1 cells, with

the help of the JFH1 strain of hepatitis C genotype 2a which

produced the contagious viruses in the cell culture. This

treatment for HCV with EGCG at EC50 was around 17.9 µM.

Iminosugars

The potential ER (or endoplasmic reticulum) inhibitors α-
glucosidases are basically the by-products of DNJ or

deoxynojirimycin iminosugars. Such iminosugars are naturally

present, for instance in silkworms or Bombyx mori (Jacob et al.,

2007). They are potent immunomodulators and demonstrate

anti-microbial properties. Iminosugars significantly reduce the

virality of infectious viral particles. This suppression might be

sourced by the incorporated envelope proteins (misfolded) in the

secreted particles (Chapel et al., 2007). The derivatives of

iminosugars have been proven to show antiviral effects against

infections caused due to HBV as well as HCV. A product namely,

1-DNJ, extracted from the plant ofMorus alba L, suppressed the

hepatitis B viral particle secretion in a dose-dependent way

(Jacob et al., 2007). Steinmann et al. (2007) reported that

compounds having a long alkyl side chain significant for

inhibitory effects on p7 (an ion channel of HCV) as well as a

DNJ head group, lead to an advantage for susceptibility to

resistance. Misumi et al. (2021) showed that Miglustat was

used for treating lipid storage illnesses in humans, as well as

UV-4 inhibited the replication of HAV in cell culture, at IC50

32.13 μM as well as 8.05 μM, respectively via blockage of

ganglioside synthesis (crucial for the HAV cell entry).

Japanese rice-koji miso extracts

Koji (or Aspergillus oryzae) has been predominantly used by

the Japanese for the fermentation of various food items like rice,

soybean, grains, and potatoes. Miso is obtained as a by-product

when Japanese rice is fermented by Koji. It is used as a seasoning

in the preparation of Miso soup (Win et al., 2018). It exhibits

antioxidant and anti-aging effects (Lee MH. et al., 2013). Jiang

et al. (2011) demonstrated that Miso enhanced the effects of

GRP78- also known as glucose-controlled protein 78, which is

basically a heat-shock protein that resulted in the suppression of

Ultraviolet C mutagenesis. Some researchers also demonstrated

that the expression of GRP78 retarded the HAV replication (Win

et al., 2018). Therefore, GRP78 acts against HAV infection as an

effective antiviral agent (Jiang et al., 2017). Another report

showed how Win et al. (2018) conducted a post-infection

assay demonstrating that the Miso extract synergistically

functioned as an antiviral against HAV infection by partially

enhancing the effect of GRP78. It even stimulated the effects of

GRP78 in PXB cells and Huh 7 (human hepatocytes) and

suppressed the replication of HAV (Win et al., 2018). As a

result, the Miso extract has been used as an important dietary

product for controlling HAV infection.

Lactoferrin

Lactoferrin is derived from cattle as well as camel milk and

has been reported as a combinational therapy along with

conventional hepatitis C drugs. It also demonstrates

antimicrobial, immunomodulatory, and, anti-cancer activities.

Many trials have confirmed the effective functions of camel milk-

derived lactoferrin, regarding its therapeutic value against

hepatitis (Adinolfi et al., 2001; Redwan and Tabll, 2007). It
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was mentioned in a study that lactoferrin derived from camel

milk inhibited hepatitis C genotype 4 via the prevention of virus

from the entering cells (Gader and Alhaider, 2016). The

compound also showed antiviral, antifungal as well as

antiparasitic activities, toward a wide spectrum of species

(Jenssen and Hancock, 2009). EL-Fakharany et al. (2013),

demonstrated significant activities of lactoferrin against

hepatitis virus, isolated from camel milk was reported on the

PBMCs or peripheral blood mononuclear white blood cells as

well as HepG2 or human hepatoma infected cells having HCV.

Redwan et al. (2014) reported the activities of lactoferrin on the

Huh-7 cell line in a cell culture medium that was inoculated with

HCV and further noted the dismantling of viral peptides and

inhibition of the virus’s growth.

Lignans

They usually extracted from plants. One of the primary

groups of phytoestrogen, they play a role as antioxidants

(Wohlfarth and Efferth, 2009). For instance, Honokiol is a

lignan isolated from leaves, barks, and cones of Magnolia

officinalis. Lan et al. (2012) assessed the effects of honokiol

HCV infection; its entry, replications as well as translation, in

the cell line Huh-7 using HCVcc, HCVpp as well as subgenomic

replicons. The results showed that it strongly reduced the HCVcc

infection (at EC50 of around 1.2 μg/ml, with respect to 4.5 μM,

and EC90 of 6.5 μg/ml) at non-toxicity (median lethal dose =

35 μg/ml). Wu et al. (2012) proved the anti-HCV effects of

another lignan namely, 3-hydroxy caruilignan C (or 3-HCL-

C) which was isolated from the plant Swietenia macrophylla

(stems). The results also included that 3-HCL-C decreased

NS3 proteins and the levels of HCV-RNA at EC50 of around

10.5 μg/ml (37.5 μM). Apart from this, 3-HCL-C is hindered with

the replication of HCV as well, via induction of IFN-induced

response element transcription as well as IFN-dependent anti-

viral gene expression. Hence, 3-HCL-C is a potent adjuvant for

the therapy of HCV.

4-Phenylcoumarin derivatives

Coumarin is a plant-based natural product that was first

derived fromDipteryx odoranta and tonka beans. It is also known

as Coumarou and there are numerous natural coumarins that are

isolated from plants, fungi, bacteria, and chemical synthesis

(Kassem et al., 2019). Coumarin along with its derivatives is

used to synthesize antiviral agents (Garro and Pungitore, 2015).

(2H-chromen-2-ones) are known to be superior bioactive agents

for the synthesis of novel agents which possess high specificity

and affinity to numerous molecular targets (Batran et al., 2018).

Coumarin derivatives exhibit antioxidant, anti-inflammatory,

neuroprotective and anti-cancer effects. Recently, it was

reported that various derivatives of Coumarin exhibit anti-

HAV activities (Kassem et al., 2019). Like picornaviruses, the

Hepatitis-A virus genome encodes HAV 3C pro, also known as

HAV three protease (an essential processing protease that is

responsible to enhance viral replication by transcription,

translation, and nucleo-cytoplasmic trafficking). 4-

Phenylcoumarin-based compounds, which are recently

modified antiviral compounds, target the 3C proteases and

inhibit them (Kassem et al., 2019). There are various

derivatives that demonstrate anti-HAV activity, which has

been reported to exhibit the strongest virucidal activity and

also inhibit the adsorption and replication of HAV, therefore,

it possesses effective virustatic properties.

Phenylalanine dipeptides

Dipeptide derivatives exhibit anti-inflammatory and

antimalarial effects. A study by Yang et al. (2014) was

conducted which extracted and altered the Matijin-Su

(phenylalanine dipeptide) with anti-HBV actions from

Dichondra repens. Forst, as well as four by-products, were

tested with effective anti-HBV properties in vitro.

Another report by Meng et al. (2018) examined the twenty

species of natural marine small molecules via the cells of HepG

2.2.15; three types of agents namely, 4-hydroxy proline-

phenylalanine, glycine-L-proline, and L-2-hydroxy proline-

phenylalanine demonstrated effects against the HBV by the

hindrance of HBV-DNA, HBeAg and HBsAg. Wang et al.

(2019) showed that N-acetyl phenylalanine demonstrated

inhibitory effects on HBsAg as well as HBeAg at IC50 of

55.5 and 69.5 μg/ml, respectively. Kuang et al., 2019, utilized

Matijin-Su (MTS) as a primary compound; and synthesized a

novel derivative of MTS which demonstrated anti-HBV effects.

Further, a series of derivatives of MTS were synthesized with

Matijin-su as the primary compound, via incorporating chlorine

or fluorine substitution, as well as the acquired derivatives of

MTS, and were evaluated for anti-HBV actions in vitro. These

outcomes demonstrate that the extracted compounds exhibited

anti-HBV effects at IC50 values of 10.53, 12.61 12.61 mol/L.

Phenylpropanoids

Phenylpropanoids are usually derived by plants from

tyrosine and phenylalanine amino acids and comprise a broad

spectrum of biological activities like antioxidation, antitumor,

liver protection as well as antivirus. Chen H. et al. (2012)

demonstrated that the extraction of a sequence of

phenylpropanoids from the roots or core materials or bark of

S. asper caused anti-HBV effects. Compounds like Magnatriol B

displayed mild anti-HBV activity and inhibited both HBsAg as

well as HBeAg secretions with lower cytotoxicities. Honokiol, on
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the other hand, showed strong inhibition on HBeAg as well as

HBsAg with IC50 of 4.74 μM (SI = 14:22) and 3.14 μM (SI = 21:

47), respectively. Isomagnolol and isocarpine, isolated from the

roots or bark of the plant S. asper displayed prominent anti-HBV

effects via the cell assay of HepG 2.2.15 and reduced the HBsAg

production at IC50 values 10.34 μM as well as 3.67 μM. Also, for

inhibition of HBeAg production, the IC50 was around 8.83 μM as

well as 14.67 μM, at non-toxic levels. Another compound,

Coumarin lignan, was derived from the plant of Kadsura

heteroclita (stems), and caused inhibition of HBsAg as well as

HBeAg production at a concentration of 25 μg/ml. Niranthin,

derived from Phyllanthus niruri, also suppressed the HBsAg as

well as HBeAg secretion at specific dosages, with IC50 of 16.5 μM

as well as 25.1 μM, respectively.

Polyphenols

Polyphenols demonstrate antioxidant, neuroprotective and

anti-inflammatory effects. Many polyphenols exhibit anti-HCV

activities. Nobiletin or 3′,4′,5,6,7,8-hexamethoxyflavone derived

from the extract of Citrus unshiu was responsible for

demonstrating anti-HCV effects (Suzuki et al., 2005). Hegde

et al. (2003) proved that nobiletin showed activity against

hepatitis C infection at 10 μg/ml in the MOLT-4 cells.

Another study involved the isolation and characterization of

two novel compounds-oligophenolic in nature, namely SCH

644343 as well as SCH 644342 from the plant of Stylogne

cauliflora wherein they demonstrated inhibitory actions

against HCV NS3 protease activity in vitro, with IC50 values

of 0.3 μM as well as 0.8 μM (Hegde et al., 2003). Duan et al.

(2004) recognized three polyphenol compounds from ethyl

acetate fraction of Galla Chinese which is traditional Chinese

medicine and showed that they inhibited NS3 protease in vitro at

IC50 values of 0.75, 1.60, and 1.89 μM.

Zuo et al. (2005) reported one of the compounds inhibited

the NS3 protease, derived from Saxifraga melanocentra Franch.

The results showed that the IC50 value was 0.68 μM as well as the

compound was safe till 6 mg/ml (or 6.4 mM) on the COS cells. Li

Y. et al. (2012) characterized four polyphenolic compounds

isolated from Excoecaria agallocha L. which inhibited

NS3 protease in vitro. Out of these, two compounds namely,

excoecariphenol D as well as corilagin displayed a prominent

inhibitory effect in the replicon assay, with IC50 of 12.6 as well as

13.5 μM.

Protamine, taxifolin and atropine

Taxifolin which is also known as Dihydroquercetin is a plant

based product that is obtained from onions, grapes, citrus fruits,

and olive oil. It takes a major part in the prevention of

Alzheimer’s disease and was known for its effective

pharmacological actions, which included, anti-diabetic,

antitumor, antioxidative, hepatoprotective, cardioprotective as

well as neuroprotective effects.

Protamine is an animal-based compound that is derived from

fish milt. It is a cationic peptide and possesses numerous

properties. It was used in the form of an antibacterial agent in

food items and apart from that, it was used as a heparin

antagonist and as an injectable-insulin carrier (Gill et al.,

2006). Atropine is also a plant-based product that is derived

from Belladonna. It is an anticholinergic agent (muscarinic

receptor antagonist) which is administered to regulate the

contractions as well as dilations of muscles in order to

maintain the blood flow in cells (Behcet, 2014). Earlier, a

study was conducted that demonstrated the significant

inhibitory actions of Taxifolin, Protamine, and Atropine

against the replication of HAV in the cells of PLC/PRF/5.

Atropine resulted in a dose-dependent decrease in HAV

infectivity. Taxifolin, Protamine, and Atropine, at a maximum

concentration of 59, 50 as well as 50 μg/ml, respectively,

decreased the HAV titer.

Resveratrol

Resveratrol, which is also known as 3,5,40

-trihydroxystilbene, is a naturally derived phytoalexin. It is

commonly found in plants like grapes, cranberries, peanuts,

etc. It exhibits numerous biological activities as it is

administered as a vasoprotective, chemopreventive, anti-

inflammatory, and antioxidant compound (Ungvari et al.,

2007). It has been studied that Resveratol causes inhibition of

liver steatosis (ethanol-induced) in rats (Kasdallah-Grissa et al.,

2006). Bujanda et al. (2008) reported that in rats with fatty liver

infection (non-alcoholic) and found that it inhibited de novo

lipogenesis of adipocytes, adipogenic differentiation, and reduced

hepatic steatosis. Another report by Jiang et al. (2012) showed

that Resveratol exhibited effective activity against HCV core

protein-stimulated hepatic steatosis by enhancing the PPAR-a

levels, which was inhibited through the HCV core protein, in vivo

and in vitro.

Silverstrol

It is extracted from Aglaia foveolata (Kim et al., 2007).

Silverstrol exhibits anti-leukemia effects. It causes effective

inhibition of the DEAD-box RNA helicase eIF4A (Bordeleau

et al., 2008), which is a member of the eIF4F complex that is

responsible for the cap-dependent initiation of eukaryotic

translation (Silvera et al., 2010). Todt et al. (2018) exhibited

that silvestrol has inhibitory actions against the HEV genotypes

replication at a specific dosage. Zhou et al. (2015) examined the

actions of the eIF4F complex in the HEV replication as well as
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reported that with respect to the silverstrol’s activity, effective

HEV replication required the machinery eIF4A, eIF4G as well as

eIF4E. Further, the study also reported that programmed cell

death 4 (or PDCD4) as well as eIF4E-binding protein 1 (or 4E-

BP1)- the negative regulatory factors with respect to the complex,

displayed anti-HEV effects, thus proving the necessity of both

eIF4A and eIF4E in the replication of HEV. As a result, silvestrol

targeted these mRNA translation host factors for its antiviral

effects. Another study by Glitscher et al. (2018) identified

silvestrol as an efficient inhibitor of the viral particle release of

HEV. The results showed a highly decreased HEV capsid protein

translation as well as control of the viral RNA inside the

cytoplasm, in the absence of any prime cytotoxic effects.

Terpenoids

Terpenoids are natural compounds with a basic structural

unit as isoprene. They exhibit effective biological actions, which

mainly comprise antivirals and anti-inflammatory actions

(Zhang et al., 2018). Li L. Q. et al. (2012) extracted ursolic

acid from the core of S. asper. Ursolic acid possesses effective

anti-HBV properties by inhibition of HBeAg as well as HBsAg

secretion, at IC50 97.61 and 89.91 μM. Another triterpenoid,

MH, is a plant-based compound and is extracted from Vicia

tenuifolia Roth and it demonstrated inhibitory action on the

production of HBeAg as well as HBsAg at a specific dosage

(Huang et al., 2013). Zhou et al. (2013), isolated heptane

terpenoids from the rhizomes and roots of the plant Aster

tataricus- Andepishionol and Astartaricusones B, which caused

inhibition of the production of HBeAg, at IC50 values of 18.6,

40.5 μM. It also inhibited the replication of HBV-DNA at IC50

of 2.7, 30.7 μM. Another report by Liu and Wu. (2013) proved

that Diosgenin significantly led to the suppression of HBsAg

along with HBeAg secretion at the rate of inhibition of 40%–

50%. Zhao et al. (2014) showed that Pumila Side A and 7-

Eudesma-4 (15)-ene-1β,6α-diol, extracted from Artemisia

capillaris, demonstrated effective actions against the

replication of HBV-DNA at IC50 of 19.70, 12.01 μM (high SI

values equivalent to 105.5, 139.2). Moreover, Pumila Side A

suppressed the production of HBsAg as well as HBeAg at IC50

of 15.02 μM (SI of 111:3) and 9.00 μM (SI of 185:9). Swertia Side

is a plant-based product which not only revealed the most

effective pursuit against replication of HBV-DNA at IC50 of

0.05 mM (SI of 29:1), but also acted against the production of

HBsAg (IC50 equivalent to 0:79 mM) (Jie et al., 2015). In

addition to this, Laurifolioside and Genkwanin, extracted

from Wikstroemia chamaedaphne Meisn, demonstrated

significant anti-HBV actions at IC50 of 46.5, 88.3 mg/ml.

Further, 2-epi-laurifolioside, Wikstroelide W, laurifolioside,

2-epi-laurifolioside A, laurifolioside B, and 2-epi-

laurifolioside B exhibited inhibitory activities against the

replication viral DNA to a certain extent, within the range of

levels from 0.39–6.25 mg/ml and the ratios of inhibition

ranging between 2.0% and 33.0% (Zhang et al., 2017).

Wogonin

Wogonin is a plant-based compound that is extracted

from Scutellaria radix and is a known mono-flavonoid. This

herb exhibited biological activities against hepatitis and

inflammatory diseases and has been administered in Asia

for over a thousand years (Wohlfarth and Efferth, 2009).

Huang et al. (2000) exhibited antiviral activities against HBV

of this compound by illustrating its activities against the

HBsAg secretion in the cell suspension. Guo et al. (2007)

noted that it led to the suppression of HBsAg and HBeAg

secretions at IC50 equivalent to 4 μg/ml. Furthermore, the

study showed that Hepatitis-B virus DNA was decreased at a

dose-dependent way. The results were tested on a bunch of

ducks infected with DHBV (or duck-hepatitis B virus),

proving the decreased rates of DHBV-DNA and plasma

HBsAg and thus an improvement in the functions of the

liver after the histopathological evaluations. Other results

were seen on the human HBV-transgenic mouse livers

treated with Wogonin, which led to the reduction of

HBsAg after the immunological staining.

Xanthones

Xanthones demonstrate anti-inflammatory, anti-cancer,

and antioxidant activities (Shagufta., 2016). There are various

types/derivatives of Xanthones which exhibited effective

inhibition of the replication of HBV-DNA between IC50

from 0.01 to 0.13 mM (Cao et al., 2013b). This report also

noted that the compounds which possessed hydroxy groups

(3 or more) like 1,5,8-trihydroxy- 3-methylxanthine,

Norbellidifolin as well as 2-C-β-D-glucopyranosyl-1,3,7-
trihydroxy xanthone demonstrated effective inhibitory

action against HBV at IC50 of <0.62, 0.35, and 0.04 mM for

HBeAg as well as 0.77, >0.98, and 0.21 mM for HBsAg. Apart

from this, Norswertianolin, Neolancerin, and 1,8-Dihydroxy-

3,5-dimethoxy xanthone were derived from S. yunnanensis

and demonstrated effective anti-HBV activity. Amongst the

three compounds, Neolancerin not only prevented the HBsAg

as well as HBeAg secretions at IC50 of 0.21, 0.10, and 1.51 but

also hindered the viral DNA replication at IC50 of 0.09 mM,

less than 0.01 mM, and 0.05 mM (Cao et al., 2013a). Cao et al.

(2015) showed that 1,5,8-Trihydroxy-3-methylxanthine

exhibited the inhibition of replication of the viral DNA at

IC50 of 0. 09 as well as 0.05 mmol·L-1 (SI = 10. 89) and

demonstrated a significant action against the HBeAg

secretions at IC50 of 0. 35 (SI of ≥2. 80). Qin et al. (2016)

reported that a natural compound extracted from Penicillium
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sp. Effectively reduced the HBsAg secretions than 3TC

(positive control) at a dose-dependent way. Tables 1, 2, 3.

Future perspectives

In recent times, many studies have explored the potential of

natural compounds as an emerging treatment option for hepatitis.

Even though vaccines have been developed for mitigating the

spread of viral infection for a considerable time period, there is an

urgent requirement for developing efficient anti-hepatitis

adjunctive, therapeutic as well as prophylactic agents. Moreover,

naturally derived compounds with beneficial potential against

hepatitis have been investigated; some of which have even

displayed prominent potential for control of hepatitis.

Furthermore, the studies should be focused on imitating the

characteristics of the hepatitis virus in vivo rather than in vitro

in order to properly demonstrate the foundation for the

applications of such natural compounds in a clinical

setup. There is a requirement for the development of more

TABLE 1 Natural products for hepatitis A treatment.

Natural product Mechanism of action Concentration Result of action Reference

Blueberry Proanthocyanidins Interruption of binding of HAV and its
entry into the cell

2–5 mg/ml at a temperature of 37°C
for half-hour

Decrease in HAV levels to
undetectable measure in the
medium

Joshi et al.
(2016)

Essential Oil (or EO) derived from
rosemary cineole, lemon and
grapefruit

- 0.05% of rosemary cineole EO, 0.5%
of lemon EO, and 0.1% of
grapefruit EO

Decrease in cell infectivity
(rosemary cineole >
grapefruit > lemon)

Battistini et al.
(2019)

Grape seed extract Interruption of HAV binding to cell
membrane receptors; prevention of
adsorption

2 mg/ml at 37°C for 6 h Suppression of HAV titer to
undetectable levels

Joshi et al.
(2015)

Green tea essence/extract Binds to them and interferes with the
viral attachment with the cell
membrane receptors

5 mg/ml at 37°C for 2 h with pH 7.2 Total HAV inactivation in the
suspension culture

Steinmann et al.
(2013)

Japanese rice-koji miso extracts Reduction in replication of HAV via
improvement of GRP78 levels in
human hepatocytes

- Reduction in HAV replication Win et al.
(2018)

KRG or Korean Red Ginseng Extract
and Ginsenosides

Activating the RNaseL pathway and
boosting the cytokine production

5–10 μg/ml at a temperature of 37°C
for 24 h

Suppression of HAV in a
dose-dependent manner

Lee et al.
(2013a)

4-phenylcoumarin derivatives Interruption of adsorption of HAV on
cell surface

10 μl at a temperature 37°C Inhibition of HAV’s 3C
protease activity

Kassem et al.
(2019)

TABLE 2 Natural products for hepatitis B treatment.

Natural
compound

Plant source Target Concentration Result of action Reference

Aloe-emodin Aloe vera CYP3A4 10 μg/ml Reduction in HBeAg expression in the cells of HepG2.2.15 Parvez et al.
(2019)

Aloin B Aloe vera HBV-DNA
polymerase

50 μg/ml Suppression of HBV antigen Parvez et al.
(2019)

Diterpenoids W.
chamaedaphne

HBsAg 0.016 μg/ml Exhibited strong anti-HBV activity Zhang et al. (2017)

Esculetin M. fortunei HBV DNA, HBsAg
and HBeAg

- Inhibition of antigens of HBV as well as HBV DNA
expression in vitro along with HBV replication

Huang et al.
(2019)

Glabaarachalcone P. pinnata HBV-DNA 5 mg/ml Inhibition of virus binding Mathayan et al.
(2019)

Hypericin - HBV DNA, HBsAg
and HBeAg

- Notable inhibition of HBV DNA, HBsAg, and HBeAg -

Rosmarinic acid - ε-Pol binding - Inhibition of HBV replication Tsukamoto et al.
(2018)

Rubiadin P. connata HBeAg as well as
HBsAg

20 μg/ml for 10 min Reduction of HepG2.2.15 cells and reduction of HBx
expression levels

Peng et al. (1970)
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suitable animal models which would display more or less the same

clinical demonstrations as seen in humans suffering from hepatitis,

for more precise elucidation as well as the correlation of results

from pre-clinical trials including natural agents therapy. Also,

more drug combinations with different targets, may have better

therapeutic intevention. As a result, natural products should be

included in the development of newer therapies, since they show

promising and potent effects and may hence, replace the current

standard and aggressive therapies.

Conclusion

In recent times, because of the after-effects plus the appearance

of medicinal residues in chemical drugs in hepatitis treatment, more

attention is being paid to naturally derived medicines. As a result, it

is extremely important to study as well as address efficient natural

compounds for curing hepatitis and its types, as also their action

mechanisms. These compounds are a viable source for the synthesis

of novel drugs for the treatment of hepatitis. They range in different

bioactivities which can be directly developed or administered as

initial points for novel drug optimization. In addition to this, clinical

trials have shown that bioactive products have the potential to treat

hepatitis, mostly HBV and HCV infections. Therefore, this review

can provide a strong foundation for bioactive compounds to be used

for the treatment of hepatitis.
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TABLE 3 Natural products for Hepatitis C treatment.

Natural
compounds

Source Target IC50

(in vitro)
Result of action Reference

EGCG Camellia
sinensis

HCV virion 5–21 μM Inhibition of cell-free virus transmission, as well as HCV
cell-to-cell, spread, leading to undetectable infection levels

Calland et al. (2012)

Honokiol Magnolia
grandiflora

NS5B polymerase,
NS3 protease and NS5A

4.5 μM Active against HCVcc infection at non-toxic
concentration; reduction of HCV replication at a dose-
dependent way in both 1b and 2a subgenomic replicons

Lan et al. (2012)

3-hydroxy
caruilignan C

S. macrophylla HCV RNA and
NS3 protease

37.5 μM Expressed anti-viral activities against HCV at both
protein as well as RNA levels (in safe concentrations)

Wu et al. (2012)

Ladanein-BJ486K M. peregrinum HCV RNA 2.5–10 μM Efficient against all major HCV genotypes and inhibited
HCV infection

Haid et al. (2012)

Luteolin–Apigenin - NS5B polymerase 1.1–7.9 μM Inhibition of HCV activity and against the NS5B enzyme Liu et al. (2012)

Naringenin Grapefruit HCV life cycle 109 μM Non-toxic inhibition of HCV Goldwasser et al.
(2011)

Quercetin Embelia ribes NS3 protease - Inhibitory effect on HCV NS3 protease, reduction of viral
production via suppression of NS3 required for HCV
replication

Bachmetov et al.
(2012)

Silymarin or Silibinin Silybum
marianum

NS5B polymerase 40–100 μM Inhibition of HCV replicon as well as JFH1 replication in
cell culture, suppression of HCV RNA-dependent RNA
polymerase activity

Ahmed-Belkacem et al.
(2010)
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ABSTRACT
In the past years, many vital improvements in image fusion have 
been recognised, particularly in the fusion of Synthetic Aperture 
Radar (SAR) and optical sensors. Many kinds of research have been 
published focusing on pixel-level fusion of SAR and optical images. 
This paper focuses on pixel-level SAR-optical fusion methods, along 
with performance assessment and applications. Five categories 
(component substitution, numerical method, model-based, multi- 
resolution, and hybrid methods) of fusion are presented. Subjective, 
objective , and comprehensive methods are surveyed to assess 
fusion. Experimental findings utilising Sentinel-1A and Sentinel-2A 
data corroborate the assessment. Finally, paper suggests that there 
is still space for investigation into SAR-optical fusion.
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1. Introduction

Image fusion leads to more accurate information and is useful for various applications, 
ranging from object detection, urban mapping, Land-use and Land-cover (LULC), change 
detection, and so on. Multisensory image fusion aims to combine complementary informa
tion in a single image that serves a better understanding of the objects observed. 
Integrating SAR and optical data is an essential example of utilising complementary 
information from different sensors (Abdikan et al. 2015, Kumar et al. 2017). Whereas SAR 
imagery detects the physical attributes of the viewed scene and may be collected regard
less of whether or not there is daylight, optical imaging measures chemical properties. It 
requires both daylight and a clear sky. Optical data, on the other hand, are considerably 
simpler for human operators to understand and generally offers more information (Herold 
and Haack 2002). SAR data, on the other hand, include amplitude and phase information, 
allowing for high-precision assessment of 3D topography and deformations (Sheoran and 
Haack 2014). The analysis of fused data helps in the knowledge and interpretation of the 
region being observed (Pohl and van Genderen 2015, Ghassemian 2016).

Pre-processing of SAR data is an essential primary step of the fusion process. Speckle 
reduction and image co-registration are two necessary pre-processing steps for SAR-optical 
fusion. SAR images are corrupted due to coherent backscattered signals, i.e. speckle noise. 
Speckle is generated either by the constructive or destructive interference of the coherent 
returns scattered by tiny reflectors (Lopes et al. 1990). It causes the images to seem grainy, 
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making it challenging to understand SAR images visually. Traditionally, two approaches 
have been employed for speckle reduction. The first, called multilook processing, entails the 
incoherent blending of multiple looks during SAR image production. The second method, 
which is used after the multilook SAR image has been formed, comprises adaptive spatial 
filtering based on evaluating the local statistics around a specific pixel (Xie et al. 2002). The 
most well-known filters are the Lee filter, Refined-Lee filter, Enhanced Frost filter, and many 
more (Wakabayashi and Arai 1996). Non-local filter algorithms, Gaussian denoising 
(Deledalle et al. 2017), and block matching utilising a 3D filter comprised non-local filters 
are examples of recent advances in speckle reduction (Deledalle et al. 2017). Several studies 
(France 2017, Wang et al. 2017) used a CNN technique to filter the SAR and found significant 
results. The technique of geometrically aligning SAR and optical images is known as co- 
registration. Dawn et al. (2010) presents a review of image registration methods used in 
remote sensing. SAR and optical sensor co-registration are challenging tasks (Schmidt et al.  
2018) and another significant source of fusion errors. Though georeferenced, images 
captured with different sensors suffer from an issue of poor alignment since the data 
capture instant of two satellites is not similar, they do not all exactly trend in a similar 
way (Merkle et al. 2015). The following categories are being used to classify image registra
tion techniques (Li et al. 1995): (i) feature-based approaches and (ii) intensity-based 
approaches. Feature-based methods rely on identifying features or items that characterise 
crucial landmarks, sharp edges, or forms. Images are co-registered using intensity-based 
approaches by comparing the intensity pixel values in two different images (Inglada and 
Giros 2004). Feature-based approaches are based on contour detection (Li et al. 1995), 
Canny edge detector, Scale-invariant Fourier transform-based detection, Hough transform 
(Palmann et al. 2008), and shape feature-based detection (Huang and Li 2010). Nowadays, 
the deep learning-based approach has emerged as the third category. Wang et al. (2017) 
offer a framework of co-registration using deep-learning techniques for satellite images, 
covering the co-registration of multispectral and SAR images. Figure 1 shows the georefer
enced SAR and optical data used for all the experiments of the study.

Image fusion methods are categorised according to many characteristics, including the 
manner of data collection and the level of processing. Fusion is classified as follows (Pohl  
1999):

Pixel-level fusion (PLF) is performed at the lowest processing stage at a pixel-by-pixel 
scale. To improve processing tasks, it produces a merged composite in which measurable 
physical characteristics linked with individual pixels are derived through a collection of 
pixels in parent images.

Feature-level fusion (FLF) involves the extraction of characteristics that are dependent 
on their surroundings, such as pixel values, lineaments, and shapes.

Decision-level fusion (DLF) combines decisions made by single-sensor sub-systems into 
a combined decision usable for end-user action selection. The obtained information is 
then integrated to strengthen a common interpretation (Pohl and van Genderen 2014).

Despite having a higher computational cost, PLF methods are nevertheless widely used in 
satellite data fusion due to their higher accuracy. There is a loss of information in FLF and DLF, 
while data alteration is nominal in PLF compared to other categories (Pohl and Van Genderen  
1998). This makes PLF techniques better suited for SAR-optical fusion. However, numerous 
publications on image fusion have made important contributions in this area (Dahiya et al.  
2013, Simone et al. 2002, Zhang 2010, Ghamisi et al. 2019) but there remains an opportunity 
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for additional critical study. Although SAR and optical fusion have been researched for several 
years, it has now acquired momentum, owing to two breakthroughs: (i) increasing availability 
of high-resolution data and, (ii) implementation of recent multinational projects (ESA’s 
Copernicus program). As a result, there is still significant potential for combined exploitation 
of SAR data combined with optical data.

The authors have conducted an extensive review of the available literature and discov
ered a general lack of literature that encompasses all essential elements of SAR-optical PLF 
methods and quality assessments i.e. subjective, objective and comprehensive, particularly 
the comprehensive evaluation. Therefore, the objective of the present work is as follows: (1) 
to conduct a pivotal study and analyse PLF methods and evaluate methodologies in all 
three domains (subjective, objective, and comprehensive) for SAR and optical images, and 
(2) to implement and evaluate the basic algorithms to include Principal Component 
Analysis (PCA), Brovey, Gram-Schmidt, and Colour Normalised (CN) spectral sharpening.

Section-1 has laid down the background and objectives, and section 2 provides an 
overview of different SAR-optical image PLF techniques. Section 3 outlines the many 
quality measures that have been utilized to evaluate the fused product. Section 4 shows 
the fused image evaluation outcomes. Section 5 provides a short overview of SAR-optical 
PLF applications, while Section 6 summarises the conclusions.

2. Pixel-level fusion (PLF) methods

According to the literature review, PLF techniques are divided into the following cate
gories: component substitution (CS), numerical techniques, model-based techniques, 
multiresolution approach (MRA), and hybrid techniques. Table 1 summarises all these 
categories.

Figure 1. Mathura–Agra study region (a) Optical image (b) SAR image.
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2.1. Component substitution methods

The CS fusion methods are divided into three stages. First, once the multispectral (MS) 
bands have been registered to the SAR bands, forward transformation is enforced. 
Second, the higher resolution band replaces another component of the transformed 
data domain that is comparable to the SAR image. Third, the fused results are built 
using an inverse transform of the original space (Zhang 2010). Gram–Schmidt (GS), PCA, 
Ehlers fusion and Intensity-Hue-Saturation (IHS) are among prominent techniques in this 
area. IHS is a technique for obtaining spectral and spatial information from MS bands. The 
histogram matched SAR band replaces the intensity (I) component. Reconfigured I, Hue 
(H), and Saturation (S) components are translated inverted into the original domain to 
produce integrated MS data. Tu et al. (2004), who developed the generalized IHS, over
came the restriction of IHS to three bands. Researchers have suggested the adaptive IHS 
technique in order to continue the development of IHS-based solutions for overcoming 
spectral quality issues (Rahman et al. 2010).

To optimise the variance of the source image, PCA transforms an image by translating 
and rotating it into a new coordinate frame. This technique computes the PCs, then 
reassigns the high-resolution SAR data into the data space of the first PC and replaces it 
with PC1. Then, from PC1 to the original MS data, an inverse PC transform is accomplished. 
This technique adjusts SAR data to about the same data space as PC1 before performing the 
inverse PC computation (Dahiya et al. 2013). The first PC in Gram–Schmidt (GS) transform 
may be selected freely, and the other components are computed orthogonally to the first 
PC. The GS transform (GST) is used to convert MS and simulated SAR, and the resultant 
bands are utilized in the CS method. The statistically matched SAR replaces the first GS 
band. The fused image is the output of the inverse GS transform (Klonus and Ehlers 2007).

Table 1. SAR-optical PLF methods.
S. No. Fusion Category Approaches Findings

i) Component  
substitution

PCA (Herold and Haack 2002, Pal et al. 2007, 
Amarsaikhana et al. 2010, Abdikan and Sanli 2012), 
GS (Manaf et al. 2016), IHS (Harris et al. 1990, Liu 
et al. 2015, Kumar et al. 2017, Shao et al. 2020), 
Ehler (Ehlersa et al. 2010, Abdikan et al. 2015)

Less Computation and easier to 
perform. Highly dependent on 
correlation.

ii) Numerical 
techniques

HPF (Abdikan et al. 2015), BT (Amarsaikhana et al. 
2010a, Gibril et al. 2017) Modulation based 
Techniques (Facheris et al. 2004)

More spectral distortion. Not 
much suitable found for SAR- 
optical fusion.

iii) Multi-Resolution 
Approaches

Pyramidal decomposition (Chandrakanth et al. 2014), 
Wavelet (Hong et al. 2009, Shah et al. 2019), 
Directional Approaches: curvelet, contourlet (Lu 
et al. 2011, El-Tawel and Helmy 2014)

Less Spectral distortion. 
Sometimes computationally 
complex

iv) Model Based 
techniques

Variational model (Zhang 2010), SRBM (Huang et al.  
2015, Zhouping 2015), CNN based (Shakya et al.  
2020), cGAN (Grohnfeldt et al. 20182018, 
Bermudez et al. 2019)

Less susceptible to registration 
errors.

v) Hybrid 
Approaches

NSCT+ IHS (Wang and Chen 2016), IHS/PCA + DWT/ 
AWT (Huang et al. 2005, Han et al. 2010, Kulkarni 
and Rege 2021), Modified BT (Chibani 2006), IHS 
+AWT+ EMD+AWT+IHS (Chen et al. 2010), 
weighted median filter + GS (Quan et al. 2020), 
PCA + curvelet transform (Chen et al. 2020)

Reduce spatial and spectral 
distortion.

Where AWT -Adaptive Wavelet transform; HPF- High pass Filter; CNN – convolution neural network; cGAN -conditional 
generative network.
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To enhance land cover mapping, Herold and Haack (2002) present a fusion of SAR and 
MS imagery utilising different layer additions and PCA techniques. After fusion with the 
SAR image, classification accuracy improves substantially. Harris et al. (1990) utilise the IHS 
transform to combine radar and MS images. El-Deen Taha et al. (2010) evaluate PLF 
methods based on IHS, PCA and the Brovey (BT) for a PLF of MS and SAR images to 
enhance the overall classification accuracy for seacoast shoreline extraction. Fusion based 
on IHS yields higher categorisation accuracy. To enhance the land cover categorisation 
accuracy, Amarsaikhan et al. (2011) suggest a combination of high-resolution SAR and MS 
bands. The multiplicative approach, IHS, PCA and BT-based PLF are used to fuse source 
images, and the outcomes are evaluated visually and based on overall accuracy. Manaf 
et al. (2016) evaluated IHS, BT and GS transforms to enhance classification results while 
extracting shorelines. It has been discovered that using integrated images increases the 
precision of coastline extraction. These methods provide a fused output that is good with 
spatial information. Due to spectral dissimilarity in the bands of heterogeneous images, 
there are pixel-level discrepancies between images being fused, which may develop 
significant spectral distortions in the integrated output (Wang et al. 2005, Ghassemian  
2016).

2.2. Numerical methods

Mathematical combinations of various images are among the most straightforward PLF 
techniques. They combine the digital numbers of the images being fused on a pixel-by- 
pixel basis using mathematical operators such as sum, multiplication, subtraction, multi
plicative, and so on. Multiplication can be a powerful fusion method and leads to perfect 
results for visual interpretation if optical and radar images are combined (Pohl and van 
Genderen 1995).

Fusion by multiplication enhances the contrast and joins MS with textural information 
from the SAR data. Selection of weighting and scale variables may enhance the fused 
image. The BT normalised MS data, and the resultant channels are multiplied by the 
intensity channel. It is not exactly a transform but a multiplication using a SAR band based 
on a normalisation of the MS bands. A smoothing filter-based intensity modulation 
method modulates optical data by using a ratio between the SAR and its histogram 
image. It utilises modulation of an intensity channel with spatial detail to make it applic
able to SAR fusion (Facheris et al. 2004). CN Spectral Sharpening expands the BT to 
accommodate for more than three input channels. The method standardises the input 
and divides the spectral space into colour and brightness. It normalises the data by 
multiplying every MS channel by SAR data and dividing it by MS input images.

The High pass filter (HPF) method collects high-frequency information, which is 
subsequently added to every MS band of the MS band (Pohl et al., 1998). For the 
integration of SAR with MS, Chandrakanth et al. (2014) use frequency domain high 
pass filtering. Misra et al. (2012) offer a PLF method for merging low-resolution (LR) 
optical bands with high resolution (HR) SAR data using the Colour Normalised trans
form, a variation of the BT.
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2.3. Multi-resolution approach (MRA)

It is also called the multiscale decomposition method. The MRA relies on the insertion of 
spatial information that is acquired from the multi-resolution decomposition of the SAR 
band into the resampled multispectral images. In these techniques, the fused source 
images are first decomposed at various scales using an appropriate multi-resolution 
technique. Afterwards, fusion methods are enforced for every decomposed part, and 
the fused bands are inverse transformed to generate the required data (Ghassemian  
2016).

Wavelet-based techniques are classified into two categories. The first method involves 
swapping an LR sub-band for a HR sub-band. The second method is built on inserting 
information from HR sub-bands into LR sub-bands (Ranchin and Wald 2000). Another 
common MRA technique is the non-subsampled wavelet transform. Due to its shift- 
invariance, this kind of multiscale transformation is ideal for multisensory data such as 
SAR and MS images. For integrating HR-SAR and LR optical bands, ARSIS techniques based 
on non-subsampled transformations are more often utilized. Abdikan et al. (2012) com
pare component replacement and wavelet-based fusion techniques. The HPF method and 
the wavelet-based techniques provide numerically comparable results, but the wavelet 
method yields aesthetically superior results.

Rahman et al. (2010) compare CS methods to wavelet-based fusion methods for 
increasing sub-surface and surface aligning accuracy. Facheris et al. (2004) offers an 
undecimated wavelet fusion technique of SAR, panchromatic (PAN), and optical bands 
to increase the spatial resolution of the optical band. To begin, PAN and MS bands are 
merged, and then texture information from SAR bands is injected into a pan-sharpened 
band to produce the resultant fusion output. Amarsaikhana et al. (2010) utilize wavelet 
PLF to merge optical and HR-SAR data. The results are compared to BT, PCA and Ehlers 
fusion for improved LULC categorisation. It has been discovered that images merged 
using BT have a higher spatial resolution. This study also shows that using integrated 
satellite data increases accuracy. Lu et al. (2011) combine optical and SAR data using 
curvelet decomposition. The results outperform IHS and the wavelet-based fusion 
technique.

Using a multiresolution transform adds computational complexity, but it results in 
improved fusion performance owing to simultaneous localization in the time and fre
quency domains (Ghassemian 2016). Wavelet-based techniques improve spectral resolu
tion but introduce spatial distortion.

2.4. Hybrid methods

Hybrid techniques combine CS and MRA to make use of the benefits of both methods, 
resulting in improved spatial and spectral resolution. Huang et al. (2005) fuse SAR and MS 
images using the IHS and the DWT for better urban mapping. After transforming the MS 
bands to the IHS domain, the I-component and the SAR data are decomposed by 
a wavelet-based method. When this approach is compared to PCA, the suggested hybrid 
strategy outperforms PCA in terms of classification accuracy. Hong et al. (2009) proposes 
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a hybrid PLF technique that depends on the wavelet-based transform and IHS to merge 
SAR data with MS data. The PLF method in this technique depends on the neighborhood 
correlation between sensor images. The proposed hybrid technique is evaluated with 
traditional wavelet-based fusion and IHS methods.

Chibani (2006) suggests modifying the BT to include SAR characteristics in MS images. 
MS bands are modified by a fraction of the new I-component to the old I-component in 
this technique. The newer I-component is created by combining high-frequency informa
tion derived from AWT bands with SAR and inserting them into the previous component. 
To fuse MS and SAR images, Han et al. (2010) offers a hybrid method that depends on 
combining the adaptive wavelet transform and IHS. After converting the MS data to the 
IHS space, AWT is used to dissect the I-component and SAR data. Applying statistical 
methods, the decomposed sub-images are merged, and the merged sub-images are 
rehabilitated to give a merged I-component, which is then inverse transformed to the 
initial MS domain (Luo et al. 2014).

Byun et al. (2013) combine SAR, PAN and MS images using a hybrid method. To begin, 
the SAR band is divided into two regions: active and inactive. AWT is then used to 
combine the PAN and SAR bands, with different fusion criteria used for active and inactive 
regions. A hybrid pansharpening algorithm is used to combine a pan-sharpened SAR 
image with MS images. Zhang et al. (2020) examine several fusion techniques for a hybrid 
approach that includes IHS transformation and non-subsampled contourlet transform. 
The intensity picture contains spectral data, while the texture SAR image contains spatial 
data. To get the most spatial and spectral details in the fused data, these two images are 
merged using the PCA technique. It has been discovered that the fused data improves 
sea-ice recognition. Wang and Chen (2016) provide a hybrid method that is based on 
PCNN and the contourlet transform (CT). CT is acclimated to decompose the I-component 
of the SAR image after MS images are converted to the IHS domain. The coefficients of the 
SAR sub-images are then modulated using gradient transform and thresholding proce
dures. The output of PCNN is utilized to fuse modified coefficients of the intensity sub- 
images and coefficients of the SAR sub-images in the fusion stage.

Hybrid techniques combine the benefits of both MRA and CS fusion procedures. It has 
been discovered that hybrid fusion techniques combining MRA and CS methods result in 
improved SAR-optical image fusion (Abdikan et al. 2015).

2.5. Model-based techniques

Several model-based methods for fusing remotely sensed data have been suggested, and 
researchers have also implemented them for PLF of SAR and optical images. Sparse 
representation-based techniques (SRBM) and variational techniques are two of the most 
used methods.

The variational fusion technique developed for PLF of MS and PAN bands was 
expanded for PLF of MS and SAR bands by Zhang (2010) for improved comprehension 
of urban characteristics. The energy function is minimised in this fusion method, ensuring 
that colour details from MS data and textural details from SAR data are combined. Image 
fusion is approached as a restoration problem by sparse representation-based methods, 
which generate HR fused data from a linear integration of pixels drawn from an over- 
complete dictionary of HR and LR data. The sparse co-efficients of the initial data are 
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merged according to the PLF method, and the merged data is rebuilt adopting the 
aforementioned dictionary. For a better comprehension of urban characteristics, the 
variational fusion technique developed for the fusion of MS and PAN bands is extended 
to Zhang and Yu’s fusion of MS and SAR bands (Chen et al. 2010). This fusion method 
minimises the energy function, ensuring that colour details from MS bands and geometric 
details from SAR bands are combined. Image fusion is approached as a restoration issue 
by sparse representation-based methods, which create HR fused data from a linear 
integration of pixels chosen from an over-complete dictionary of LR and HR bands. The 
sparse co-efficients of the original images were fused, and a fused image was created 
using the same language. For merging airborne SAR and optical data, Liu et al. (2016) 
propose a joint non-negative sparse technique using IHS. To begin, an I-component is 
retrieved by applying the IHS transformation to MS images. The sparse coefficients of the 
I-component are combined with the sparse coefficients of the SAR band. Fused data is 
produced by inverting the changed I-component. In certain cases, sparse representation 
methods outperform other techniques; nevertheless, dictionary creation and sparse cod
ing are the main problems (Ghahremani and Ghassemian 2016).

It has been noted that hybrid fusion approaches are more attractive owing to their 
capability to manage the issue of spatial and spectral distortion and their lower complica
tion when compared to sparse representation techniques.

3. Quality evaluation measures of SAR-optical PLF

Image fusion has several applications, and no image fusion technique performs equally 
well in every circumstance, particularly in SAR-optical PLF. To verify the fusion technique, 
the fused images were evaluated using three methods: objective, subjective, and com
prehensive assessments (Meijie et al. 2015). Objective assessment has been done using 
quality measures (based on the presence or absence of reference data). The reduced 
resolution assessment (Wald protocol) is used when reference images may not be 
available.

3.1. Objective evaluation (quality metrics)

Jagalingam and Hegde (2015) provide a comprehensive analysis of quantitative measures 
used to assess fused images. A few assessment measures are described in further detail 
below.

3.1.1. Metrics (when the reference data is available)
In the presence of a reference image, quantitative measures such as correlation coefficient 
(CC), mean bias (MB), signal-to-noise ratio, mutual information (MI), ERGAS, structural 
similarity index measure (SSIM), root mean square error (RMSE), spectral angular mapper 
(SAM), universal quality index (UIQI/Q) etc. are calculated for SAR-optical PLF (Table 2).

3.1.2. Metrics that do not need reference data
In the absence of a reference image, quantitative measures such as entropy, cross 
entropy, standard deviation (SD), fusion quality index (FQI), mutual information, spatial 
frequency (SF), etc. have been used (Table 3).
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3.2. Comprehensive assessment

It is proposed that quality measures should not be the sole means of interpreting fused 
images. In a few applications, objective metric analysis of an image with a low value may 
provide superior class accuracy. To enhance the assessment of the fusion outcome, the 
analysis may be built from the application perspective (Huang et al. 2005). The fusion 
image may be assessed by comparing it to the various classification findings. Abdikan 
et al. (2015) investigate the impact of fusion techniques on classification accuracies by 
comparing the Maximum Likelihood Classifier (MLC), K-nearest neighbours (K-NN), sup
port vector machine (SVM) and Random Forest (RF) as statistical models. Neetu and Ray 
(2020) compared different fusion techniques and showed results visually, statistically, and 
through image classification for crop classification (Table 4).

4. Experimental result

This section provides a subjective, objective and comprehensive assessment of fusion 
techniques, including PCA, CN spectral sharpening, BT, and Gram–Schmidt methods. Here, 

Table 3. Objective evaluation measures (reference data not required).
SN measures Reference Points

1. Entropy Chandrakanth et al. 
(2011), Chibani 
(2006), El-Tawel and 
Helmy (2014), 
Kulkarni and Rege 
(2019), and Liu et al. 
(2015)

Measure the information content of resultant. 
Entropy ¼ �

PL� 1
i¼0 pilog2pi 

L and pi are the total number of grey levels and corresponding 
normalised histograms, respectively.

2. SD Abdikan Fusun Balik 
Sanli (2012), Chen 
et al. (2010), Kulkarni 
and Rege (2019), 
Meijie et al. (n.d.), and 
Parihar et al. (2017)

measure the contrast of resultant 

SD ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiPM

i¼1

PN
j¼1 F � �Fð Þ

2
q

3. MI Li et al. (2008), Qu et al. 
(2002)4, and You 
et al. (2014)

compare the resemblance of reference and fused images 

MI ¼
P

R;F HR;F r; fð Þlog HR;F r;fð Þ
HR rð ÞHF Fð Þ

h i

Where HR rð Þ and HF fð Þ represent the histogram of MS image R and the 
fused image F. HR;F r; fð Þ denote joint histogram of MS and Fused 
image.

4. SF Kulkarni and Rege 
(2019), and Zheng 
et al. (2007)

measures the overall activity level 

SF ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
PM

i¼1

PN
j¼1 F i; jð Þ � F i; j � 1ð Þf g

2
� F i; jð Þ � F i � 1; jð Þf g

2
n oh ir

Table 4. Evaluation of fusion image with classification accuracy.
S. No. Classification Method References

1. MLC Abdikan et al. (2015), Ali et al. (2018), El-Deen Taha and Elbeih (2010), Facheris et al. 
(2004), Huang et al. (2005), Kulkarni and Rege (2019), Manaf et al. (2016), Neetu 
and Ray (2020), Rusmini et al. (2012), and Sheoran and Haack (2014)

2. SVM Abdikan et al. (2015), Clerici et al. (2017), Gibril et al. (2017), and Manaf et al. (2016)
3. RF Abdikan et al. (2015), Clerici et al. (2017), Manakos et al. (2020), and 

Veerabhadraswamy et al. (2021)
4. Fuzzy classification El-Deen Taha and Elbeih (2010), and Riedel et al. (2007)
5. K-NN Abdikan et al. (2015), and Clerici et al. (2017)
6 Neural Network Manaf et al. (2016), and Meraner et al. (2020)
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three bands (NIR, Red, and Green) of Sentinel-2 A multispectral images were fused with a VH 
polarized Sentinel-1A SAR image. Table 5 shows the details of data that have been utilised 
for experiments. The Agra-Mathura region of India has been taken as a study area. The 
climate of this region is dry. We performed calibration, speckle reduction, and terrain 
correction as SAR preprocessing steps. The optical image has been preprocessed for atmo
spheric correction. Later on, SAR and MS images were reprojected to the WGS-84 band.

4.1. Subjective assessment

The subjective (visual) findings of PCA, CN spectral sharpening, BT, and GS methods show 
that of all these methods tested, PCA fusion produces the best fused output (Figure 2).

The use of BT and GS fusion methods has resulted in significant spectrum distortion, as 
shown in the visual findings. The findings also show that some texture information 
accessible in the SAR data is fed into the fused output. The visual findings of CN spectral 
sharpening fusion show that the outcomes are visually superior to the GS and BT 
techniques. On visual inspection, some details of the CN technique are found to be 
sharpened than that in the PCA, GS and BT techniques. However, simple GS and CN- 
based methods have enough room for enhancement and result in spectral mismatch 
between SAR and optical image distortion.

4.2. Objective assessment

Tables 6 and 7 present the evaluation of some widely used objective metrics. All fused 
images are evaluated using metrics: CC, UIQI, SSIM, and Mean Bias require a reference 
image (Table 6), whereas Entropy, SD, and MI do not require a reference image (Table 7) as 
evaluated PCA and GS methods show better results. Among all considered methods, the 
performance of BT was significantly poor. The CC value of all fusions shows little differ
ence. PCA and GS fusion methods result in better values of metrics. In the absence of high- 
resolution reference image, metrices are evaluated using the Wald protocol at reduced 
resolution (Wald et al. 1997).

4.3. Comprehensive assessment

Figure 3 shows the comprehensive assessment of fusion methods using SVM classification 
and the outcome of assessment in terms of kappa coefficient and accuracy is shown in 

Table 5. Details of used satellite images.
C- Band SAR sentinel-1A data

Acquisition Date Mode Orbit Resolution (m) Polarization

October 3rd,2017 Interferometry Mode Ascending 5 X 20 m VV and VH

Optical Sentinel-2A data

Acquisition Date Orbit Resolution (m) Bands selected Cloud Cover (%)

Oct. 07th, 2017 Ascending 10 m Red, Green, 
Blue, NIR

0%
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Figure 2. SAR-optical fusion of S1A and S2A.

Table 6. Experimental results of objective measures (reference data required).

Parameter Fusion method

Fused images

Mean Value Ideal valueGreen Red NIR

CC PCA 0.665 0.676 0.710 0.683 1
GS 0.555 0.555 0.610 0.573 1
BT 0.056 0.076 0.272 0.134 1
CN 0.445 0.445 0.552 0.481 1

UIQI PCA −0.045 0.082 0.025 0.021 −1 to 1
GS −0.069 −0.055 0.210 0.029 −1 to 1
BT −0.049 −0.022 −0.028 −0.033 −1 to 1
CN −0.015 −0.045 0.030 −0.01 −1 to 1

SSIM PCA 0.570 0.550 0.258 0.459 −1 to 1
GS 0.462 0.380 0.376 0.406 −1 to 1
BT 0.250 0.183 0.190 0.208 −1 to 1
CN 0.444 0.418 0.276 0.379 −1 to 1

Mean Bias PCA 0.260 0.220 0.240 0.240 0
GS 0.000 0.001 0.002 0.001 0
BT 0.816 0.803 0.595 0.738 0
CN 0.304 0.266 0.188 0.249 0
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Table 7. Experimental results of objective measures (reference data not required).

Parameter Band Initial Value

Fusion method

PCA GS BT CN

Entropy Green 4.520 4.750 5.455 4.002 4.650
Red 4.725 4.730 4.995 3.990 4.854
NIR 5.445 5.556 5.766 4.206 5.485

SD Green 124.540 85.224 110.56 17.820 113.35
Red 140.578 85.442 106.34 24.110 142.54
NIR 154.660 162.57 168.577 72.340 168.54

MI Green 9.486 9.210 8.824 4.324 9.256
Red 9.540 9.846 9.276 4.540 9.664
NIR 10.048 11.324 10.667 6.548 10.424

Figure 3. Comprehensive assessment of SAR-optical fusion with SVM classification.
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Table 9. LULC classes (man-made structure, water, forest, barren land and veg. agriculture) 
have been included in the experiment (Table 8). The CN fusion provides a maximum 
accuracy of 83.3521% and BT gives the worst accuracy (Table 9).

4.4. Computational cost

Computational cost is nowadays a crucial part of analysing the performance of fusion 
methods. Here, we compute the processing time of each fusion method. Even though it is 
vital to compare in terms of computational costs (processing time, storage), it is difficult as 
the approaches depended on processing parameters. In this study, the same data set and 
pre-processing steps have been used for all algorithms. In the pixel-level approach, the 
three bands of optical images have been fused with a VH polarised SAR image. Table 10 
shows the processing time for the examined fusion methods. Therefore, based on 
computational costs, the BT fusion had the lowest processing time, followed by GS. The 
results show a trade-off between accuracy and computational cost.

5. Applications

Various applications have been summarised in Table 11.

Table 8. Details of classes.
Class map colour Training Pixel Testing Pixel

Man-made Structure 963 780
Water 1025 916
Forest 1011 912
Barren land 1215 1065
Veg. Agriculture 1033 845

Table 9. Classification outcome evaluation of SAR-optical image fusion method.

Accuracy

Class (percentage)

Overall Accuracy Kappa Coeff.Settlement Barrenland Water Forest Veg. agriculture

SAR only Prod Acc. 70.21 23.72 65.62 38.55 67.32 39.7121 0.2666
User Acc. 73.62 52.33 78.06 79.42 45.73

MS only Prod Acc. 93.45 87.19 95.34 74.48 66.52 78.1531 0.6835
User Acc. 75.66 81.24 92.89 81.70 72.80

PCA Prod Acc. 71.46 99.81 100 46.27 87.46 82.6276 0.7817
User Acc. 86.90 96.50 96.76 99.74 49.21

GS Prod Acc. 96.66 97.49 65.84 50.48 86.52 79.1190 0.7175
User Acc. 73.73 83.34 90.89 91.70 62.80

BT Prod Acc. 90.63 3.72 5.62 44.35 89.50 39.4871 0.2778
User Acc. 77.82 43.01 53.06 89.56 20.70

CN Prod Acc. 96.67 92.01 100 39.66 89.50 83.3521 0.7926
User Acc. 81.53 84.76 96.86 77.10 69.04

Table 10. CPU processing time for fusion methods (Intel i5, 8GB RAM).
PCA GS BT CN

Processing Time 30 min 50 sec 29 min 05 sec 02 min 30 sec 30 min 15 sec
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6. Conclusions

The recent research and launch of SAR sensors (specially ESA’s Sentinel-1 and Sentinel-2) 
opens several new trends in SAR-optical fusion in many dimensions. Since SAR and optical 
images provide complementary details, this kind of fusion is the way forward for a variety 
of applications, despite the challenges (spatial/spectral distortions, computational com
plexity and misregistration).

The following findings regarding the five major PLF methods are drawn from the 
provided literature review. This paper examines fusion techniques based on PCA, BT, GS 
and CN spectral sharpening (CN) PLF. Fusion techniques based on CS are less computa
tionally demanding and easier to implement. Numerical-based methods are less complex 

Table 11. Application of SAR-optical fusion.
SN Application Details with Reference

1. Urban Fusion of SAR images (sensitive to textural variations) with the optical image is beneficial 
for taking out urban characteristics. Fusion enhanced the urban features and 
classification of urban land classes (Lopes et al. 1990, Tupin and Roux 2003, Huang 
et al. 2005, Amarsaikhana et al. 2010, Werner et al. 2014, Salentinig and Gamba (2015). 
Facheris et al. (2004) demonstrate proper spectral preservation on agriculture areas, 
bare-soil, and textured regions (road networks and buildings). Garzelli et al. (2002) 
exhibit the fusion capability to inject ‘urban’ information without affecting the spatial 
resolution of the optical data.

2. LULC Fusion aids in distinguishing various kinds of LULC classes that are indistinguishable in 
optical image owing to comparable spectral features of landcover objects (Dupas 
2000, Herold and Haack 2002, Abdikan et al. 2015, Gibril et al. 2017). 

Parihar et al. (2017) evaluate and find that fusion of cross-polarised SAR image with 
optical image significantly enhance LULC class accuracy. Gaetano et al. (2017) exhibit 
that optical-driven speckled SAR image vastly improves class accuracy w.r.t the 
reference image and even multitemporal image.

3. Change Detection Multitemporal and multisensor images recorded for a certain region of the earth offer 
complementary object details (Gibril et al. 2017). 

Zhang et al. (2010) present the outcomes of multitemporal SAR and optical data fusion 
algorithms for land-cover change detection and hard- and soft-decision-based 
change detection. Pal et al. (2007) found that change detection helps locate the zones 
of likely changes between the lithological interpretations and the published 
geological map.

4. Forest Mapping Fusion is a useful technique in forest mapping because of the complementary 
information given by SAR and optical sensors (Moghaddam et al. 2002, Cutler et al.  
20122012).Veerabhadraswamy et al. (2021) demonstrate that RF classification of fuse 
images improves the forest and non-forest mapping by 9.15% and 13.50%, compared 
to optical and SAR.

5. Flood mapping Because of its sensitivity to the dielectric constant of soil, a SAR signal may detect soil 
dampness. Optical data may reveal the soil’s pre-flood condition. As a result, 
combining SAR and MS images is beneficial for flood mapping. 

Quang et al. (2019) show that fusing optical and SAR images reduces the influences of 
clouds and cloud shadows in optical data. It adopts the method of water extraction 
model for rapid flood mapping. Tong et al. (2018) used a map difference method for 
a large-scale flood inundation mapping and proposed an approach based on SVM and 
the active contour technique.

6. Topographic map A sensor may cover a region that is uncovered by another sensor. Due to the availability 
of SAR data under all weather conditions, information may be accessible with SAR 
data. The combination of SAR and optical images is beneficial for revamping 
topographic mapping (Zhang 2010). 

Hammam et al. (2020) exhibited the superior performance of SAR image for surface and 
near-surface structural delineation in semi-flat terrains of arid environments using its 
penetration capability.
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but offer serious spectral and spatial distortions. MRA methods reduce spatial and spectral 
distortions. Model-based methods have greater computational complexity but outper
form them in terms of performance. Hybrid techniques combine the benefits of CS and 
MRA methodologies, resulting in a superior fused outcome than separate methods. Along 
with various fusion techniques, three major types of fusion assessment are described here 
for evaluating fusion performance. The visual effect is subjective in nature and varies from 
researcher to researcher. Comprehensive assessment shows promising results here and 
this review paper shows the experimental outcomes of PCA, CN, GS and BT fused images. 
With the launch of new SAR satellites with higher resolution, SAR and optical fusion 
remains an active research field that will be useful for a wide range of remote sensing 
applications. Recent findings indicate that SAR-optical PLF development is moving 
towards deep learning, big data, and cloud computing.
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Abstract 

Weightless sagging elasto-flexible cables lack unique natural state. However, heavy cables are assumed their natural state under their self-weight 
for predicting their static and dynamic response. In most of the existing literatures the nodal coordinates or placements are generally defined in 
reference to the chosen Cartesian coordinate system for the discrete formulation called here Placement Model. In this paper, Placement Model is 
applied to predict the seismic response of weightless sagging cables. The cable is fixed at their both the ends and two masses are attached in its 
intermediate points leading to a 2-node 4-DOF system. The dynamic response of the cable node is investigated by applying two different seismic 
excitations in three different conditions as only horizontal excitation, only vertical excitation and both horizontal and vertical excitation act 
simultaneously. El-Centro and Loma Preta Seismic excitation is applied to predict the seismic response of the cables. 
  
Keywords: Sagging elastic cable, seismic response, earthquake, placement model, symmetric vibration, anti-symmetric vibration 
 

1. Introduction 

The cables are used in diverse areas of structural 
engineering. It is well-known that elasto-flexible sagging 
cables lack unique natural reference configuration in their 
passive state. However, it is assumed that the equilibrium 
configuration under its self-weight as the reference 
configuration. Now these days quite sophisticated analytical 
and computational techniques have been used for obtaining 
the static and dynamic response of cables. The behaviour of 
cables shows inherent nonlinearity. In addition to this, the 
presence of self-weight renders the response of the cable to 
another type of nonlinearity. Linear modal frequencies of 
single sagging cables depend upon their elasto-geometrical 
parameters [1, 2]. Most of the investigations on cables are 
considering its self-weight and under points load. Under 
self-weight the shape of the cable is found catenary [3, 4]. A 
spatial two- node catenary cable element with derived 
tangent stiffness matrix is proposed for conducting nonlinear 
seismic analysis of cable structures under self-weight and 
concentrated loads [5]. Such a popular approach using 
elastic and geometric stiffness matrices for dynamic analysis 
for nonlinear cables has been criticized [6]. Phenomenon of 
internal resonances and subharmonic resonances has been 
predicted for these nonlinear structures [7].  

The main point of departure in the approach by the 
authors is the assumed weightlessness of the cables and the 
lack of their unique natural configuration. Static and 
dynamic response of a single weightless elasto-flexible 
sagging planer cable carrying lumped nodal masses and 

applied nodal loads leading to a 2-node 4-DOF cable system 
has earlier been investigated. Rate-type constitutive 
equations and third order differential equations of motion of 
have been derived. The dynamic response of such structures 
to harmonic nodal force is determined for different sustained 
nodal forces, axial elastic stiffness and sag/span ratios. Sub 
harmonic resonances, jump and beat phenomenon are 
predicted for elastic and inextensible cables [8]. In another 
approach the incremental equation of motion involving 
tangent stiffness matrix employed is equivalent to the third 
order equation of motion proposed [5]. 

In the discrete formulation, the nodal coordinates or 
placements are generally defined in reference to the chosen 
Cartesian coordinate system and this approach is called 
Placement Model. In Placement Models, the nodal deformed 
placements constitute the primary kinematic variables in the 
equation of motion. 

In this paper we have adopted the Placement Model to 
develop the stiffness matrix of the 2-node 4-DOF cable 
system and further dynamic analysis. The constitutive 
equations and equations of motion earlier developed [8] is 
applied here for seismic analysis of a particular sagging 
planer cable structure. Also, the Placement Model developed 
is compared with the earlier developed Force Model [9].  

 As required by the equation of motion, the time-
derivative of the two well-known seismic excitations is 
obtained. Dynamic response is investigated under horizontal 
and vertical seismic excitations applied separately as well as 
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simultaneously. In this paper, it is assumed that the vertical 
component of the ground acceleration is two-third of the 
horizontal component of the ground acceleration.  

For seismic analysis of Indiano Bridge, finite element 
analysis is used and the material is assumed as linear elastic. 
High amplitude longitudinal vibrations is observed [10, 11]. 
In this paper the material is assumed as linear elastic and the 
damping is assumed as instantaneously classically damped 
i.e. the damping matrix is a function of stiffness and mass 
matrices.  

Seismic analysis of transmission line system under El 
Centro ground excitation on are investigated with different 
boundary conditions. The vertical displacement of middle 
span of the transmission line is obtained maximum due to 
anti-symmetric modes of the transmission lines (Tian L. and 
Xia G. 2016). In this paper the assumed cable system is 
investigated under both El Centro and Loma Prieta ground 
excitations. 

2. Equation of Motion and constitutive relation 

The placement model is derived here for the 2-node 4-DOF 
planar sagging cable tied at both the ends (Fig. 1). 
Undeformed segment lengths of the cable are known in 
addition to the coordinates of the tied end D in reference to 
the coordinate system with origin at the end A. 

 
Assuming the nodal placements  in the deformed 

state of the cable as , the axial extensions as  and tensile 
forces in its segments as . The segment tensile forces are 
obtained as 

 

                            (1) 

 
Also, the axial elastic extension in the cable segments 

are expressed as 
 

 ; 

;                         (2) 

 
 

 
Fig. 1 Two-node four-DOF cable tied at both ends 

The nodal equilibrium conditions are used to obtained 
the nodal loads  in terms of the deformed state nodal 
placements  as 

 

; 

; 

;           

;  

 

 
 
 
     (3) 

The nodal elastic displacements  can also be 
represented as the components of the axial elastic extensions 

 along the coordinate axes and are expressed as 
 

;               ; 

;      ; 

 
     (4) 

 
Substituting of expressions for tensile forces in above 

equations in terms of nodal placements, the following nodal 
load-placement relations  are obtained as 

 

  

  

  

  

 
 
   
(5) 

 
The incremental constitutive equation is established as 

, where the tangent stiffness matrix 
coefficients as . The rate-type constitutive 
equation relating these internal nodal forces  and the nodal 
coordinates  is stated as  

 

                                                              (6) 
 
Consider a two-node four-DOF weightless planer 

sagging elasto-flexible cable with attached masses as shown 
in Fig. 2. Let  denote the deformed nodal coordinates of 
the cable carrying sustained nodal loads. 

 
 

 
Fig. 2 Two-node four-DOF symmetrical system 

The following third order coupled nonlinear differential 
equations of motion are derived for such cables carrying 
lumped masses . 

 
                                     (7) 
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The internal resistive nodal forces  are obtained as  
 

                                          (8) 
 
Here, the nonlinear cable structure is assumed to be 

instantaneously classically damped with the instantaneous 
damping matrix  being determined as  
 
                                                          (9) 

3. Structural and loading details 

The seismic analysis of a planar cable net has been 
investigated earlier by Thai and Kim (2011). For 
investigation in this paper a particular single planar sagging 
cable is chosen from that cable net by idealization as shown 
in Fig. 2. The structural details are given below: 
 

;  ; ;       

 
 

Two equal masses (M = 4380 kg) are attached at the 
two nodes. Self-weight of the cable is ignored. Using 
Newoton-Raphson Method following cable configuration 
and segment tension are obtained: 

 

 
 

 
The linear modal frequencies given by eigenvalues of 

the matrix  are obtained as  = 1.07 rad/s; = 

2.47 rad/s;  = 9.32 rad/s;  = 16.20 rad/s. 
 

In the presence of seismic excitation, the nodal force 
vector is obtained as 

 
                                                          (10) 
 

Where  represents the applied time-dependent 
seismic forces. It is assumed that the dynamic forces 
introduced by the earthquakes and acting on the nodal 
masses are lying in the plane of the cable. Also, these forces 
depend upon the horizontal and vertical components of the 
seismic acceleration. In the case when only horizontal 
seismic forces are considered 

 
                                (11) 
 

Similarly, when only vertical seismic forces are acting 
  

) (12) 

 
In fact, the horizontal and the vertical components of 

the seismic forces act simultaneously. In this paper, it is 
assumed that the vertical component of the ground 
acceleration is two- third of the horizontal component of the 
ground acceleration with same frequency content. As the 
equation of motion is third order differential equation, rate 
of loading vector is also needed. In the case of horizontal 
and vertical seismic accelerations, the loading rate vectors 
are represented as 

 
          
 ) 

 

 
(13) 

Here,  and  are the rates of change of horizontal 
and vertical components of ground acceleration respectively. 
Here,  and  are determined from the available ground 
acceleration components   and  respectively as  

 

 

         

 
 
(14) 

 
From the available records for the El Centro  Southern 

California, US earthquake (1940), the horizontal ground 
acceleration components and the deduced rate of 
acceleration normalized with respect to acceleration due to 
gravity is plotted in Fig. 3(a) and Fig. 3(b) respectively. As 
the seismic response of structures also depend upon their 
modal frequencies as well as the frequency content of the 
applied excitation. For better understanding and easy 
interpretation of dynamic response, Fast Fourier Transform 
(FFT) of the same ground acceleration as well as the rate of 
ground acceleration is presented in Fig. 3(c) and 3(d).  

Similar characteristics of the Loma Prieta, California’s 
Central Coas, US earthquake (1989) are presented in Fig. 
4(a), 4(b), 4(c) and 4(d) respectively. It is observed that the 
peak ground acceleration (PGA) of the El Centro and the 
Loma Prieta earthquakes are 0.3163g and 0.5235g 
respectively with ‘g’ as acceleration due to gravity. It is also 
observed that the dominant frequency ranges for the El 
Centro and the Loma Prieta seismic accelerations lies 
between 5 to 45 rad/s and 4 to 25 rad/s respectively. The 
corresponding frequency ranges for of the dominant rate of 
seismic accelerations are 13 to 42 rad/s2 and 17 to 52 rad/s2.  

 

 
Fig. 3(a) Ground acceleration (El Centro) 

 
Fig. 3(b) Time rate of ground acceleration (El Centro) 
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             Fig. 3(c) FFT of ground acceleration (El Centro) 
 

 
Fig. 3(d) FFT of rate of ground acceleration (El Centro) 

  

   Fig. 4(a) Ground acceleration (Loma Prieta) 
         

 
      Fig. 4(b) Time rate of ground acceleration (Loma Prieta)      
 

               Fig. 4(c) FFT of ground acceleration (Loma Prieta) 
 

 
Fig. 4(d) FFT of rate of ground acceleration (Loma Prieta)     

4. Predicted seismic response: El Centro Earthquake 

The dynamic response of the chosen cable structure is 
investigated with following three cases of ground motion as 
(i) Horizontal excitation (ii) Vertical excitation and (iii) 
Combination of both horizontal and vertical excitation.  

4.1 Only horizontal excitation is applied 

When only horizontal seismic force is applied to the cable 
structure, then peak vertical nodal response is about twice 
than the peak horizontal nodal response as shown in the Fig. 
5(a) and 5(b). Also, the vertical nodal responses of both 
nodes are in opposite phase but same magnitude, whereas 
the horizontal response of both the nodes are in same phase 
and same magnitude. 

Tension increment is plotted for all three cable 
segments. It is very interesting to note that, the predicted 
tension increment in the inclined cables are much large than 
that of horizontal cable segment as shown in Fig. 6(a) and 
Fig. 6(b) respectively. Also, the tension increment 
waveform for inclined cable shows opposite phase with 
same magnitude. Here negative sign does not mean 
compressive axial force, but the decrease in the axial tensile 
force.  
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      Fig. 5(a) Vertical nodal response 

 
     

 Fig. 5(b) Horizontal nodal response 

 
Fig. 6(a) Tension increment of inclined cable segments 

 

 
Fig. 6(b) Tension increment of horizontal cable segments 

 
4.2 Only vertical excitation is applied 

In case when only vertical seismic excitation is applied to 
the system, the peak vertical nodal response of none 2 is 
about ten times the peak horizontal nodal response as shown 

in the Fig. 7(a) and 7(b). Also, the vertical nodal response of 
node 1 is interestingly much lower than the vertical nodal 
response of node 2. The horizontal response of both the 
nodes are same in magnitude but with opposite phase. 

 
Fig. 7(a) Vertical nodal response 

 
Fig. 7(b) Horizontal nodal response 

 

 
Fig. 8 Tension increment in all cable segments 

 
Tension increment is plotted for each three cable 

segments in Fig. 8. The predicted tension increments in all 
three cable segments for vertical seismic excitation are 
same. 

4.3 Both horizontal and vertical excitation is applied 

When both vertical and horizontal seismic excitation is 
applied simultaneous to the cable structures, both the peak 
horizontal and vertical nodal response is observed to be 
higher compared to earlier cases when only horizontal or 
only vertical excitation is applied respectively. Also the 
nature of predicted waveform is different in this case as 
shown in in Fig. 9(a) and 9(b).  

The predicted tension increment in all three cable 
segments of each three cable segments are shown in the Fig. 
10. The predicted tension response shows that, the 
increment in tension of inclined segment is slightly more 
than the horizontal segment. It is interesting to note that, the 
pattern of tension increment is similar for all three segments. 
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      Fig. 9(a) Vertical nodal response 
 

 
 

Fig. 9(b) Horizontal nodal response 
 
 

 
 

Fig. 10 Tension increment in all cable segments 
 
 

5. Predicted seismic response: Loma Preita Earthquake 

5.1. Only horizontal excitation is applied 

In this case the Loma Preita seismic excitation is applied in 
all three cases. When only horizontal seismic force is 
applied to the cable structure, the vertical nodal response is 
of both the nodes shows similar response but out of phase as 
shown in the Fig. 11(a). Whereas the horizontal nodal 
response of both the nodes are exactly similar in nature as 
shown in Fig. 11(b). 

The predicted tension response of inclined cable 
segments shows much higher increment than horizontal 
cable segments. The tension increments of both the inclined 
segments are similar in magnitudes but opposite in phase as 
shown in Fig. 12(a). Almost no change in the tension of 
horizontal segment is occurred as shown in Fig. 12(b). 

 
      Fig. 11(a) Vertical nodal response 

 

 
      Fig. 11(b) Horizontal nodal response 

 

 
Fig. 12(a) Tension increment of inclined cable segments 

 

 
Fig. 12(b) Tension increment of horizontal cable segments 

5.2. Only vertical excitation is applied 

When only vertical Loma Preita seismic excitation is 
applied to the cable structure, the vertical nodal response is 
of both the nodes as shown in the Fig. 13(a) have similar 
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response with same phase. In other words the vertical 
response of both the nodes coincides with each other as 
shown in the figure. However the horizontal nodal responses 
of both the nodes are similar in magnitudes but having 
opposite phase as shown in Fig. 13(b). 

The predicted tension of all the three cable segments 
shows almost similar response as shown in Fig. 14. 
However at few time instant the tension response of 
horizontal cable segment differ slightly with inclined cable 
tension response. Also the magnitude of tension increment 
in this case is about half of that of previous case when only 
horizontal seismic force is applied. 

 
      Fig. 13(a) Vertical nodal response 

 

 
      Fig. 13(b) Horizontal nodal response 

 

 
Fig. 14 Tension increment in all cable segments 

 

5.3. Both horizontal and vertical excitation is 
applied 

When both vertical and horizontal seismic excitation is 
applied simultaneous to the cable structures, the vertical 
nodal response shows similar phase in first last few seconds 

while opposite phase in middle of the excitation. However 
the magnitude of vertical response of both the nodes 
changes relatively with time passes as shown in in Fig. 
15(a). The horizontal nodal response shows about half the 
magnitude of corresponding vertical nodal response. Also, 
both nodes show relatively similar horizontal response as 
shown in Fig. 15(b). 

The predicted tension increment in inclined cable 
segments are about double that of horizontal cable segments 
are shown in the Fig. 16(a) and Fig. 16(b) respectively.  

 
 

 
 

      Fig. 15(a) Vertical nodal response 
 

 
 

      Fig. 15(b) Horizontal nodal response 
 

 
 

Fig. 16(a) Tension increment of inclined cable segments 
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Fig. 16(b) Tension increment of horizontal cable segments 

6. Discussion 

In this paper the seismic response of sagging elasto-flexible 
cable is investigated with two distinct seismic excitation 
available named El Centro (1940) and Loma Prieta (1989). 
The author earlier investigated the same problem by 
adopting Force Model and find interesting results of sagging 
cable vibration [13]. The earthquake excitation is applied to 
the cable structure in three different ways. In first case, only 
horizontal seismic force is applied while in the second case 
only vertical seismic forces is applied. In third case both 
horizontal as well as vertical seismic force is applied 
simultaneously. It is important to note that, the vertical 
seismic force vector remains parallel to the sustained load 
vector. As the relative magnitudes of the sustained nodal 
forces remain same for the duration of the earthquakes, the 
vertical seismic force vector represents the proportionate 
load vector. On the other hand, the horizontal seismic force 
vector observed to remain orthogonal to the sustained load 
vector. 

It is predicted that the tension increment response in the 
inclined cable segments are of similar order irrespective of 
the case of application of the seismic excitation. In other 
words the tension increments in the inclined cable segments 
due to seismic force are more or less same in all the cases of 
seismic force. This behaviour is shown by both El Centro 
and Loma Prieta ground excitation. This is due to the facts 
that the part or full inertia force is always taken by inclined 
cable segments.  

The tension increment in the horizontal cable segment 
is negligible when only horizontal seismic force is applied 
whereas the tension increment in all the cable segments are 
same when only vertical seismic force is applied. This can 
be due to horizontal seismic excitation, relative change in 
horizontal inertial force is zero due to similar mass at the 
both node. This confirms the facts that due to horizontal 
seismic force horizontal nodal vibration are symmetric and 
hence no tension increments should be there.  

It is very interesting to note that, when only vertical 
seismic forces is applied the maximum horizontal nodal 
response amplitude is negligible although the tension 
increment in the horizontal cable segment is of the order 1.2 
kN. This is due to anti-symmetric vibration of the both node 
in horizontal direction.  
 

7. Conclusion 

The predicted seismic responses confirm the facts that the 
vertical vibration of the cable nodes is symmetric under 
vertical seismic force and anti-symmetric under horizontal 
seismic forces. Similarly the horizontal vibration of the 
cable nodes is symmetric under horizontal seismic forces 
and anti-symmetric under vertical seismic forces. The 
change in the tension in the inclined cable shows maximum 
variation in all the condition of application of the seismic 
excitation. The horizontal cable segment shows maximum 
tension variation in case of anti-symmetric nodal vibration 
in horizontal direction, whereas minimum or negligible 
variation in case of symmetric horizontal nodal vibration. 
The present investigation shows interesting facts about the 
nonlinear characteristics of the cable vibration with simple 
approach. The investigation may help to understand the 
basic dynamics of the sagging cable.   
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Abstract
In this work, a junctionless(JL) gate all around (GAA) silicon nanowire field-effect transistor sensor for the detection of 
hydrogen (H2) has been carried out. The sensors are designed to specify hydrogen gas (H2) existence. Unsafe conditions can 
result if hydrogen escapes and accumulates in an enclosed space throughout the purifying process; this is why we try to inves-
tigate technologically ultra-small-scale hydrogen gas sensor devices. The sensor also showed satisfactory characteristics for 
ensuring safety when handling hydrogen and remarkable selectivity for monitoring H2, among other gases, such as LPG, NH3, 
and CO. The temperature and palladium (Pd) gate work function variations in the translation processes are well-thought-out 
throughout a change in palladium (Pd) gate work function following exposure to the hydrogen gas molecule (H2). Due to its 
sensitivity to H2 gas, palladium (Pd) is employed as a gate electrode in H2 gas detection. Shift in threshold voltage (Vth), Ion 
and Ioff as a result of the metal work function at the gate changing when gas is present; these changes can be regarded as 
sensitivity parameters for sensing hydrogen gas molecules. ATLAS-3D device simulator has been conducted at low drain bias 
voltage (0.05V). This study focuses on temperature variation (300K to 500K) and palladium (Pd) metal gate work function 
variations (5.20eV to 5.40eV) to examine the existence of hydrogen molecule(H2) and its effect on the performance of junc-
tionless SiNW-GAA field-effect transistor gas sensors. When the sensitivity 

(

S
I
OFF

)

 , of proposed JL-GAA-SiNWFETis com-
pared with GAA-MOSFET and bulk MOSFET, JL-GAA-SiNWFET shows improved sensitivity. The results show that as 
150mV Pd work function shifts at the gate, the sensitivity improvement with JL-GAA-SiNWFET-based hydrogen gas sensors 
are 51.65% and 124.51% compared with GAA-MOSFET and MOSFET, respectively. High dielectric oxide (HfO2) and inter-
face oxide (SiO2) is also employed at the gate to overcome electron tunneling. The study of this work proves that a silicon 
nanowire field-effect transistor with a junctionless gate all around catalytic palladium (Pd) metal gate is the best candidate for 
sensing hydrogen gas molecules than a bulk metal oxide semiconductor field-effect transistor (MOSFET).

Keywords  Hydrogen gas-sensor · Junctionless(JL) · Silicon nanowire FET · Gate-all-around (GAA)

1  Introduction

Hydrogen is recognized as one of the most significant 
clean energy carriers and the ultimate fossil fuel candi-
date and renewable energy source [1] because of its high 

heat of combustion, low minimum ignition energy, and 
high combustion velocity. Due to its robust reducing char-
acteristics, hydrogen is also employed in metal smelting, 
petroleum extraction, semiconductor processing, glass-
making, and the daily chemical industry, among other 
things [2]. It is owing to the growing demand for gas 
sensing sensors for seismic monitoring applications, envi-
ronmental monitoring, medical and automotive industries, 
in addition to domestic usages, such as detecting pollut-
ants, fueling stations, petroleum refineries, and detect-
ing certain types of bacterial infection, which are con-
tinuously at high perilous of gas leakage[1–6]. Designing 
a hydrogen gas sensor based on a GAA-JL-SiNWFET 
device is an exciting option for gas sensors. It offers low 
power consumption, high sensitivity, low cost, portability, 
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technology compatibility, on-chip integration, small size, 
and CMOS compatibility [7, 8]. Humans cannot smell 
hydrogen gas since it is colorless and tasteless [9, 10]. It 
is easily flammable and explosive due to its low explosion 
energy and extensive flammable range. As a result, an 
effective and reliable hydrogen sensing device is required 
for hydrogen manufacturing and consumption, monitoring 
and managing hydrogen concentrations in nuclear reac-
tors and coal mines, and detecting and alarming H2 leak-
age during storage, transportation, production and usage 
[1, 3, 6, 7]. As a result, such sensors seem to be among 
the most straightforward, inexpensive, and efficient tools 
for real-time measurement or gas leak detection [10]. Due 
to various reasons, different types of SiNWFET-based 
hydrogen gas detecting devices have been designed in 
recent years to identify gas molecules by analyzing the 
induced change in work function at the surface of an 
attractive film [6, 9]. Numerous types of gas detectors 
are available, but FET-based gas detectors have received 
much attention [11]. Device engineering is being used in 
this area of research and development, including mode-
ling and evaluating the field-effect device to improve sen-
sitivity [5]. Floating gate MOSFETs [12], SOI MOSFETs, 
dual-gate MOSFETs [13], and now nanowire MOSFETs 
[14] have all been considered in device engineering. A 
high surface area to volume ratio is necessary to boost 
sensitivity by raising the potential for surface interactions 
[8]. Gas sensors in this device depend on the interac-
tion of a thin Pd layer with hydrogen gas [9, 15, 16]. A 
junctionless nanowire transistor is a gated resistor with 
the same doping type on the source, channel, and drain 
without junctions [17]. For example, leakages are always 
a hazard at gas stations and refineries, and early recogni-
tion is thoughtful to minimize dangers and accidents[1, 
2]. A silicon nanowire Field Effect Transistor (SiNWFET 
sensors are an enticing proposition for gas sensing [9] due 
to technology compatibility) [18] for on-chip integration, 
portability, low power consumption, and the ability to 
detect both weakly bound strongly bonded and chemical 
bonding species at room temperature [19, 20]. The detect-
ing mechanism is the interfacial adsorption of disassoci-
ated hydrogen molecules into the palladium gate results 
in the formation of a dipole layer, which alters the gate's 
work function and causes a significant shift in threshold 
voltage (∆Vth) [3, 9, 19]. For example, different catalytic 
gate metals have been utilized to realize the hydrogen gas 
sensor, such as Palladium [15, 21], Platinum[1], [7], and 
poly-methylmethacrylate-platinum[8]. Semiconductors 
such as silicon nanowires (SiNWs) and thin films have 
been utilized as sensing materials for the development 
of high hydrogen gas sensors in recent years [1] [9] due 
to their huge specific surface area and unique electron 
transportation characteristics.

Numerous nanoelectronics devices with multiple gate 
materials, for instance, floating gate MOSFETs [20], Pal-
ladium (Pd) gate MOSFETs [22], and Tunnel-FET (TFET) 
[23], etc., have been designed to boost the sensitivity of 
SiNWFET based sensors [16]. The planer MOSFET is the 
most ideal among them because of its production ease, 
although it has a number of drawbacks in the ultra-small 
scall dimension, such as short channel effects (SCEs), 
Subthreshold Swing [24–26]. Under ambient condi-
tions, a junctionless catalytic metal gate-all-around sili-
con nanowire FET [27–31] device is best for overcoming 
these issues and providing better performance in terms of 
sensitivity and response time. Because of a more active 
surface interaction of hydrogen gas molecules with pal-
ladium [19], nanostructure palladium gate materials have 
a high attraction for hydrogen gas and provide superior 
sensing capability [22, 32] than bulk palladium materials. 
Due to these and other physical significance, we employed 
Nanowire palladium materials as gate electrodes for our 
proposed device.

In this work, high-k materials for gate oxide, like haf-
nium oxide(HfO2) and interface oxide (SiO2), were chosen 
to develop new and high-performance electrical devices at 
the nanoscale that has relied heavily on gate dielectric mate-
rials [33–35]. Since hafnium oxide(HfO2) provides the most 
excellent and powerful dielectric materials, enhancing the 
sensing performance compared to other simulated dielec-
tric materials [33, 36] in controlling tunneling/leakage cur-
rent. The significance of utilizing Pd metal gate as a catalyst 
to improve SiNW thin film H2-sensing performance is the 
straightforward synthesis, which allows for precise control of 
the thicknesses of SiNW and Pd metal gate to produce detec-
tors with the maximum possible sensitivity [37]. Because 
palladium electrode selectively absorbs hydrogen gas and 
produces palladium hydride, as it is employed in various 
industries [22].

Therefore, we have designed a p-type substrate junction-
less gate-all-around SiNWFET-based sensor to investigate 
hydrogen gas using Atlas-3D-TCAD device simulator tool.

1.1 � Device structure

The designed structure for our proposed device is illus-
trated in Fig. 1) here, L (20nm) is the length of dielectric 
material (HfO2), channel, (SiO2) is an interface oxide 
layer and T1 T2, and T3 are the thickness of the metal 
Gate, hafnium oxide, and interface (SiO2) oxides, respec-
tively, and 2R is channel diameter (silicon film thick-
ness), as shown in Table 1. The device gate length is 
20nm for all simulations, and source and drain lengths 
are each 10nm, as shown in Table 1. To achieve a tol-
erable threshold voltage, a high doping concentration 
(1x1019cm−3) was applied uniformly through the channel 
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from the source to drain for our designed p-type sub-
strate devices. The supply gate-source voltage (0.6V) 
with a consistent drain-source voltage (0.05V) have been 
employed for all simulations.

1.2 � Simulation methodology

Silvaco TCAD-ATLAS tool is used for all simulations 
in this work. Concentration-dependent mobility, drift-
diffusion, and field-dependent mobility models are acti-
vated to incorporate electron mobility models [38]. To 
account for the recombination of majority and minority 
charge carriers, the Shockley-Read-Hall (SRH) recombi-
nation model is also activated [39]. The drift-diffusion 
model also accounts for the driving current caused by 
the charge carrier following. Due to heavy source and 
drain doping, Fermi Dirac Statistics have been introduced. 

The Boltzmann transport statistics and concentration, 
voltage, and temperature(CVT) [39] Lombardi mobility 
model [16] have accounted for parallel and perpendicular 
field mobility [39]. Palladium(Pd) has a high affinity for 
hydrogen, making it an excellent material for detecting 
hydrogen storage (reversibly introduced) [10, 40, 41]; 
when interacting with the palladium surface, Van der 
Waals forces interact between hydrogen gas molecules 
and palladium atoms [22].

Figure 1 demonstrates (a) the three-dimensional struc-
tures and (b) the two-dimensional cross-sectional view 
of the p-type palladium metal gate Junctionless (JL) 
GAA SiNWFET-based hydrogen gas sensor. The GAA 
SiNWFET structure includes a 40 nm long p-type doped 
channel and applied 1x1019 cm-3 doping concentration 
from the source to drain through the channel uniformly. 
Palladium metals were applied as the gate material 
because hydrogen molecules at the palladium surface 
breakdown when H2 gas is exposed to a palladium metal 
gate, which causes dissociated molecules to diffuse into 
the gate [10, 22].

In this study, we have considered the catalytic metal 
gate method to describe the behavior of JL-GAA-SiN-
WFET based hydrogen gas sensor. The Pd work function 
must be a critical factor in altering the electrical field 
properties of the device as it changes [40]. The H2 gas 
molecules break down at the metal surface of the metal 
gate (Pd) after exposure to the gas [40], and the disassoci-
ated molecules subsequently diffuse within the metal gate, 
as shown in Fig. 2b. Consequently, some hydrogen atoms 
diffuse through the gate metal, eventually producing the 
dipole at and within the interface by changing the metal-
work function. As a result, we have examined the ION/IOFF 

Fig. 1   illustrates (a) 3D representation diagram and (b) 2D cross-sectional view for p-type substrate cylindrical JL-GAA-SiNWFET-based 
hydrogen sensor

Table 1   Technology parameters

Device Parameters GAA-JL-SiNWFET

Channel length (nm) 20.00
Thickness of oxide HfO2 & SiO2 respectively, 

(nm)
1.50 & 0.30

Interface Oxide (SiO2)  thickness, (nm) 1.00
Oxide ( SiO2)  length, (nm) 20.00
Source and Drain length/thickness (nm) 10.00
Hafnium Oxide (HfO2) length, (nm) 20.00
Radius of silicon film (nm) 10.00
Drain, Source & Channel Doping (ND+) 1019cm−3

Oxide dielectric constant, HfO2 & SiO2 25.00 & 3.90
Reference gate work function (Palladium), (eV) 5.20
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ratio, drain-off sensitivity (SIoff), and the proposed device's 
performance shift in threshold voltage.

1.3 � Analytical modeling

Using boundary conditions, surface potential in the radial 
direction is obtained;

Here k is described by

And Φ is given by

	 I)	 As a function of z, the surface potential is given by:

	 II)	 At the center of silicon substrate's electric field is zero 
and expressed as:

At the boundary of silicon oxide, the electric field is com-
puted as follows:

Oxide capacitance per unit area (Cox) is obtained;
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Here, tSi is silicon thickness, R is silicon (channel) radius, 
εSiis permittivity of silicon, and εOX is oxide layer permittivity. 
The variation in the catalytic metal work function at the metal 
surface by the reactivity of gas molecules is denoted by ∆Φm, 
and the flat-band voltage is Vfb, and Vfb is described by [5, 9];

where ϕSi represents for a silicon work function and is 
obtained by;

The value of ΔΦmis expressed using Eq. (10):

Where T is for absolute temperature, P is for partial 
hydrogen gas pressure, R is for hydrogen gas constant, and 
F is for Faraday's constant. A and B are coefficients obtained 
using source and drain boundary conditions and determined 
using the formula;

As illustrated below, the quasi-fermi-potential changes 
along the channel direction are used to calculate the drain 
current from the source to the drain.

As seen below, the subthreshold current is determined 
using a 2-D potential relation.
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Fig. 2   illustrates (a) Calibra-
tion with simulation results at 
VDS=0.05V with the experi-
mental result [42] and (b) 2D 
Electrical dipole generation at 
the Pd/HfO2 interface
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2 � Threshold Voltage (Vth) Modeling

For a p-channel MOSFET device, threshold voltage(Vth) in 
an enhancement mode can be obtained [43] using Eq. (15).

where Vth is the threshold voltage, 2φF is the surface 
potential, VSB is the source-to-body substrate bias, V(T,0) 
is the zero substrate bias threshold voltage, and (γ) is a 
constant body effect parameter given by;

Here, tox is oxide thickness, εox is the relative permit-
tivity of oxide, NA is the doping concentration, q is the 
charge of an electron, and εSiis the relative permittivity of 
silicon semiconductors.
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Temperature affects the threshold voltage of a CMOS 
device, in addition to how oxide thickness affects threshold 
voltage as shown in Eq. (2);

Where ni is the silicon intrinsic doping Parameter, k is 
Boltzmann's constant, φF is the contact potential, and T is 
Temperature[12].

Here Eg is the bandgap energy of the silicon channel 
material. For GAA-JL-SiNWFET, the equation for the 
threshold voltage depending upon the device's radius is 
given by Eq. (19) [44].

Here R is the device's radius, and the work function dif-
ference is Δφ.

Summary of fabrication flowchart for the proposed 
device[24] Fig. 3.
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Fig. 3   Describes the fabrication process flowchart and schematic view for the JL-GAA-SiNWFET fabrication process, adapted [24]
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3 � Results and Discussion

3.1 � Change in drain current

In this work, a change in drain current can also be consid-
ered a critical characteristic for identifying hydrogen gas 
molecules. The change in drain current for a p-type gate-
all-around junctionless SiNWFET sensor with a palladium 
metal gate work function and temperature variation is 
depicted in Fig. 4. The work function of the catalytic metal 
gate is controlled by the chemical reaction of hydrogen 
gas molecules on its surface [22]. In this case, the device's 
hydrogen gas sensitivity is expressed as a change in the 
threshold voltage and drain current [20]. For instance, shift-
ing in drain current for the proposed device when the work 
function changes from 5.20eV to 5.40eV is 1.08x10−10A 
and when the temperature varies from 300K to 500K is 
1.0x10−8A, as illustrated in Fig. 4a and b, respectively. In 
both cases, OFF-current changes rapidly in puny inver-
sion region and is inversely proportional to hydrogen gas 

concentration due to the impact of metalwork function and 
temperature variation. As a result, the subthreshold zone 
provides substantially higher sensitivity while operating 
at low power, resulting in a low-cost hydrogen gas sensor 
device. This enhanced sensitivity in the subthreshold region 
is attributable to different band bending in the nonappear-
ance of Fermi level restraining caused by a shift in palladium 
metal gate work function following hydrogen gas molecule 
surface reactivity [9]. We conclude that the proposed device 
will be desirable for detecting hydrogen gas molecule leaks 
that could have severe impacts, like an explosion, and the 
device's sensitivity is obtained Eq. (20).

a)	 Change in surface potential

Figure  5a shows the change in surface potential 
induced by a shift in the palladium metal work function 
(5.20 and 5.40 eV). The work function of the catalytic 
metal gate is altered by the reactivity of hydrogen gas 

Fig. 4   illustrates the impact 
of (a) palladium (Pd) work 
function and (b) Temperature 
on ID-VG for p-type substrate 
cylindrical JL-GAA-SiNWFET

Fig. 5   impact of (a) palladium 
(Pd) work function and (b) 
Temperature on center potential 
(V) for p-type substrate cylin-
drical JL-GAA-SiNWFET
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molecules at the gate surface, resulting in further band 
bending and a change in flat-band voltage, as indicated 
by Eq. (8) [3, 9].

Figure  5a shows that adjusting the work function 
impacts the surface potential of p-channel junctionless 
GAA-SiNWFETs with palladium (Pd) metal gates. The 
work function of the catalytic metal gate is altered by the 
reactivity of hydrogen gas molecules at the gate surface, 
resulting in considerable band bending and a shift in flat-
band voltage [3, 5], which causes electrical outputs. Such 
as drain current, surface potential, and threshold voltage 
(Vth) shift when the flat-band voltage varies [45]. Using 
a palladium catalytic metal gate, it is feasible to sense 
the existence of hydrogen gas molecules by measuring 
the shifting of IOFF, switching ratio, and Vth, as clearly 
described in Fig. 6. Variation of temperature also impacts 
surface potential, as depicted in Fig. 5b) and significantly 
represents the proposed device sensing capability.

b)	 Change in electron mobility

The electron mobility throughout the channel was 
also extracted, as shown in Fig. 6. The change in elec-
tron concentration due to the shift in palladium metal 
work function (5.20 and 5.40 eV) is examined in 
Fig. 6a). The work function of the catalytic metal gate 
is altered by the reactivity of hydrogen gas molecules 
at the gate surface, leading to different band bending 
and a shift in flat-band voltage [3, 9], causing mobility 
of electrons across the channel. As seen in Fig. 6), the 
shift in electron concentration in the channel region is 
substantially more significant than in the source and 
drain regions. Because the electric field in the chan-
nel is affected by electron concentration and the flow 
of charges in the channel [24]. Figure 6b) shows the 
impact of temperature on electron concertation for the 
proposed device.

Fig. 6   influence of (a) pal-
ladium (Pd) gate work- function 
and (b) Temperature variation 
on electron concentration (1/
cm3) for p-type substrate cylin-
drical JL-GAA-SiNWFET

Fig. 7   effect of (a) palladium 
(Pd) work function and (b) 
Temperature variation on hole 
concentration (1/cm3) for p-type 
substrate cylindrical JL-GAA-
SiNWFET
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c)	 Change in hole mobility

The hole mobility throughout the channel was also 
extracted, as shown in Fig. 7. The change in hole concen-
tration due to the shift in palladium metal work function 
(5.20 and 5.40 eV) is examined in Fig. 7a). The reactivity of 
hydrogen gas molecules at the catalytic metal gate surface 
alters the gate metal's work function, resulting in further 
band bending and a change in flat-band voltage [3, 9]. As 
shown in Fig. 7), the channel's hole concentration difference 
is considerably less than in the source and drain regions. 
Because the electric field in the channel is affected by hole 
concentration, the flow of charges in the channel is also 
influenced, resulting in drain current and, eventually, device 
sensitivity. The effect of temperature on hole concentration 
is depicted in Fig. 7b), and device performance should be 
significant at room temperature. We examine that the pro-
posed technology has shown to be promising for hydrogen 
gas detection applications.

d)	 Shifting in drain current and threshold voltage

The impact of palladium (Pd) work function and tempera-
ture variations on device sensitivity are investigated to assess 
device performance and stability shown in Fig. 8. Figure 8a 
reflects the sensitivity of gate all around junctionless SiN-
WFETs as a palladium metal work function in terms of Ioff 
ratio and shift in threshold voltage (∆Vth). It can be shown 
that gate all around junctionless SiNWFETs has better sen-
sitivity at higher palladium (Pd) metalwork functions [41]. 
Since the flat-band voltage changes as the palladium gate's 
metal work function rise due to higher band bending. Due 
to variations in the palladium metal gate work function, a 

change in flat-band voltage induces a shift in drain current, 
threshold voltage(Vth), and [9]. It is thus feasible to iden-
tify the existence of hydrogen gas molecules by monitoring 
changes in ION, ∆Vth, and IOFF.

Consequently, some hydrogen atoms diffuse through the 
gate metal, eventually producing the dipole at and within 
the interface by changing the metalworking function. In this 
regard, we have examined the ION/IOFF ratio, drain-off sen-
sitivity (SIoff), and shift in threshold voltage of the proposed 
devices extracting those output results during the simulation, 
and factors can be regarded as sensitivity variables. We have 
also shown electron and hole mobility and potential surface 
distribution along the channel, and carrier transport mecha-
nism has been obtained through NEGF model simulations 
to obtain the drain current, surface potential, electron and 
hole mobility and subsequently threshold voltage concerning 
variation Pd work function and temperature.

When the work function is increased, sensitivity changes 
exponentially, as seen in Fig. 8a), and it may be estimated 
using Eq. (20).

Another essential parameter employed in detecting gas 
molecules is shifting threshold voltage (∆Vth) and defined as 
the difference between the threshold voltage with and with-
out hydrogen gas adsorption is defined as (∆Vth) is depicted 
in Fig. 8) as a function of palladium metal gate work func-
tion and temperature. Higher (∆Vth) and SIOFF (shown in 
Fig. 8) reflects higher palladium metal gate and tempera-
ture values, indicating that JL-SiNWFET is well suited for 
hydrogen gas sensing. As the palladium metal work function 

(20)SIOFF =
IOFF(aftergasreaction) − IOFF(beforegasreaction)

IOFF(beforegasreaction)

Fig. 8   effect of (a) palladium (Pd) metal gate work and (b) Temperature on IOFF-current ratio for p-type substrate cylindrical JL-GAA-SiNWFET
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and temperature increase, a shift in threshold voltage (Vth) 
arise, resulting in increased hydrogen gas molecule concen-
tration, as seen in Fig. 8), which can be calculated using 
Eq. (21).

The impact of palladium (Pd) work function and tem-
perature variations on device switching ratio using dif-
ferent Pd work functions and temperatures to assess 
device performance and stability as illustrated in Fig. 9. 
Figure 9a reflects the impact of varying palladium metal 

(21)�Vth =
|

|

|

Vth(aftergasreaction) − Vth(beforegasreaction)
|

|

|

work functions on the switching ratio for junctionless gate 
all around SiNWFETs device. Our proposed device has a 
lower switching ratio at higher palladium(Pd) metalwork 
functions. Sensitivity in the switching ratio is lowered as 
temperature rises (as illustrated in Fig. 9b); sensitivity 
in terms of IOFF ratio increases as temperature increases 
(Fig. 9b).

Figure 10 effect of palladium (Pd) work function variation 
on (a) switching ratio and (b) leakage current reflects the 
impact of changing the work function on the switching ratio 
and leakage current characteristics on our suggested device. 
Figure 10) illustrates the analytical model validation with 

Fig. 9   effect of (a) palladium (Pd) metal gate work function on switching ratio and (b) Temperature on shifting threshold voltage for p-type sub-
strate cylindrical JL-GAA-SiNWFET

Fig. 10   effect of palladium (Pd) work function variation on (a) switching ratio and (b) leakage current for p-type substrate cylindrical JL-GAA-
SiNWFET
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the simulation results, which is validated more by the close 
proximity of our proposed devices.

Figure 11) illustrates the influence of changing the work 
function on the threshold voltage and shifting threshold 
voltage characteristics on our suggested device. Figure 11) 
clearly demonstrates that the analytical model is validated 
more by the proximity of our proposed device's analytical 
and simulated results.

Table 2 Examines sensitivity comparison of bulk MOS-
FET, GAA MOSFET, and JL-GAA-SiNWFET device con-
cerning Off-state current for hydrogen gas sensor after and 
before gas reaction generated by gas molecules when the 
threshold voltage of all devices was adjusted at the same 

values. When the sensitivity of JL-GAA-SiNWFET was 
compared to the sensitivity of bulk MOSFET and GAA 
MOSFET, the sensitivity was found to be more in JL-GAA-
SiNWFET because the sensitivity ( SIoff ) equation tells us that 
the hole mobility is related to the subthreshold leakage cur-
rent. This provides that the subthreshold current in bulk 
MOSFET and GAA MOSFET devices is higher than JL-
GAA-SiNWFET. Since the JL-GAA-SiNWFET structure 
experience, a higher surface-to-volume ratio and its channel 
exposed to more effective gate control than others at gate-
source voltage are zero, resulting in a more significant vari-
ation in subthreshold current when the work function of the 
gate metal was altered as the gas molecules react with the 
catalytic metal gate. For instance, the sensitivity 

(

SIOFF

)

 , of 
proposed JL-GAA-SiNWFET compared with GAA-MOS-
FET and bulk MOSFET, JL-GAA-SiNWFET shows 
improved sensitivity. The results show that as 150mV work 
function shift of Pd at the gate, the sensitivity improvement 
with JL-GAA-SiNWFET based hydrogen gas sensors is 
51.65% and 124.51% compared with GAA-MOSFET and 
MOSFET, respectively. Due to high dielectric oxide(HfO2) 
and interface oxide(SiO2) suppressing electron tunneling and 
hole mobility at gate-source voltage vanishes.

Finally, we have summarized the results here; as we have 
studied different articles, hydrogen is one of the essential 
future clean energy sources on the road to a more sustain-
able world and replacing fossil fuels [45, 46]. For instance, 
the availability of hydrogen may serve as one of the primary 
drivers of the energy shift and decarbonization [37]. In order 
to handle hydrogen safely, robust sensors are highly desired. 
Particularly, it has been shown that the active materials 

Fig. 11   impact of palladium (Pd) work function variation on (a) threshold voltage (Vth) and (b) shifting on threshold voltage(∆Vth) for p-type 
substrate cylindrical JL-GAA-SiNWFET

Table 2   Pd gate sensitivity comparison shows the p-type substrate of 
bulk MOSFET, GAA-MOSFET, and JL-GAA-SiNWFET

Device parameters: Drain, Source, and Channel doping 
(NSi)=1019cm-3

, Oxide thickness is 1.5&0.3nm, oxide dielectric 
constants (HfO2 & SiO2 are 25.0 & 3.90, respectively), channel 
length(L)=40nm, drain to source voltage (VDS)=0.05V, gate to source 
voltage (VGS)=0.6V, and radius(R)=5nm.

S
I
OFF

=
I
OFF(aftergasreaction)−IOFF(beforegasreaction)

I
OFF(beforegasreaction)

Previously designed device [5] Proposed device

Shifting in Pd 
work func-
tion

Bulk-MOSFET
tSi = 20nm

GAA MOSFET
tSi = 20nm
R=10nm

JL-GAA-SiN-
WFET

tSi = 10nm
R=5nm

∆Φm = 50mV 5.08 5.96 6.17
∆Φm = 100mV 4.56 33.10 37.80
∆Φm = 150mV 102 151 229
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(Palladium) employed in these sensors exhibit the high sensi-
tivity to H2 required for practical applications and that nano-
structuring of these materials enables a reduction in response 
time of the sensors and a close approximation to the industry 
standard [22]. Due to these and other applications, we studied 
and designed a Palladium gate modulated JL-GAA-SiNWFET 
based hydrogen sensor, and it is crucial in applications where 
health is of particular significance due to their unique quali-
ties, particularly their innately low fire risk, making them the 
technology of choice; for instance, in mass transit hydrogen-
powered vehicles and H2 accidental leakage [5]. Integrating 
the palladium electrode in the proposed device enhances 
device sensitivity performance, lifetime, and reliability. 
Therefore palladium electrode material is a very sensitive 
and selective material for H2 and does not require oxygen to 
carry out [45]. For various applications, Palladium JL-GAA-
SiNWFET based hydrogen sensor has been examined; since 
hydrogen is odorless compared to gasoline fuel, it is used for 
the detection of H2 leakage in the area of hydrogen fueling 
stations [37], hydrogen pipelines distribution and transmis-
sions [15], cryogenic hydrogen storage tanks(since such stor-
age tanks constantly release H2, leads to change in partial 
pressure), hydrogen fuel cells (utilized in automobiles and can 
serve as a backup for generators and small power plants) [41], 
its water resistance (since, the majority of fuel cells operate 
with surplus liquids, including water) [20], hydrogen safety 
and control(increased use of hydrogen fuel leads to more H2 
infrastructure incidents) [15], and widely used in industrial 
settings due to their dependability and excellent sensitivity of 
H2. Because of the increasing need for hydrogen fuel, efficient 
hydrogen detection is crucial in many industries for everyday 
safety and process development. Not only these, Junctionless 
Gate-All-Around SiNWFET-based hydrogen gas sensor is 
excellent electrostatic control of short channel effects (SCEs). 
Due to these and other physical significance, we have studied 
Palladium integrated junctionless gate all around SiNWFET-
based hydrogen gas sensor.

4 � Conclusion
Through Silvaco-TCAD simulations and analytical model 
development, this work verified a Junctionless GAA silicon 
Nanowire transistor with a palladium (Pd) metal gate as a viable 
sensor for detecting hydrogen gas based on an electrical detect-
ing approach. The resulting analytical model's shifting threshold 
voltage (∆Vth) and shifting subthreshold current (SIOFF) sensi-
tivities are consistent with simulation data. These results indi-
cate higher sensitivity values at higher palladium metal work 
function and temperature variations due to increased gas sur-
face covering over the Pd metal gate |Δϕm|. We have examined 
that the catalytic palladium metal gate JL-GAA-SiNWFET sen-
sor has a higher hydrogen gas molecule sensitivity than GAA-
MOSFET and conventional bulk MOSFET due to its larger 
surface-to-volume ratio in addition to improved performance. 

As is confirmed in Table 2, the percentage improvement in the 
subthreshold drain current ratio’s sensitivity ( SIOFF ) are 124.51% 
and 51.65% when JL-GAA-SiNWFET compared with bulk 
MOSFET and GAA-MOSFET, respectively. So, the sensitiv-
ity parameter for hydrogen gas sensing in this investigation 
involves a change in subthreshold current, and it is a critical 
concern in addition to shifting threshold voltage((∆Vth). This 
finding provides novel promises for using Pd island gate junc-
tionless gates all around SiNW field-effect transistor sensors 
to detect hydrogen gas and is applicable for industries such as 
petrochemical plants, nuclear reactors, hydrogen manufacturing 
facilities, petroleum refineries, space launching, leak detection, 
fuel cells, medical diagnostics, and nuclear power plants.
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SHARP THIRD HANKEL DETERMINANT BOUND FOR S∗(α)

NEHA VERMA AND S. SIVAPRASAD KUMAR

Abstract. For 0 ≤ α < 1, a normalized analytic function f(z) is said to be starlike of order α,
denoted by S∗(α), if and only if Re{zf ′(z)/f(z)} > α for z ∈ D := {z ∈ C : |z| < 1}. This paper
provides the sharp bound of H3,1(f), third Hankel determinant of functions belonging to the class
S∗(α), given by

|H3,1(f)| ≤ 4(1− α)2

9
with some restrictions on α, which solves a longstanding coefficient problem.

1. Introduction

Let A be the class of normalized analytic functions classified on the open unit disk D := {z ∈
C : |z| < 1} such that

f(z) = z +
∞∑
n=2

anz
n. (1.1)

Let S ⊂ A be the class of univalent functions and P be the collection of analytic functions defined
on D having positive real part, given by p(z) = 1 +

∑∞
n=1 pnz

n. For any two analytic functions, h
and g, we say h is subordinate to g or h ≺ g, if there exists a Schwarz function w with w(0) = 0
and |w(z)| ≤ |z| such that h(z) = g(w(z)).

Bieberbach conjecture [5, Page no. 17] has immensely inspired the growth of univalent function
theory and the creation of new coefficient problems since 1916. Consequently, in 1966, Pommerenke
[14] introduced the qth Hankel determinants Hq,n(f) of analytic functions f in (1.1) for n, q ∈ N,
defined as follows:

Hq,n(f) =

∣∣∣∣∣∣∣∣∣
an an+1 . . . an+q−1
an+1 an+2 . . . an+q

...
...

. . .
...

an+q−1 an+q . . . an+2q−2

∣∣∣∣∣∣∣∣∣ . (1.2)

By appropriately choosing n and q, we come to its particular cases. The expression of second
order Hankel determinant is derived by considering q = 2. Several studies have established the
sharp bound of second-order Hankel determinants for various subclasses of S, see [4,6,8,9]. If we
take q = 3 and n = 1 in (1.2), the expression of Hankel determinant of order three, is obtained
assuming a1 := 1. It is as follows:

H3,1(f) :=

∣∣∣∣∣∣
1 a2 a3
a2 a3 a4
a3 a4 a5

∣∣∣∣∣∣ = 2a2a3a4 − a33 − a24 − a22a5 + a3a5. (1.3)

In 1936, Robertson [16] introduced and investigated the class of starlike functions of order α,
defined as:

2010 Mathematics Subject Classification. 30C45, 30C50.
Key words and phrases. Starlike, Sharp, Hankel determinant, Order alpha .
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2 NEHA VERMA AND S. SIVAPRASAD KUMAR

Definition 1.1. [16] For 0 ≤ α < 1, we say that a function f ∈ A is starlike of order α if and
only if

Re

(
zf ′(z)

f(z)

)
> α, z ∈ D.

The class of all such functions is represented by S∗(α).

In 1992, Ma and Minda [13] introduced the following class of starlike functions,

S∗(ϕ) =

{
f ∈ A :

zf ′(z)

f(z)
≺ ϕ(z)

}
,

where ϕ is an analytic univalent function such that Reϕ(z) > 0, ϕ(D) is symmetric about the real
axis and starlike with respect to ϕ(0) = 1 with ϕ′(0) > 0.

Using subordination, the class S∗(α) can be characterized as:

S∗(α) =

{
f ∈ A :

zf ′(z)

f(z)
≺ 1 + (1− 2α)z

1− z

}
for α ∈ [0, 1).

Note that S∗(0) = S∗ and S∗(ϕ) ⊂ S∗(α) for some α depending upon the choice of ϕ. The esti-
mation of third order Hankel determinant is more difficult than second order Hankel determinant,
see [10, 22]. Some of the sharp estimates of third order Hankel determinant of functions in S∗(ϕ)
for different choices of ϕ(z), are enlisted below:

Table 1. List of third order Hankel determinants

Class Sharp bound Reference

S∗ := S∗(0) 4/9 [7]
S∗(1/2) 1/9 [15]
S∗% := S∗(1 + zez) 1/9 [19], [10, Conjecture on Page no. 33]

SL∗ := S∗(
√

1 + z) 1/36 [1]
S∗e := S∗(ez) 1/9 [18]
S∗ρ := S∗(1 + sinh−1(z)) 1/9 [17]
S∗Ne := S∗(1 + z − z3/3) — —

However, the sharp estimate of H3,1(f) for S∗Ne is yet to be estimated.

For the class S∗(α), Krishna and Ramreddy [8] computed the bound of the second order Hankel
determinant, |a2a4 − a23| ≤ (1 − α)2, α ∈ [0, 1/2] while Xu and Fang [21] calculated the sharp
bounds of the Fekete and Szegö functional |a3−λa22| ≤ (1−α) max{1, |3−2α−4λ(1−α)|}, λ ∈ C
and α ∈ [0, 1). We refer [2] for further information on Hankel determinants associated with the
class S∗(α).

The purpose of this study is to establish the sharp bound of third order Hankel determinant for
functions belonging to the class, S∗(α). At the end of this article, we point out the validation of
our main result by considering the class S∗(α) for α = 0, clubbed with some applications.

2. Preliminaries

Let f ∈ S∗(α), then a Schwarz function w(z) exists such that

zf ′(z)

f(z)
=

1 + (1− 2α)w(z)

1− w(z)
. (2.1)
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Let p(z) = 1+
∑∞

n=2 pnz
n ∈ P and w(z) = (p(z)−1)/(p(z)+1). The expressions of ai(i = 2, 3, 4, 5)

are obtained in terms of pj(j = 1, 2, 3, 4) by substituting w(z), p(z), and f(z) in equation(2.1)
with suitable comparison of coefficients so that

a2 = p1(1− α), (2.2)

a3 =
(1− α)

2

(
p2 + p21(1− α)

)
, (2.3)

a4 =
(1− α)

6

(
2p3 + 3p1p2(1− α) + p31(1− α)2

)
, (2.4)

and

a5 =
(1− α)

24

{
6p4 + (1− α)

(
3p22 + 8p1p3

)
+ (1− α)2

(
6p21p2 + p41(1− α)

)}
. (2.5)

The formula for pj (j = 2, 3, 4), which plays a significant role in finding the sharp bound of the
Hankel determinant and has been prominently exploited in the main theorem, is contained in the
Lemma 2.1 below. For further details on the class P coefficients, refer to the survey article, [3].

Lemma 2.1. [11,12] Let p ∈ P has the form 1 +
∑∞

n=1 pnz
n. Then

2p2 = p21 + γ(4− p21),
4p3 = p31 + 2p1(4− p21)γ − p1(4− p21)γ2 + 2(4− p21)(1− |γ|2)η,

and

8p4 = p41 + (4− p21)γ(p21(γ
2 − 3γ + 3) + 4γ)− 4(4− p21)(1− |γ|2)(p1(γ − 1)η + γ̄η2 − (1− |η|2)ρ),

for some γ, η and ρ such that |γ| ≤ 1, |η| ≤ 1 and |ρ| ≤ 1.

3. Sharp H3,1 for S∗(α)

Recently, Kowalczyk [7] and Rath et al. [15] determined the sharp bound of Hankel determinant
of order three for the functions in the class S∗(α) when α = 0 and α = 1/2, respectively. In this
section, we calculate the sharp bound of H3,1(f) for the functions belonging to the class S∗(α),
for some more values of α. The graphs provided in this article are all prepared using MATLAB.

Theorem 3.1. Let f ∈ S∗(α). Then

|H3,1(f)| ≤ 4(1− α)2

9
, α ∈ [0, α0) ∪ (α0, α1), (3.1)

is the sharp bound. Here, α0 ∈ [0, 1) is the smallest positive root of 1− 4α+ 6α2− 16α3 + 4α4 = 0
and α1 ≈ 0.370803.

Proof. Suppose that p1 =: p ∈ [0, 2] due to the invariant property of class P, under rotation. The
expressions of ai (i = 2, 3, 4, 5) from equations (2.2)-(2.5) are substituted in equation (1.3). We
get

H3,1(f) =
(1− α)2

144

(
− (1− α)4p6 + 3(1− α)3p4p2 + 8(1− α)2p3p3 + 24(1− α)pp2p3 − 9(1− α)p32

− 18(1− α)p2p4 − 9(1− α)2p2p22 − 16p23 + 18p2p4

)
.

After simplifying the calculations through Lemma 2.1, we obtain

H3,1(f) =
1

1152

(
∆1(p, γ) + ∆2(p, γ)η + ∆3(p, γ)η2 + Φ(p, γ, η)ρ

)
, for γ, η, ρ ∈ D.
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Here

∆1(p, γ) : = (1− α)2
(
α(1− 2α)2(3− 2α)p6 − (2− 15α+ 18α2)p2γ2(4− p2)2 + p2γ4(4− p2)2

− (10− 15α)p2γ3(4− p2)2 + 36αγ3(4− p2)2 + (3− 12α3 + 32α2 − 19α)p4γ(4− p2)

+ (3− 16α2 + 2α)p4γ2(4− p2)− 9(1− 2α)p4γ3(4− p2)− 36(1− 2α)p2γ2(4− p2)
)
,

∆2(p, γ) : = 4(1− |γ|2)(4− p2)(1− α)2
(

(8α2 − 10α+ 3)p3 + 9(1− 2α)p3γ + (5− 12α)pγ(4− p2)

− pγ2(4− p2)
)
,

∆3(p, γ) : = 4(1− |γ|2)(4− p2)(1− α)2
(
− 8(4− p2)− |γ|2(4− p2) + 9(1− 2α)p2γ̄

)
,

Φ(p, γ, η) : = 36(1− |γ|2)(4− p2)(1− |η|2)(1− α)2
(

(4− p2)γ − (1− 2α)p2
)
.

Assume x := |γ|, y := |η| and since |ρ| ≤ 1, the above expression reduces to

|H3,1(f)| ≤ 1

1152

(
|∆1(p, γ)|+ |∆2(p, γ)|y + |∆3(p, γ)|y2 + |φ(p, γ, η)|

)
≤ Z(p, x, y),

where

Z(p, x, y) =
1

1152

(
z1(p, x) + z2(p, x)y + z3(p, x)y2 + z4(p, x)(1− y2)

)
(3.2)

with

z1(p, x) : = (1− α)2
(
α(1− 2α)2(3− 2α)p6 + (2− 15α+ 18α2)p2x2(4− p2)2 + p2x4(4− p2)2

+ (10− 15α)p2x3(4− p2)2 + 36αx3(4− p2)2 + (3− 12α3 + 32α2 − 19α)p4x(4− p2)

+ (3− 16α2 + 2α)p4x2(4− p2) + 9(1− 2α)p4x3(4− p2) + 36(1− 2α)p2x2(4− p2)
)
,

z2(p, x) : = 4(1− x2)(4− p2)(1− α)2
(

(8α2 − 10α+ 3)p3 + 9(1− 2α)p3x+ (5− 12α)px(4− p2)

+ px2(4− p2)
)
,

z3(p, x) : = 4(1− x2)(4− p2)(1− α)2
(

8(4− p2) + x2(4− p2) + 9(1− 2α)p2x

)
,

z4(p, x) : = 36(1− x2)(4− p2)(1− α)2
(

(4− p2)x+ (1− 2α)p2
)
.

We maximise Z(p, x, y) within the closed cuboid Y : [0, 2]× [0, 1]× [0, 1], by finding the maximum
values in the interior of Y , in the interior of the six faces and on the twelve edges.

Case I:
We begin with every interior point of Y assuming (p, x, y) ∈ (0, 2)× (0, 1)× (0, 1). We determine
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∂Z/∂y to examine the points of maxima in the interior of Y . Thus

∂Z

∂y
=

(4− p2)(1− x2)(1− α2)

288

(
8(8− 9x+ x2)y − 2p2(1− x)y(17− x− 18α)

+ p3(3− x2 − 10α+ 8α2 + x(4− 6α))

+ 4xp(5 + x− 12α)

)
.

Now,
∂Z

∂y
= 0 gives

y = y0 :=
4xp(5 + x− 12α) + p3(3− x2 − 10α+ 8α2 + x(4− 6α))

2(1− x)(−4(8− x) + p2(17− x− 18α))
.

The existence of critical points require that y0 ∈ (0, 1) and can only exist when

2p2(1− x)(17− x− 18α) > −p3(−3 + x2 + 10α− 8α2 − x(4− 6α))

+ 4px(5 + x− 12α) + 8(1− x)(8− x). (3.3)

We try finding the solution satisfying the inequality (3.3) for finding critical points. If we assume
p → 0, then no x ∈ (0, 1) exists, satisfying the equation (3.3). But, when p → 2, the equation
(3.3) holds for all x < (3 + 2α)/9 and α ∈ [0, 1/2). Similarly, if we assume x→ 0 and 1, then no
such p ∈ [0, 2] exists so that the equation (3.3) holds. So, we observe that the function Z has no
critical point in the desired domain.

Case II:
The interior of six faces of the cuboid Y , is now under consideration, for the further calculations.
On p = 0, Z(p, x, y) turns into

s1(x, y) :=
(1− α)2((1− x2)((8 + x2)y2 + 9x(1− y2)) + 9x3α)

18
, x, y ∈ (0, 1). (3.4)

Since
∂s1
∂y

=
(1− x2)(x+ 1)(8− x)(1− α)2y

9
6= 0, x, y ∈ (0, 1).

Thus, s1 has no critical point in (0, 1)× (0, 1).

On p = 2, Z(p, x, y) reduces to

Z(2, x, y) :=
α(1− α)2(1− 2α)2(3− 2α)

18
, x, y ∈ (0, 1). (3.5)

On x = 0, Z(p, x, y) becomes

s2(p, y) : =
(1− α)2

1152

(
α(3− 2α)(1− 2α)2p6 + 36(1− 2α)p2(4− p2)(1− y2)

+ 32(4− p2)2y2 + 4(3− 10α+ 8α2)p3y(4− p2)
)

(3.6)

with p ∈ (0, 2) and y ∈ (0, 1). On solving ∂s2/∂p and ∂s2/∂y, to find the points of maxima. After
resolving ∂s2/∂y = 0, we get

y =
p3(3− 10α+ 8α2)

2(17p2 − 32− 18p2α)
(=: y0). (3.7)
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Upon calculations, we observe that to have y0 ∈ (0, 1) for the given range of y, p =: p0 >≈ A(α)
is needed with α ∈ [0, β0). This β0 ∈ [0, 1) is the smallest positive root of −3 + 10α− 8α2 = 0 and
no such p ∈ (0, 2) exists when α ∈ (β0, 1). Here,

A(α) :=
1

−3 + 10α− 8α2

(
− 11.3333 + 12α− (272.143− 471.365i)(0.944444− α)2

B

− (0.132283 + 0.229122i)B

)
,

with

B :=

(
C +

√
−8.70713× 109(0.944444− α)6 + C2

)1/3

and

C := −63056 + 146016α− 8640α2 − 183168α3 + 110592α4.

Based on computations, ∂s2/∂p = 0 gives

0 = 16p(9− 18α− y2(25− 18α))− 2p2y(3− 10α+ 8α2)(5p2 − 12)

+ 3α(1− 2α)2(3− 2α)p5 − 8p3(9− 18α− y2(17− 18α)). (3.8)

After substituting equation (3.7) into equation (3.8), we have

0 = p

(
49152(1− 2α)− 3072p2(25− 68α+ 36α2)− p8(1− 2α)2(153− 1437α+ 3118α2

− 2484α3 + 648α4) + 16p4(2427− 7890α+ 6020α2 + 616α3 − 1024α4)

− 128p6(48− 153α+ 20α2 + 340α3 − 352α4 + 96α5)

)
. (3.9)

A numerical calculation suggests that the solution of (3.9) in the interval (0, 2) is p ≈ B(α)
whenever α ∈ [0, α2), where α2 ∈ [0, 1) is the smallest positive root of 153 − 1437α + 3118α2 −
2484α3 + 648α4 = 0, otherwise no such p ∈ (0, 2) exists, see Fig. 1. Thus, s2 does not have any
critical point in (0, 2)× (0, 1).
Here

B(α) : =
1√
2

[{
1

F

(
− 3072 + 3648α+ 6016α2 − 9728α3 + 3072α4

− 4F√
3

{
1

E2

(
768J2

(1− 2α)2
+

2GE

(1− 2α)
+
HE

I
+

IE

(1− 2α)2

)}1/2

+
4F√

3

{
−1

E3

(
−1536J2E

(1− 2α)2
− 4GE2

(1− 2α)
+
HE2

I
+

IE2

(1− 2α)2

− K

(1− 2α)3
{

1
E2

(
768J2

(1−2α)2 + 2GE
(1−2α) + HE

I + IE
(1−2α)2

)}1/2

)}1/2)}1/2]
,

with

E := 153− 1437α+ 3118α2 − 2484α3 + 648α4;

F := (1− 2α)E;

G := 2427− 3036α− 52α2 + 512α3;

H := 8217− 173160α+ 1260312α2 − 2415264α3 + 2091664α4 − 1048576α5 + 262144α6;
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I :=

{
127065213− 1886889978α+ 12579196752α2 − 49871499552α3 + 132494582880α4

− 253944918720α5 + 368411062528α6 − 410152327680α7 + 340236674304α8

− 196757891584α9 + 71861010432α10 − 14168358912α11 + 1073741824α12

+ 288
√

6

(
(1− 2α)8(3− 4α)2(3604621581− 39763739565α+ 202125486510α2

− 633657349224α3 + 1436021769744α4 − 2516421142080α5 + 34829931648α6

− 3872882513280α7 + 3466438619648α8 − 2402201403136α9 + 1198713174528α10

− 394099818496α11 + 75581358080α12 − 6442450944α13)

)1/2}1/3

;

J := −48 + 57α+ 94α2 − 152α3 + 48α4;

and

K := 288
√

3

(
15963705− 129546873α+ 510658314α2 − 1308834456α3 + 2415583204α4

− 3321041560α5 + 3420107120α6 − 2619528992α7 + 1464766656α8

− 575732096α9 + 147709696α10 − 21284352α11 + 1179648α12

)
.

Figure 1. Graphical representation of p versus α. Here, B(α) (solid Red) and
A(α) (solid blue) do not intersect for any choice of α. Dashed black line represents
p = 2.
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On x = 1, Z(p, x, y) reduces into

s3(p, y) : =
(1− α)2

576

(
288α+ 16p2(11− 33α+ 9α2)− 8p4(5− 13α+ 5α2 + 3α3)

− p6(1− 4α+ 6α2 − 16α3 + 4α4)

)
, p ∈ (0, 2). (3.10)

While computing ∂s3/∂p = 0, p =: p0 ≈ 2L(α) for α ∈ [0, α0) ∪ (α0, α1), comes out to be the
critical point, where α0 ∈ [0, 1) is the smallest positive root of 1− 4α+ 6α2− 16α3 + 4α4 = 0 and
α1(≈ 0.370803927) ∈ [0, 1) (see Fig. 2) is the largest value so that p ∈ (0, 2) otherwise no such
real p ∈ (0, 2) exists beyond this α1. Here

L(α) :=

√
−10 + 26α− 10α2 − 6α3 +M

3N
;

M :=
√

133− 751α+ 1497α2 − 1630α3 + 1666α4 − 708α5 + 144α6;
N := 1− 4α+ 6α2 − 16α3 + 4α4.

 (3.11)

Undergoing simple calculations, s3 achieves its maximum value, approximately equals P (α), α ∈
[0, α0) ∪ (α0, α1) at p0. Here

P (α) :=
(1− α)2

486

(
243α− 18(11−33α+9α2)(10−26α+10α2+6α3−M)

N

−12(5−13α+5α2+3α3)(−10+26α−10α2−6α3+M)2

N2

−2(−10+26α−10α2−6α3+M)3

N2

)
.

 (3.12)

Figure 2. Graphical representation of p0 versus α. Here, Re(p0) (solid green) and
Im(p0) (solid red) represent the value of p0 at different α, where α1 (blue circle) is
the point at which p0 transforms from completely real to imaginary. Dashed black
line represents p0 = 2.
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On y = 0, Z(p, x, y) can be seen as

s4(p, x) : =
(1− α)2

1152

{
576

(
x− x3(1− α)

)
+ 16p2

(
9− 18x+ x4 + x3(28− 33α)− 18α

+ x2(2− 15α+ 18α2)

)
− 4p4

(
9 + 2x4 + x3(20− 21α)− 18α

+ x2(1− 32α+ 52α2) + x(−12 + 19α− 32α2 + 12α3)

)
+ p6

(
x4 + α(1− 2α)2(3− 2α) + x3(1 + 3α)− x2(1 + 17α

− 34α2) + x(−3 + 19α− 32α2 + 12α3)

)}
.

Furthermore, through some calculations, such as

∂s4
∂x

=
(1− α)2

1152

{
576

(
1− 3x2(1− α)

)
− 16p2

(
18− 4x3 − 3x2(28− 33α)− 2x(2− 15α

+ 18α2)

)
+ p6

(
4x3 + 3x2(1 + 3α)− 2x(1 + 17α− 34α2)− 3 + 19α

− 32α2 + 12α3

)
− 4p4

(
8x3 + 3x2(20− 21α) + 2x(1− 32α+ 52α2)

− 12 + 19α− 32α2 + 12α3

)}
and

∂s4
∂p

=
(1− α)2

1152

{
32p

(
9− 18x+ x4 + x3(28− 33α)− 18α+ x2(2− 15α+ 18α2)

)
− 16p3

(
9 + 2x4 + x3(20− 21α)− 18α+ x2(1− 32α+ 52α2)

+ x(−12 + 19α− 32α2 + 12α3)

)
+ 6p5

(
x4 + α(1− 2α)2(3− 2α)

+ x3(1 + 3α)− x2(1 + 17α− 34α2) + x(−3 + 19α− 32α2 + 12α3)

)}
,

indicates that there does not exist any common solution for the system of equations ∂s4/∂x = 0
and ∂s4/∂p = 0, thus, s4 has no critical points in (0, 2)× (0, 1).

On y = 1, Z(p, x, y) reduces to

s5(p, x) : =
(1− α)2

1152

{
64px(1− x2)(5 + x− 12α) + 64(8− 7x2 − x4 + 9α) + 16p3(1− x2)(3− x

− 2x2 − 10α+ 6xα+ 8α2)− 2p6(1− 4α+ 6α2 − 16α3 + 4α4)

+ 16p2
(

6 + 14x2 + 2x4 + x(9− 18α)− 66α+ 18α2 − 9x3(1− 2α)

)
+ 4p5(1− x2)

(
x2 − 3 + 10α− 8α2 − x(4− 6α)

)
− 4p4

(
7x2 + x4 + x(9− 18α)

− 9x3(1− 2α) + 4(3− 13α+ 5α2 + 3α3)

)}
.
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We note that the equations ∂s5/∂x = 0 and ∂s5/∂p = 0 possess no common solution in (0, 2) ×
(0, 1).

Case III:
Now, we determine the maximum values that Z(p, x, y) may obtain on the cuboid Y ’s edges.
From equation (3.6), we have

Z(p, 0, 0) = r1(p) :=
p2(1− α)2(1− 2α)(144− 36p2 + p4α(3− 8α+ 4α2)

1152
.

Here, we consider the following three subcases for different choices of α.

(1) For α = 0, r1(p) reduces to p2(4 − p2)/32 and r′1(p) = 0 for p = 0, the point of minima

and p =
√

2, the point of maxima. Therefore

Z(p, 0, 0) ≤ 1

8
, p ∈ [0, 2].

(2) For α = 1/2, r1(p) = 0.

(3) For α = (0, 1/2) ∪ (1/2, 1), r′1(p) = p(1− α)2(1− 2α)(48− 24p2 + p4α(3− 8α + 4α2) = 0

for p = 0 and p = 2((3−R(α)/(3α− 8α2 + 4α3))1/2 as the points of minima and maxima
respectively. So,

Z(p, 0, 0) ≤ (1− α)2(3−R(α))(−3 + 6α− 16α2 + 8α3 +R(α))

6(3− 2α)2α2(1− 2α)
,

with R(α) :=
√

3(3− 3α+ 8α2 − 4α3).

Now, equation (3.6) at y = 1, implies that Z(p, 0, 1) = r2(p) := (1 − α)2(32(4 − p2)2 + α(1 −
2α)2(3 − 2α)p6 + 4p3(4 − p2)(3 − 10α + 8α2))/1152. Note that r′2(p) is a decreasing function in
[0, 2] and hence p = 0 becomes the point of maxima. Thus

Z(p, 0, 1) ≤ 4(1− α)2

9
, p ∈ [0, 2].

Through calculations, equation (3.6) shows that Z(0, 0, y) attains its maximum value at y = 1,
which implies that

Z(0, 0, y) ≤ 4(1− α)2

9
, y ∈ [0, 1].

Since, the equation (3.10) is free from y, we have

Z(p, 1, 1) = Z(p, 1, 0) = r3(p) : =
(1− α)2

576

(
288α+ 16p2(11− 33α+ 9α2)− 8p4(5− 13α+ 5α2

+ 3α3)− p6(1− 4α+ 6α2 − 16α3 + 4α4)

)
.

Now, r′3(p) = 32p(11−33α+9α2)−32p3(5−13α+5α2+3α3)−6p5(1−4α+6α2−16α3+4α4) = 0
when p = δ1 := 0 and p = δ2 := 2L(α) for α ∈ [0, α0) ∪ (α0, α1), as the points of minima and
maxima respectively, in the interval [0, 2]. The justification of P (α), α0 and α1 are provided above
through equation (3.11) and (3.12). Thus, from equation (3.10),

Z(p, 1, 1) = Z(p, 1, 0) ≤ P (α), p ∈ [0, 2] and α ∈ [0, α0) ∪ (α0, α1).

Consider equation (3.10) at p = 0, we get

Z(0, 1, y) =
α(1− α)2

2
.
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Equation (3.5) indicates that

Z(2, 1, y) = Z(2, 0, y) = Z(2, x, 0) = Z(2, x, 1) =
α(1− 2α)2(1− α)2(3− 2α)

18
.

Using equation (3.4), Z(0, x, 1) = r4(x) := (1 − α)2(8 − 7x2 − x4 + 9x3α)/18. Upon calculations,
we see that r4 is a decreasing function of x in [0, 1] and therefore x = 0 is the point of maxima.
Hence

Z(0, x, 1) ≤ 4(1− α)2

9
, x ∈ [0, 1].

On again using equation (3.4), Z(0, x, 0) = r5(x) := x(1−(1−α)x2)(1−α)2/2. Moreover, r′5(x) = 0

when x = δ3 := 1/
√

3(1− α). Observe that r5(x) increases in [0, δ3) and decreases in (δ3, 1]. Hence,

Z(0, x, 0) ≤ (1− α)2

3
√

3(1− α)
, x ∈ [0, 1].

Now, we provide a graphical representation of five upper-bounds (u.b) of H3,1(f) as follows:

Figure 3. Graph of five upper-bounds (u.b) versus α. U.b’s of H3,1(f) are 4(1−
α)2/9 (solid red), (1−α)2/(3

√
3(1− α)) (solid green), α(1−2α)2(1−α)2(3−2α)/18

(solid blue), α(1− 2α)2/2 (solid black) and P (α) (solid pink) for α ∈ [0, α1) in (a)
and α ∈ (α0, α1) in (b).

Given all the cases (see Fig. 3), the sharp inequality |H3,1(f)| ≤ 4(1 − α)2/9, holds for every
α ∈ [0, α0) ∪ (α0, α1).
Let the function f0 ∈ S∗(α) : D→ C, be defined as

f0(z) = z exp

(∫ z

0

1+(1−2α)s3
1−s3 − 1

s
ds

)
= z +

2(1− α)

3
z4 +

(1− α)(5− 2α)

9
z7 + · · · ,

with f0(0) = 0 and f ′0(0) = 1, plays the role of an extremal function for the inequality presented
in equation (3.1) with a2 = a3 = a5 = 0 and a4 = 2(1− α)/3.

Now, we provide a corollary which incorporates the bound of |H3,1(f)| for the class S∗, a subclass
of S∗(α), given as follows:

Corollary 3.2. On substituting α = 0 in Theorem 3.1, S∗(0) = S∗ and from equation (3.1), we
get |H3,1(f)| ≤ 4/9. This bound is sharp and coincides with that of Kowalczyk et al. [7].
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For some already known sharp bounds of H3,1(f), regarding various choices of ϕ(z), See Table
1. We note that the same bound is not available for ϕ(z) := 1+z−z3/3. Hence, as an application
of Theorem 3.1, we provide a better bound of |H3,1(f)| for functions belonging to the class,
S∗Ne := S∗(1 + z − z3/3).

Corollary 3.3. If f ∈ S∗Ne. Then |H3,1(f)| ≤ 32/81 ≈ 0.395062.

Proof. From [20], we have

min
|z|=r

Re(ϕ(z)) =

{
1− r + 1

3r
3, r ≤ 1/

√
3

1− 1
3(1 + r2)3/2, r ≥ 1/

√
3.

We note that α = min|z|=r Re(ϕ(z)) = 1 − 2
√
2

3 as r tends to 1. Now, substitution of α =

1 − 2
√

2/3 ≈ 0.057191 ∈ [0, α0) ∪ (α0, α1) in equation (3.1) implies that |H3,1(f)| ≤ 32/81 ≈
0.395062.

Remark 3.4. We have attempted to provide the sharp bound of H3,1(f) of functions, f ∈ S∗(α) for
α ∈ [0, α0)∪ (α0, α1) in Theorem 3.1. As a future scope, this result is still open for the remaining
choices of α i.e., α ∈ (α1, 1).

Acknowledgment. Neha is thankful for the Research Grant from Delhi Technological University,
New Delhi-110042.
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Abstract—Cancer subtyping from gene expression data is 

trending research in the field of bioinformatics. Classification of 

gene expression data is a challenging task due to the small 

number of samples and large number of features involved. The 

problem is further complicated due to the strong class imbalance 

issue prevalent in gene expression datasets. The challenge here 

is to find an end-to-end machine learning solution to classify 

cancer subtypes from small sample, high-dimensional, 

imbalanced gene expression datasets. In this study, we propose 

a SMOTE-LASSO-DeepNet framework for the identification of 

cancer subtypes from gene expression data. The proposed 

framework balances the training set using SMOTE, and then 

finds the most informative genes using LASSO. The balanced 

and pruned training set is then applied as input to a deep neural 

network (DeepNet) with four hidden layers having 512, 256, 128 

and 64 neurons respectively. We tested our framework on four 

different cancer gene expression datasets: Leukemia, Lung 

cancer, Brain cancer and Breast cancer. It is observed from the 

results that our proposed SMOTE-LASSO-DeepNet framework 

performs consistently best as compared to the existing methods. 

Keywords—SMOTE; LASSO; Deep learning; Gene 

Expression 

I. INTRODUCTION

It is well-known that cancer is one of the leading causes of 
death globally. It is caused by the abnormal rapid production 
of cells, producing tumors with different behaviors [1]. On an 
average, worldwide, one out of six deaths are because of 
cancer [2]. These facts give rise to the need for an early and 
accurate diagnosis, which also reduces the side effects of 
treatment. Gene expression profiling provides valuable and 
early information about differentially expressed genes 
associated with different cancer types [3]. The raw microarray 
gene expression data is in the form of two-dimensional data 
where the columns represent the genes or features and the 
rows represent the samples. One problem associated with 
cancer gene expression datasets is the class imbalance issue in 
which the population of one class (majority class) far exceeds 
the population of the other classes (minority classes) [4]. In the 
current work, we use the most convenient and popular 
balancing technique suitable for multi-class datasets: - 
Synthetic Minority Over-Sampling Technique (SMOTE) [5], 
to oversample the minority classes and balance the class 
distribution. Mining the gene expression data is a challenging 
task because of the thousands of genes involved with very few 
samples available. And not all the genes in the dataset make 
an impact on the final classification results; only a few among 

the thousands are significant for the model training [30]. In our 
work, we use Least Absolute Shrinkage and Selection 
Operator (LASSO) [6] for selecting the most informative 
genes from the gene expression data prior to the classification 
phase. LASSO has proved to outperform the state of the art in 
feature ranking and selection in the past [7].  

In our proposed end-to-end classification framework for 
identification of cancer subtypes, we use both SMOTE and 
LASSO along with a deep neural network (DeepNet) to 
address, simultaneously, the class imbalance issue and high-
dimensionality problem associated with cancer gene 
expression datasets. The deep neural network (DeepNet) is 
one of the best classifiers available today and is known to 
achieve high accuracies [8]. For the small number of samples 
found in cancer gene expression datasets, it may suffer from 
the overfitting problem, which we overcome by using SMOTE 
for minority class data augmentation. DeepNets achieve good 
results because of the many hidden layers that facilitate feature 
transformation and feature extraction, that trains the model 
much better as compared to other machine learning algorithms 
[29]. In this study, we use gene expression data belonging to 
four different types of cancers (Lung cancer, Breast cancer, 
Brain cancer, and Leukemia). The remaining part of the paper 
is organized as follows. In section II we review some works 
from literature on the classification of gene expression data. In 
section III we present the SMOTE-LASSO-DeepNet 
framework and the process flow. In section IV we discuss the 
experimental setup, and analyze the accuracies and F1 scores 
obtained. Section V concludes the paper. 

II. RELATED WORK

   Till today many researchers have worked on microarray data 
with different aims and techniques. Different soft computing 
techniques have been put in use in the field of bioinformatics 
[32]. The previous work of the authors tested the combination 
of fuzzy min-max classifier with LASSO based gene selection 
(FMM-LASSO) for identifying the lung cancer subtypes [9]. 
Chen et al. [10] presented a deep learning method called D-
GEX that used an omnibus dataset having 111K gene 
expression profiles. D-GEX revealed complex patterns of 
gene expression. It was proved that deep learning-based D-
GEX outperformed Linear Regression for gene expression 
inference on GEO microarray data. Tabares-Soto et al. [11] 
compared different machine learning algorithms on the 
11_tumors dataset which has eleven types of tumors, and 
achieved high accuracies using the Convolution Neural 
Network (CNN). Lyu et al. [12], Gullien et al. [13] and 
Mohammed et al. [14] also implemented classification models 
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based on deep learning architectures for cancer gene 
expression data classification. Mostavi et al. [15] tested 
different Convolutional Neural Network (CNN) models on 33 
cancer types; they implemented 1D-CNN, 2D-CNN, and 2D-
Hybrid-CNN. The authors achieved the highest accuracies (> 
95%) for ID-CNN and 2D-Hybrid-CNN. 

One of the works most related to our approach is that of Urda 
et al. [16] who proposed a deep neural network with 2 to 4 
hidden layers, each having neurons in the range 10 to 200, in 
combination with LASSO feature selection, for effective gene 
expression classification. This method however, restricts the 
maximum number of hidden units to 200; it does not 
recommend any optimal customized architecture suitable for 
classification of cancer gene expression data. Also, no solution 
for class imbalance is provided. There are some works 
available in literature that have implemented SMOTE for 
balancing the gene expression datasets [17]. A few have also 
combined SMOTE or variants of SMOTE with feature 
selection techniques such as LASSO and Information Gain 
[18, 19]. Several researchers have tested feature selection and 
classifier combinations for gene expression data classification, 
such as Principal Component Analysis (PCA) with Support 
Vector Machine (SVM) [35], and T-Test with Fuzzy Neural 
Network and SVM [31]. However, to the best of our 
knowledge, there is no prior work that has combined SMOTE 
and LASSO with DeepNets for Cancer subtyping from gene 
expression data, which is the idea presented in this paper. In 
our proposed framework, we seek to simultaneously address 
the different issues affecting gene expression profile datasets 
for accurate cancer diagnosis. 

III. MATERIALS AND METHODS  

A. Overall process flow 

Fig. 1 presents the overall process flow for all our 
experiments, including the methods used for comparison. The 
LASSO feature selector is used with all models to induce fair 
comparison. As noted from Fig. 1, we start by loading the 
cancer gene expression data. The first step is preprocessing the 
dataset in which the values of the features are scaled in the 
range of 0 to 1 using the MinMaxScaler function. Then we 
divide the dataset into two equal sets: - validation (V) and 
cross-validation (CV) by selecting alternate samples for 
training and testing. For the V part, we use the original training 
and test sets for training and testing, respectively. For the CV 
part, the original testing set is the new training set, and the 
original training set is used for testing. Before training the 
model, we extract the important genes from the training set 
using the LASSO feature selector. For performance 
evaluation, we use six different classifier models apart from 
the proposed DeepNet model. For all the models, the process 
flow is the same. However, in our proposed method we use 
SMOTE for minority class data augmentation prior to the 
feature selection stage. The last step is the prediction on the 
test set, and analyzing the performance of different models. 
We compare the validation (V) and cross-validation (CV) 
accuracies of all classifiers and also calculate the F1-Scores. 

. 

 

Fig 1. Overall process flow 

 

B. Feature selection using LASSO 

While analyzing the complexities of handling the gene 
expression data, the main problem found is that these datasets 
are high-dimensional, containing thousands of genes, and the 
majority of the features are irrelevant for cancer subtyping, 
and have minimal impact on the final classification results. 
These unwanted genes make the whole process slow and also 
lower the performance of the model. To overcome this 
problem, we used LASSO feature selection [6] whose main 
purpose is to select only those genes that are important for the 
learning process, and remove those that are unwanted. 
LASSO uses the following cost function to minimize the 
differences between the real and predicted values. 
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In (1), %& is the coefficient of the jth feature and # is the hyper 

parameter that sets the penalty term; we set it to 0.001.  
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Fig 2. Architecture of proposed SMOTE-LASSO-DeepNet framework for cancer subtype classification 
 

 
The aim is to optimize the cost function by reducing the 
absolute values of the coefficient. It selects those features 
which are useful and discards those which are unwanted by 
making their coefficient value zero.  

C. Proposed SMOTE-LASSO-DeepNet framework 

The proposed framework uses DeepNet to identify the cancer 
subtypes from gene expression datasets. A deep neural 
network has an architecture resembling that of a multi-layer 
perceptron [23], but with deeper layers. The proposed 
DeepNet architecture has four hidden layers with [512, 256, 
128, 64] units respectively, as shown in Fig. 2. The proposed 
SMOTE-LASSO-DeepNet framework is an end-to-end 
solution for the classification of cancer gene expression data. 
This method has three phases, and each phase overcomes 
specific challenges associated with the gene expression data. 
In Phase 1, we apply SMOTE on the minority classes of the 
training set to balance the class distribution. SMOTE is the 
most preferable method to deal with imbalanced data in multi-
class classification problems, due to its ease of application. It 
creates synthetic data points which are slightly different from 
the original data points by the process of interpolation. 

In Phase 2, we apply LASSO feature selection on the balanced 
training data; it selects the important features and also speeds 
up the whole process of classification. We use the final 
selected features for the model training; the scores are 
computed separately for the V and CV cross-validation process 
as illustrated in the process flow in Fig. 1. In Phase 3, we use 
a DeepNet of architecture � − 512 − 256 − 128 − 64 − �, 
where, X is the number of input features selected by LASSO, 
and Y is the number of target classes or cancer subtypes. For 
the hidden layers, we used ‘ReLU’ as an activation function, 
and for the output layer ‘softmax’ function is used because this 
model is used for multi-class classification. For all the 
datasets, we used a batch size of 30, with 100 epochs. We have 
compared the performance of the proposed deep learning 
framework with popular machine learning algorithms using 
the performance metrics of accuracy and F1-score. The 
performance of the proposed framework is compared both 
with and without SMOTE.  

IV. EXPERIMENTAL SETUP AND RESULTS 

   In this section, we describe the dataset and experimental 
setup; and later on, we analyze the results. 

A. Datasets 

    We used four benchmark gene expression datasets for 
cancer subtype identification: - Lung cancer, Brain cancer, 
Breast cancer and Leukemia (Blood cancer) [20, 21, 22]. In 
Table I, we show the description of these datasets.  

TABLE I.  DETAILS OF CANCER GENE EXPRESSION DATASETS 

Cancer type Samples Genes Classes 

Leukemia  64 22,284 5 

Lung Cancer  203 12,600 5 

Brain Cancer  130 54,676 5 

Breast Cancer  151 54,676 6 

 
The datasets have good sample quality and they are manually 
curated for research purposes. All four datasets have large 
numbers of genes with limited samples, and an imbalanced 
class distribution. In the Brain and Breast cancer dataset, 
there are 54,676 genes which is the highest among all 
datasets.  

B. Experimental setup 

Data preprocessing is the first step to perform before any 
machine learning task because it helps to improve the overall 
performance. In this step, we normalize all the features in the 
dataset so that they lie in the range of 0 to 1. For model 
construction and training, Python Keras library is used which 
is run on TensorFlow’s framework on a 2.00GHz Intel core™ 
i3 PC. Imblearn library is used for SMOTE implementation, 
which is present in the package of over_sampling. Sklearn is 
used for the LASSO implementation. In Table II, hyper 
parameter settings are shown for all the learning algorithms 
in our experiments. Other than the proposed SMOTE-
LASSO-DeepNet framework, we also find the accuracies of 
the combinations LASSO-SMOTE-DeepNet (proposed 
method with LASSO feature selection performed before 
SMOTE), and LASSO-DeepNet (proposed method without 
SMOTE), to verify the effectiveness of the proposed 
combination. For proving the effectiveness of the proposed 
SMOTE-LASSO-DeepNet framework, we compare its 
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performance with that of six machine learning algorithms [9, 
24-28] used in combination with LASSO feature selection; 
these methods along with their hyperparameters are listed in 
Table II. 

TABLE II.  HYPER-PARAMETER SETTINGS 

Methods Hyper 

parameters 

values 

SMOTE-
LASSO-
DeepNet 

(proposed) 

Activation 
Function 

ReLU (for i/p and hidden layer), 
softmax (o/p layer) 

Hidden Layers 4 

Number of 
units per layer 

 

[512, 256, 128, 64] 

Optimizer 
 

adam 

Loss Function sparse_categorical_crossentropy 
 

LASSO-
SMOTE-
DeepNet 

Activation 
Function 

ReLU (for i/p and hidden layer), 
softmax (o/p layer) 

Hidden Layer 4 

Number of 
Units per layer 

[512, 256, 128, 64] 

Optimizer 
 

adam 

Loss Function sparse_categorical_crossentropy 
 

LASSO-
DeepNet 

Activation 
Function 

 

ReLU (for i/p and hidden layer), 
softmax (o/p layer) 

Hidden Layers 
 

4 

Number of 
units per layer 

[512, 256, 128, 64] 

Optimizer 
 

adam 

Loss Function sparse_categorical_crossentropy 
 

FMM-LASSO 
[9] 

Hyperbox 
Coefficient   

 

0.7 

 
Sensitivity 

1 

Support Vector 
Machine [24] 
(with LASSO) 

Regularization 
parameter c 

0.0018 

gamma 0.126 

Random Forest 
[25] (with 
LASSO) 

N_estimators 
 

100 

Max_depth 3 

Logistic 
Regression [26] 
(with LASSO) 

 
C 

1 

Penalty 
 

12 

Solver lbfgs 

K-Nearest 
Neighbor [27] 
(with LASSO) 

No. of 
neighbors  

5 

Naïve Bayes 
[28] (with 
LASSO) 

Var_Smoothing 1+,- 

 

C. Result Analysis 

All the results were calculated in a setting where the dataset is 
divided into two sets, one for odd-numbered points and the 
other for even-numbered points, as illustrated in the process 
flow in Fig. 1. In the validation (V) stage, the training and test 
sets were used as it is, while in the cross-validation (CV) stage, 
the training and test sets were interchanged. For both parts, 
LASSO was used for feature selection. For the performance 
analysis, we calculated the accuracy and F1-score of all 

methods. The classification results of all four datasets are 
given in Tables III to VI for the Leukemia, Lung cancer, Brain 
cancer and Breast cancer datasets, respectively.  

TABLE III.  RESULT FOR LEUKEMIA* 

Methods Accuracy (in%) F1-Score 

Validation Cross-
validation 

Validation Cross- 
Validation  

SMOTE-
LASSO-
DeepNet 

98.13 100 0.98 1.0 

LASSO-
SMOTE-
DeepNet 

96.25 100 0.95 1.0 

LASSO-
DeepNet 

96.25 98.125 0.94 0.98 

FMM-LASSO 90.62 93.75 0.92 0.94 

SVM-LASSO 96.87 96.87 0.95 0.96 

RF-LASSO 96.25 96.25 0.96 0.95 

KNN-LASSO 96.87 100 0.95 1.0 

NB-LASSO 81.25 84.37 0.75 0.82 

LR-LASSO 96.87 100 0.95 1.0 

* Highest values shown in bold 

 

TABLE IV.  RESULT FOR LUNG CANCER* 

Methods Accuracy (in %) F1-Score 

Validation Cross-
validation 

Validation Cross- 
Validation  

SMOTE-
LASSO-
DeepNet 

95.68 94.06 0.91 0.85 

LASSO-
SMOTE-
DeepNet 

95.49 91.28 0.91 0.78 

LASSO-
DeepNet 

94.31 89.9 0.87 0.76 

FMM-LASSO 90.19 93 0.86 0.85 

SVM-LASSO 93.13 92.07 0.74 0.72 

RF-LASSO 91.76 85.34 0.7 0.59 

KNN-LASSO 94.11 89.1 0.83 0.68 

NB-LASSO 94.11 84.15 0.75 0.6 

LR-LASSO 95 89.1 0.85 0.74 

* Highest values shown in bold 

 

In Table III, as we observe in the case of the Leukemia dataset, 
SMOTE-LASSO-DeepNet performs best among all the 
classifiers. KNN-LASSO, LR-LASSO, and LASSO-SMOTE-
DeepNet also achieve 100% accuracy in cross-validation, but 
in the validation case, the highest accuracy is 98.13% with an 
F1-score of 0.98 for the proposed method. In the Lung cancer 
results shown in Table IV, SMOTE-LASSO-DeepNet 
achieves the highest accuracies of 95.68% and 94.06% (for V 
and CV respectively). However, in case of the Brain cancer 
results shown in Table V, the SVM-LASSO and LR-LASSO 
perform slightly better in the V and CV cases, respectively. 
SMOTE-LASSO-DeepNet achieves a consistently good 
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performance for both V and CV cases, unlike some other 
classifiers in Table V for which a dip in performance was 
noted when cross-validating the results. In case of the Breast 
cancer results shown in Table VI, LR-LASSO achieves the 
highest accuracy of 86.84% (F1-score=0.86) for the validation 
case, but in cross-validation, SMOTE-LASSO-DeepNet 
achieves the highest accuracy of 91.46% (F1-score=0.92).   

TABLE V.  RESULT FOR BRAIN CANCER* 

Methods Accuracy (in %) F1-Score 

Validation Cross-
validation 

Validation Cross- 
Validation  

SMOTE-
LASSO-
DeepNet 

91.3 83.3 0.89 0.83 

LASSO-
SMOTE-
DeepNet 

90.7 84 0.89 0.83 

LASSO-
DeepNet 

90.7 83.6 0.89 0.82 

FMM-LASSO 89.23 84.6 0.86 0.82 

SVM-LASSO 92.3 84.6 0.9 0.82 

RF-LASSO 90.15 86.15 0.87 0.84 

KNN-LASSO 89.23 78.46 0.86 0.79 

NB-LASSO 87.69 80 0.85 0.77 

LR-LASSO 90.76 87.69 0.88 0.88 

* Highest values shown in bold 

 

TABLE VI.  RESULT FOR BREAST CANCER* 

Methods Accuracy (in %) F1-Score 

Validation Cross-
validation 

Validation Cross- 
Validation  

SMOTE-
LASSO-
DeepNet 

84.47 91.46 0.84 0.92 

LASSO-
SMOTE-
DeepNet 

81.31 91.46 0.83 0.91 

LASSO-
DeepNet 

81.31 90.93 0.82 0.91 

FMM-LASSO 72.36 81.33 0.76 0.81 

SVM-LASSO 85.52 84 0.83 0.77 

RF-LASSO 78.15 91.46 0.77 0.79 

KNN-LASSO 80.26 81.33 0.81 0.77 

NB-LASSO 84.21 89.33 0.84 0.77 

LR-LASSO 86.84 88 0.86 0.87 

* Highest values shown in bold 

 

As an overall observation, we can say that classifiers other 
than the proposed method, especially SVM-LASSO and LR-
LASSO have also performed well, but their performance was 
not consistent across all four datasets. Our proposed method 
SMOTE-LASSO-DeepNet performs consistently best in case 
of all four datasets for both V and CV cases. Apart from the 
proposed method, we also study two DeepNet variations of 
our framework (same architecture of DeepNet is maintained):  

LASSO-SMOTE-DeepNet and LASSO-DeepNet; we find 
from Tables III to VI that their performances were not at par 
with that of the proposed SMOTE-LASSO-DeepNet 
framework. 

V. CONCLUSION  

In this paper we present a deep learning framework called 
SMOTE-LASSO-DeepNet for identifying cancer subtypes 
from microarray gene expression data. In our methodology, 
we first use SMOTE on the training set for minority class 
augmentation. In the next phase, we apply LASSO for feature 
selection to select the relevant genes for the classification. 
Finally, we train the data using a DeepNet model with four 
hidden layers containing 512, 256, 128 and 64 hidden units, 
respectively. After analyzing the results, we establish that our 
method gives consistently the best performance among all 
methods for the four benchmark cancer datasets. We will be 
extending this work in future by exploring deep ensemble 
frameworks for classifying gene expression data. 

REFERENCES 

 
[1] Varadhachary, Gauri, and James L. Abbruzzese. "Carcinoma of 

unknown primary." In Abeloff's Clinical oncology, pp. 1694-
1702. Elsevier, 2020. 

[2] Torre, Lindsey A., Britton Trabert, Carol E. DeSantis, Kimberly 
D. Miller, Goli Samimi, Carolyn D. Runowicz, Mia M. Gaudet, 
Ahmedin Jemal, and Rebecca L. Siegel. "Ovarian cancer 
statistics, 2018." CA: a cancer journal for clinicians 68, no. 4 
(2018): 284-296. 

[3] Lu, Ying, and Jiawei Han. "Cancer classification using gene 
expression data." Information Systems 28, no. 4 (2003): 243-268. 

[4] Susan, Seba, and Amitesh Kumar. "The balancing trick: 
Optimized sampling of imbalanced datasets—A brief survey of 
the recent State of the Art." Engineering Reports 3, no. 4 (2021): 
e12298. 

[5] Chawla, Nitesh V., Kevin W. Bowyer, Lawrence O. Hall, and W. 
Philip Kegelmeyer. "SMOTE: synthetic minority over-sampling 
technique." Journal of artificial intelligence research 16 (2002): 
321-357. 

[6] Tibshirani, Robert. "Regression shrinkage and selection via the 
lasso." Journal of the Royal Statistical Society: Series B 
(Methodological) 58, no. 1 (1996): 267-288. 

[7] Susan, Seba, and Madasu Hanmandlu. "Smaller feature subset 
selection for real-world datasets using a new mutual information 
with Gaussian gain." Multidimensional Systems and Signal 

Processing 30, no. 3 (2019): 1469-1488. 
[8] Jain, Anmol, Aishwary Kumar, and Seba Susan. "Evaluating 

Deep Neural Network Ensembles by Majority Voting Cum Meta-
Learning Scheme." In Soft Computing and Signal Processing, pp. 
29-37. Springer, Singapore, 2022. 

[9] Singh, Yashpal, and Seba Susan. "Optimal Gene Selection and 
Classification of Microarray Data Using Fuzzy Min-Max Neural 
Network with LASSO." In International Conference on 
Intelligent and Fuzzy Systems, pp. 777-784. Springer, Cham, 
2022. 

[10] Chen, Yifei, Yi Li, Rajiv Narayan, Aravind Subramanian, and 
Xiaohui Xie. "Gene expression inference with deep 
learning." Bioinformatics 32, no. 12 (2016): 1832-1839. 

[11] Tabares-Soto, Reinel, Simon Orozco-Arias, Victor Romero-
Cano, Vanesa Segovia Bucheli, José Luis Rodríguez-Sotelo, and 
Cristian Felipe Jiménez-Varón. "A comparative study of machine 
learning and deep learning algorithms to classify cancer types 
based on microarray gene expression data." PeerJ Computer 

Science 6 (2020): e270. 
[12] Lyu, Boyu, and Anamul Haque. "Deep learning based tumor type 

classification using gene expression data." In Proceedings of the 

2018 ACM international conference on bioinformatics, 
computational biology, and health informatics, pp. 89-96. 2018. 

[13] Guillen, Pablo, and Jerry Ebalunode. "Cancer classification based 
on microarray gene expression data using deep learning." In 2016 
International Conference on Computational Science and 

Computational Intelligence (CSCI), pp. 1403-1405. IEEE, 2016. 

Authorized licensed use limited to: DELHI TECHNICAL UNIV. Downloaded on December 26,2022 at 04:42:01 UTC from IEEE Xplore.  Restrictions apply. 



[14] Mohammed, Mohanad, Henry Mwambi, Innocent B. Mboya, 
Murtada K. Elbashir, and Bernard Omolo. "A stacking ensemble 
deep learning approach to cancer type classification based on 
TCGA data." Scientific reports 11, no. 1 (2021): 1-22. 

[15] Mostavi, Milad, Yu-Chiao Chiu, Yufei Huang, and Yidong Chen. 
"Convolutional neural network models for cancer type prediction 
based on gene expression." BMC medical genomics 13, no. 5 
(2020): 1-13. 

[16] Urda, Daniel, Julio Montes-Torres, Fernando Moreno, Leonardo 
Franco, and José M. Jerez. "Deep learning to analyze RNA-seq 
gene expression data." In International work-conference on 
artificial neural networks, pp. 50-59. Springer, Cham, 2017. 

[17] Blagus, Rok, and Lara Lusa. "SMOTE for high-dimensional 
class-imbalanced data." BMC bioinformatics 14, no. 1 (2013): 1-
16. 

[18] Hamzeh, Osama, Abedalrhman Alkhateeb, Julia Zheng, Srinath 
Kandalam, and Luis Rueda. "Prediction of tumor location in 
prostate cancer tissue using a machine learning system on gene 
expression data." BMC bioinformatics 21, no. 2 (2020): 1-10. 

[19] Roy, Shikha, Rakesh Kumar, Vaibhav Mittal, and Dinesh Gupta. 
"Classification models for Invasive Ductal Carcinoma 
Progression, based on gene expression data-trained supervised 
machine learning." Scientific reports 10, no. 1 (2020): 1-15. 

[20] Grisci, Bruno Iochins, Bruno César Feltes, and Marcio Dorn. 
"Neuroevolution as a tool for microarray gene expression pattern 
identification in cancer research." Journal of biomedical 
informatics 89 (2019): 122-133. 

[21] Feltes, Bruno Cesar, Eduardo Bassani Chandelier, Bruno Iochins 
Grisci, and Marcio Dorn. "Cumida: an extensively curated 
microarray database for benchmarking and testing of machine 
learning approaches in cancer research." Journal of 
Computational Biology 26, no. 4 (2019): 376-386. 

[22] Bhattacharjee, Arindam, William G. Richards, Jane Staunton, 
Cheng Li, Stefano Monti, Priya Vasa, Christine Ladd et al. 
"Classification of human lung carcinomas by mRNA expression 
profiling reveals distinct adenocarcinoma 
subclasses." Proceedings of the National Academy of 
Sciences 98, no. 24 (2001): 13790-13795. 

[23] Susan, Seba, and Jatin Malhotra. "Learning interpretable hidden 
state structures for handwritten numeral recognition." In 2020 4th 
International Conference on Computational Intelligence and 

Networks (CINE), pp. 1-6. IEEE, 2020. 
[24] Vapnik, Vladimir. The nature of statistical learning theory. 

Springer science & business media, 1999. 
[25] Breiman, Leo. "Random forests." Machine learning 45, no. 1 

(2001): 5-32. 
[26] Peng, Chao-Ying Joanne, Kuk Lida Lee, and Gary M. Ingersoll. 

"An introduction to logistic regression analysis and reporting." 
The journal of educational research 96, no. 1 (2002): 3- 14. 

[27] Guo, Gongde, Hui Wang, David Bell, Yaxin Bi, and Kieran 
Greer. "KNN model-based approach in classification." In OTM 
Confederated International Conferences" On the Move to 
Meaningful Internet Systems", pp. 986-996. Springer, Berlin, 
Heidelberg, 2003. 

[28] Wickramasinghe, Indika, and Harsha Kalutarage. "Naive Bayes: 
applications, variations and vulnerabilities: a review of literature 
with code snippets for implementation." Soft Computing 25, no. 
3 (2021): 2277-2293. 

[29] Susan, Seba, and Jatin Malhotra. "Recognising devanagari script 
by deep structure learning of image quadrants." DESIDOC 

Journal of Library & Information Technology 40, no. 5 (2020): 
268-271. 

[30] Wang, Lipo, Yaoli Wang, and Qing Chang. "Feature selection 
methods for big data bioinformatics: a survey from the search 
perspective." Methods 111 (2016): 21-31. 

[31] Wang, Lipo, Feng Chu, and Wei Xie. "Accurate cancer 
classification using expressions of very few genes." IEEE/ACM 

Transactions on computational biology and bioinformatics 4, no. 
1 (2007): 40-53. 

[32] S. Mitra and Y. Hayashi, “Bioinformatics with soft computing,” 
IEEE Trans. Systems, Man and Cybernetics, Part C, vol.36, 
pp.616 -635, 2006. 

[33] Chu, Feng, and Lipo Wang. "Applications of support vector 
machines to cancer classification with microarray 
data." International journal of neural systems 15, no. 06 (2005): 
475-484. 

 
 
 
 

Authorized licensed use limited to: DELHI TECHNICAL UNIV. Downloaded on December 26,2022 at 04:42:01 UTC from IEEE Xplore.  Restrictions apply. 



Citation: Shashank; Sreedevi, I.

Spatiotemporal Activity Mapping for

Enhanced Multi-Object Detection

with Reduced Resource Utilization.

Electronics 2023, 12, 37. https://

doi.org/10.3390/electronics12010037

Academic Editor: Jungong Han

Received: 11 November 2022

Revised: 6 December 2022

Accepted: 15 December 2022

Published: 22 December 2022

Copyright: © 2022 by the authors.

Licensee MDPI, Basel, Switzerland.

This article is an open access article

distributed under the terms and

conditions of the Creative Commons

Attribution (CC BY) license (https://

creativecommons.org/licenses/by/

4.0/).

electronics

Article

Spatiotemporal Activity Mapping for Enhanced Multi-Object
Detection with Reduced Resource Utilization
Shashank * and Indu Sreedevi

Department of Electronics and Communication Engineering, Delhi Technological University, Delhi 110042, India
* Correspondence: shashank.ece.dtu@gmail.com or shashank_2k17phdec05@dtu.ac.in

Abstract: The accuracy of data captured by sensors highly impacts the performance of a computer
vision system. To derive highly accurate data, the computer vision system must be capable of
identifying critical objects and activities in the field of sensors and reconfiguring the configuration
space of the sensors in real time. The majority of modern reconfiguration systems rely on complex
computations and thus consume lots of resources. This may not be a problem for systems with a
continuous power supply, but it can be a major set-back for computer vision systems employing
sensors with limited resources. Further, to develop an appropriate understanding of the scene, the
computer vision system must correlate past and present events of the scene captured in the sensor’s
field of view (FOV). To address the abovementioned problems, this article provides a simple yet
efficient framework for a sensor’s reconfiguration. The framework performs a spatiotemporal evalua-
tion of the scene to generate adaptive activity maps, based on which the sensors are reconfigured.
The activity maps contain normalized values assigned to each pixel in the sensor’s FOV, called
normalized pixel sensitivity, which represents the impact of activities or events on each pixel in
the sensor’s FOV. The temporal relationship between the past and present events is developed by
utilizing standard half-width Gaussian distribution. The framework further proposes a federated
optical-flow-based filter to determine critical activities in the FOV. Based on the activity maps, the
sensors are re-configured to align the center of the sensors to the most sensitive area (i.e., region
of importance) of the field. The proposed framework is tested on multiple surveillance and sports
datasets and outperforms the contemporary reconfiguration systems in terms of multi-object tracking
accuracy (MOTA).

Keywords: computer vision; activity mapping; reconfiguration; multi-object tracking; spatiotemporal
analysis; federated optical flow

1. Introduction

Computer vision applications have experienced tremendous growth over the past two
decades. Most commonly, the computer vision applications cover the automotive, sports,
entertainment, healthcare, robotics, security and surveillance areas [1]. Computer vision
systems perform data processing to obtain an understanding of a scene. Systems employing
robotic vision [2] take it to the next level by actuating actions based on the understanding
developed by computer vision. Most of the modern computer vision applications rely on
one or more sensors co-operatively sensing their environment to detect and track objects of
interest and obtain information of activities or events in the surroundings.

The performance of a computer vision application depends on the accuracy of the
data captured by the sensors used in terms of application-specific information. An accurate
computer vision system is capable of distinguishing object(s) of interest prior to capturing
the image of the scene, so the data bearing high information of the relevant object(s) of
interest can be made available for processing. Further, if the object(s) of interest are captured
in the center of the sensor’s field of view (FOV), the information and understanding of the
event obtained by processing the data are optimized. The performance of the computer
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vision system relies on the processing of the data bearing information about the object(s)
of interest that are captured by the sensors, whereas the sensors can be made to capture
the data with high application-specific accuracy by way of calibration. Therefore, since the
sensor calibration and data processing of computer vision systems are inter-related [3], the
re-configuration of sensors in real time is a major challenge, especially for systems with
limited resources, which cannot afford a high computational complexity. Therefore, there is
a need for a framework for sensor reconfiguration that can efficiently address the challenge
of limited resources.

Applications such as driverless automobiles [4], sports analytics [5] and the surveil-
lance of large areas using UAVs [6,7] employ mobile sensors to capture the environment.
The sensors of such applications often have limited resources; therefore, optimized resource
utilization becomes essential. In some real-time computer vision applications, due to high
computational complexity requirements, the resources are exhausted at a higher pace; thus,
resources become critical.

Active computer vision systems (also known as active vision systems) are capable of
calibrating (reconfiguring) the internal and external parameters of their sensors according
to the needs of the system. Most of the active vision systems, such as the systems proposed
in [8–10], rely on a pre-defined prioritization of the area under observation, based on
assumptions regarding the sensor’s field of view and surveillance area. As the activities
are highly dynamic in occurrence, the pre-defined placement and orientation of the sensors
result in an inappropriate sensor’s pose, which hardly enables the object(s) of interest to
be captured in the center of the sensor’s FOV. Such a setting of the sensors in the network
results in extraction of data with insufficient information of an activity or event.

It should be noted that the pattern of activities also affects the understanding of an
event. A computer vision system must therefore take into consideration the events and
activities of the past as well as the present activities when developing an understanding of
a scene. For example, in a surveillance system, if an event occurs repetitively, the computer
vision system must identify the area or site of the event and must prioritize that area or site
for inspection. However, an active vision system requires highly complex computations to
obtain such an understanding, utilizing a lot of resources.

Based on the abovementioned challenges, a computer vision system capable of recon-
figuring the sensors based on spatiotemporal activity analysis, utilizing low resources, is
desirable. This article provides a simple yet effective framework for the reconfiguration of
sensors participating in an active vision system, thus yielding a better activity analysis and
scene understanding with a very low computation complexity.

The framework performs a spatiotemporal evaluation of the scene to generate adaptive
activity maps, based on which the sensors are reconfigured. To minimize the resource
utilization, the proposed framework proposes a model-based approach (i.e., a non-learning-
based approach) for the spatiotemporal evaluation of the scene by utilizing simpler concepts
of image processing in combination. Based on the spatiotemporal activity analysis of the
scene, the framework assigns a normalized sensitivity value to each pixel of the frame,
which represents the impact of present and past activities on the corresponding pixel.
Standard half-width Gaussian distribution is used to develop the temporal relationship
between the past and present events. The framework further provides a federated optical-
flow-based filter to identify and distinguish critical activities or events captured within
the field of view of the sensors. Based on the normalized pixel sensitivity values of the
adaptive activity maps, the framework reconfigures the sensors to align the center of the
FOV of the sensors to the most sensitive portion of the scene, thus capturing the data with
the best information in each frame.

The proposed framework can be utilized in a single-camera setting but is more suit-
able for a camera-pair configuration, with each node having two sensors (i.e., a primary
camera and a secondary camera cooperatively operating together). In the camera-pair
configuration, the primary camera includes basic image-processing capabilities and is
used to generate activity maps for a scene. Based on the activity maps, the secondary
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camera can be calibrated (or reconfigured) to obtain optimized data. The performance
of the framework is determined in terms of multi-object tracking accuracy (MOTA). In
the case of the single-camera setting, the framework is capable of determining object(s) of
interest in the frame initially; however, the calibration of the camera may result in the loss
of a new object of interest being captured by the sensor, as the field of view (FOV) of the
sensor is adjusted in accordance with the knowledge of the object(s) of interest previously
present in the frame. It must be noted that the objective of the proposed framework is not
to obtain a high-performance activity tracking system; rather, the proposed framework in-
tends to provide a balance between resource utilization and tracking accuracy and enables
spatiotemporal activity analysis using simple image-processing methods.

2. Background

To capture accurate data for the optimized performance of the computer vision system,
the system must identify the region of importance (ROI) in the FOV of the sensors and
reconfigure the sensors to match the center of the ROI with the center of the FOV. There
are several methods for determining the ROI, activity mapping [11] being one of the most
efficient ones. Most systems proposed for ROI determination focus on the activities detected
in the present frame for activity mapping and neglect the impact of past events (i.e., those
events that are captured by a sensor in the past while capturing a frame for a timeframe)
on the activity map. Such systems usually focus on reducing noise in the frame rather than
establishing a spatiotemporal relationship between present and past events. The expression
“past events” must be interpreted as the events captured by a sensor and detected by
processing a frame that is in the past in relation to a current frame of the sensor. The
expression “present events” must be interpreted as the events derived by the processing
of the current frame captured by the sensor. For example, the past events can be events
captured by the sensor through the analysis of the most recent frame captured by the sensor,
whereas all the events derived by processing the frame prior to the current frame can be
referred to as “past events”. Thus, the activity map generated by such systems is only a
filtered set of frames accumulated together.

It must also be noted that the system must be capable of identifying critical activities
or events and distinguishing them from the undesirable activities captured in the scene.
The ROI must only be specific to the desired activities dedicated to the overall functionality
of the system. For example, a traffic monitoring system should avoid the falling of leaves
from trees in the scene and must treat such an activity as undesirable. On the other hand, a
computer vision system designed to estimate the effects of climatic change on trees must
consider the falling of leaves as a critical activity and must treat other activities in the scene
as undesirable.

Pan et al. [12] and Mehboob et al. [13] proposed region of interest (ROI) estimation
for vehicle flow detection using morphological operations to filter noise. Pan et al. [12]
proposed a self-adaptive window-based traffic estimation using background subtrac-
tion, edge detection for object detection and morphological features for noise reduction.
Mehboob et al. [13] proposed centroid detection using morphological close and erode oper-
ation for noise reduction and motion vectors for traffic flow estimation. The morphological
operations used in [12,13] attempted to reduce the noise but failed to prevent the detection
of undesirable activities in the scene (i.e., failed to determine critical activities and prevent
the detection of undesirable activities from the scene). Both systems further developed an
understanding of the ROI based only on the activities in the present frame and neglected
the impact of past events on the ROI. To address this gap, the approach proposed in [14]
considered spatiotemporal evaluation for activity mapping. The approach proposed a
spatiotemporal relationship between the present and past activities in the frame; however,
it did not provide a filter to remove noise or undesirable object detection from the scene.

Contemporary approaches for activity mapping either employ highly complex compu-
tation models or artificial intelligence approaches for ROI detection. Marvin and Moritz [15]
presented a non-parametric model for spatiotemporal activity based on Gaussian process
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regression (GPR). Sattar et al. [16] proposed a convolution neural network (CNN)-based
spatiotemporal activity mapping method for group activity detection. Zhao and Gao [17]
proposed an online feature learning model for spatiotemporal event forecasting. Liu and
Jing [18] proposed an artificial intelligence (AI)-based activity mapping method for sports
analytics using spatiotemporal activity patterns. Yan et al. [19] proposed an end-to-end
position-aware spatiotemporal activity analysis using a long short-term memory (LSTM)
approach.

The approaches in [12–14] provide simple models for activity mapping and ROI
detection; however, they lack the accuracy of ROI prediction. The methods proposed
in [15–19] provide efficient spatiotemporal activity mapping for ROI detection, but at
the cost of high computational complexity, and are thus not suitable for systems with
low or limited resources. Artificial intelligence (AI)-based systems [16–19] require high
computation and storage capabilities to train the model and further require iteratively
changing the training model in unforeseen conditions, illumination changes, etc. AI-based
multi-object tracking systems are also susceptible to adversarial attacks, which makes
the timely training of the system critically necessary. The AI-based systems, due to re-
iterative training to deal with unforeseen conditions and adversarial attacks, require higher
computational resources. There is a trade-off between the accuracy and computational
complexity of the activity mapping approaches. The proposed framework strikes a balance
between resource utilization and activity tracking accuracy, enabling spatiotemporal activity
analysis using simple image-processing techniques for accurate ROI detection.

3. Spatiotemporal Activity Mapping Model

Considering the requirement of spatiotemporal activity mapping for accurate ROI
detection and better tracking accuracy, this article provides an efficient framework with a
low resource utilization for computer vision systems with limited resources. The framework
strikes a balance between resource utilization and activity tracking accuracy, allowing for
spatiotemporal activity analysis using simple image-processing techniques. The framework
(as shown in Figure 1) generates adaptive spatiotemporal activity maps based on the
sensed data obtained by the primary camera in consecutive temporal frames, which can be
processed to derive information to calibrate the secondary camera of the computer vision
system. Each adaptive spatiotemporal activity map is derived by the past frames and
the present frame for each timeframe. The importance of the past frames and the present
frame is derived through a normalized half-width Gaussian distribution function such that
events in the present frame are assigned the highest importance, whereas the events in
the past frames are assigned importance across the normalized half-width of the Gaussian
distribution function according to their relative timeframes. The adaptive activity map is
further used to determine the dynamic ROI of the scene. The framework further includes a
re-configurator that alters the configuration space of the sensor such that the center of the
ROI matches with the center of the sensor’s FOV. The revised reconfiguration results in the
improved accuracy of activity tracking and thus yields better scene understanding.

Notations Used:
k: Number of past frames captured by the primary camera;
S(t): Data sensed by the primary camera in the present frame;
S(t − i): Data sensed by the primary camera in “i” frames prior to the present frame;
S1i: Data obtained by object detection on S(t − i);
S2i: Data obtained by applying adaptive thresholding on S1i;
S3i: Data obtained by the binarization of S2i;
S4i: Data obtained by filtering S3i using federated optical flow;
H(t − i): Temporal function for “i” frames prior to the present frame;
S5i: Temporal component of S4i obtained as a product of S4i and H(t − i);
X: Cumulative spatiotemporal activity map for the present frame;
N: Normalized spatiotemporal activity map for the present frame;
R: Reconfiguration parameters for the secondary camera;
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C: Data from the calibrated secondary camera; and
Y: Activity analysis after processing C.

The following subsections of Section 3 intend to discuss the functionality of the pro-
posed framework for spatiotemporal activity mapping. Through Section 3.1, we discuss
some basic image-processing tools/methods used by the proposed framework for generat-
ing adaptive spatiotemporal activity maps, whereas the steps are discussed in Section 3.2.
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Figure 1. Adaptive spatiotemporal activity mapping framework.

3.1. Methods

• Adaptive background subtraction

To detect the moving pixels in the FOV from the data captured by the sensor, the
framework utilizes frame differentiation-inspired adaptive background subtraction, which
enables activity region detection and background allocation for each frame. The pixel
information from each preceding frame is utilized to obtain background and foreground
pixels in the next frame. For example, if S(t) is the sensed data in the frame at time “t” and
S(t − 1) is the sensed data in the frame at time “t − 1”, then the foreground is initially
extracted using frame differentiation such that each frame has its own background and
foreground with reference to a relative previous frame, which can be utilized for the
detection of objects in the camera FOV. The foreground information at time t (i.e., F(t)) is
obtained by using Equation (1):

F(t) = S(t) − S(t − 1); (1)

The foreground is further filtered (pre-processed) by adaptive thresholding followed
by binarization to reduce noise from the foreground. A combination of frame differencing
with adaptive thresholding and binarization results in adaptive background subtraction.

• Normalized Half-width Gaussian Distribution

The proposed framework uses the half-width of the normalized Gaussian distribution
function to allocate temporal importance to past frames captured by the sensors. The
half-width Gaussian distribution provides an accurate prioritization and importance to the
past events captured by the sensor. Due to a continuous curve, the half-width Gaussian
distribution provides flexibility such that it can be fragmented into any number of segments
and thus is the most suitable function for the temporal relationship between the present
and past frames captured by the sensor. Further, as the Gaussian distribution finds vast
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applications in building temporal relationships [20,21], thus, to relate the past events to the
present activities, the half-width of the normalized Gaussian distribution has been used.
For the temporal relationship between the past and present frames, we used the first half of
the standard normalized Gaussian distribution curve (as shown in Figure 2).
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The normalized half Gaussian distribution function is used to assign importance to
events in the present and past frames in order to assign a spatiotemporal relationship
between consecutive frames captured by the primary camera. Specifically, the present
events are assigned a normalized importance “1”, whereas the past events are assigned
a normalized importance value according to the normalized half-width Gaussian curve
and the frames relative to the time of the present frame. The half-width Gaussian curve is
a continuous curve, can be segregated into any number of values temporally and is thus
ideal for the spatiotemporal relationship of events.

• Federated Optical flow

Federated systems [22,23] combine information from various sources to reach a con-
sensus decision. The adaptive behavior of federated systems enhances the system’s overall
performance. Optical flow methods [24–26] have been extensively used to track the motion
sequence of a group of pixels in consecutive frames. The two assumptions for obtaining
optical flow are: (i) the group of pixels moves simultaneously in the consecutive frames and
(ii) the illumination does not change in consecutive frames. In [27], Iqbal et al. presented
the use of optical flow and Lukas–Kanade approaches in computer vision applications
and activity mapping. The movement of pixels is obtained by determining the change
in position of a pixel or cluster of pixels relative to the neighbor pixels. In the proposed
framework, federated optical flow is used to design a filter to avoid the impact of undesir-
able activities on the ROI. The proposed framework determines the optical flow in each
consecutive temporal frame captured by the sensor. Further, to filter out the unwanted
objects or noise from the pre-processed foreground of each frame, the pixels from each
temporal frame obtained after adaptive background subtraction are segregated into clusters
by determining clusters of pixels with a consistent optical flow in consecutive temporal
frames. Adaptive thresholding is used on the obtained optical flow to enhance the accuracy
of the segmentation of the ROI, thus resulting in a federated optical flow.

3.2. Process

The proposed framework is designed to detect important activities captured over a
period of time in the sensor’s FOV and generate an adaptive activity map for the scene.
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Each pixel in the adaptive activity map is assigned dynamic pixel-sensitivity values to
determine regions of importance in the scene. The adaptive activity map is further used to
reconfigure the configuration space of the sensor such that the orientation of the sensor is
altered to capture the ROI in the center of the sensor’s FOV. A process flow of the framework
is shown in Figure 3.
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Initially, the primary camera is configured to obtain data over time in the form of
temporal frames. Each temporal frame is assigned a unique reference number based
on the timestamp by the primary camera for relative reference. The data acquired by
the primary camera in each temporal frame are processed to detect the foreground and
background using adaptive background subtraction. The proposed framework, by way
of frame differencing, generates one or more initial or unfiltered regions of importance
(ROI) for each temporal frame from the determined foreground. The initial ROI for each
temporal frame is pre-processed through adaptive thresholding, followed by binarization
to filter the initial ROI in order to reduce noise from the foreground. A combination
of frame differencing with adaptive thresholding and binarization results in adaptive
background subtraction.

After pre-processing, the initial ROI of each temporal frame is clustered and segmented
using optical flow. Undesirable objects are removed from each temporal frame using
thresholding on a Euclidean distance obtained through federated optical flow. The filtered
regions of importance of each temporal frame are assigned a temporal importance based on
their relative temporal positions and half-width Gaussian distribution function, generating
independent temporal maps corresponding to each temporal frame. The framework further
proposes cumulating the independent temporal maps and normalizing the cumulative
temporal map to generate the adaptive activity map for the scene. The regions of importance
in the adaptive activity map are determined on the basis of normalized pixel sensitivity
values (which are assigned to each pixel in the activity map), thus providing a pixel-wide,
accurate spatiotemporal activity mapping of the scene.
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The framework further utilizes a re-configurator for the reconfiguration of the sec-
ondary camera’s configuration space such that the center of the ROI can be captured in
the center of the FOV of the secondary camera. The re-configurator is provided with an
objective specific reconfiguration model. The objectives further decide the overall func-
tionality of the system and thus decide which activities are critical or undesirable. The
adaptive activity maps are used by the re-configurator system to alter the orientation of the
secondary camera and capture data with higher accuracy, thus providing better activity
detection, tracking accuracy and scene understanding. In a single-camera setting, the
primary camera acts as the secondary camera, and upon the generation of the adaptive
spatiotemporal activity maps, it is configured to be calibrated based on the spatiotemporal
activity map corresponding to the current (or latest) temporal frame.

Our contribution through this framework is twofold. Firstly, the present framework
provides a spatiotemporal relationship between past and present events (or frames) cap-
tured by a sensor (i.e., the primary camera) to generate adaptive spatiotemporal activity
maps for each frame, with the impact of past and present events on each activity map. The
impact can be quantified in terms of a normalized sensitivity value assigned to each pixel of
the activity map. Secondly, to remove the noise and improve the accuracy of the detection
of objects of interest in each frame, the framework proposes federated optical-flow-based fil-
tering prior to generating the adaptive spatiotemporal activity maps such that the accuracy
of the adaptive spatiotemporal activity maps is enhanced. The adaptive spatiotemporal
activity maps generated by the processing data sensed by the primary camera are further
utilized for the calibration of the secondary camera to capture objects of interest with a
high resolution, thus resulting in data with high information. The data captured by the
secondary camera further result in better object detection and tracking and thus enhanced
image understanding.

The performance of the proposed framework is evaluated in terms of multi-object
tracking accuracy (MOTA) by the secondary camera in terms of truly (or accurately)
detected positive and negative values of pixels in each frame and falsely (or inaccurately)
detected pixels in each frame. The MOTA (%) increases if the truly detected pixel count
increases and the falsely detected pixel count decreases. The performance parameters are
elaborated on in Section 4.

4. Simulations and Results

The proposed framework is tested on several datasets to evaluate the efficacy on
spatiotemporal activity mapping, activity detection and tracking and scene understanding.
For illustration, we tested the framework using a single-camera setting on several surveil-
lance and sports video datasets (10 seconds @ 30 fps each, i.e., 300 consecutive frames of
360 × 640 resolution for each video dataset) to obtain a spatiotemporal activity map after
ten seconds for each video dataset for multi-object detection and tracking. The framework
can be used for the calibration of reconfiguration parameters based on the generated activity
map. However, the demonstration of the same requires primary and secondary sensors
performing in real time. For illustration, the performance of the proposed framework is
measured in terms of MOTA (%). Further, to demonstrate the results, the half-width of
the half-maxima Gaussian distribution has been used, with the normalized values of the
mean (µ) and standard deviation (α) being 1 and 0.5, respectively, for the temporal relation
between the consecutive temporal frames. It must be noted that the half-width Gaussian
distribution can be utilized for longer durations of activity analysis and thus should not
be considered as a limitation to the framework. The half-width half-maxima (HWHM)
Gaussian is represented in terms of the standard deviation (α) by Equation (2):

HWHM =
√

2 ln(2) α = 1.1799α; (2)
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4.1. Performance Parameters

We have utilized markers on the consecutive temporal frames to obtain the true data
of each temporal frame in the video dataset for the evaluation of the performance. The
performance of the framework is analyzed in terms of multi-object tracking accuracy
(MOTA). To determine the MOTA, the true positive pixel count (TPC), true positive pixel
detection rate (TPR), false positive pixel count (FPC), false positive pixel detection rate
(FPR), true negative pixel count (TNC), true negative pixel detection rate (TNR), false
negative pixel count (FNC) and false negative pixel detection rate (FNR) are used as
primary performance parameters. The expression for MOTA is formulated by Equation (3):

MOTA (%) = {(Pt − Pf)/Pt} ∗ 100; (3)

where Pt represents the total pixel count in the activity map, and Pf represents the count of
falsely detected or non-detected pixels in the activity map.

The total pixel count (Pt) in the activity map is represented by Equation (4):

Pt = TPC + FPC + TNC + FNC; (4)

The count of falsely detected or non-detected pixels in the activity map (Pf) is repre-
sented by Equation (5):

Pf = FPC + FNC; (5)

The pre-processed activity data (Aij) provide the pixel activity value of each temporal
frame. The pixel sensitivity is obtained by the cumulative weighted sum of the activity
values obtained from all past and present frames. A weight (Wk) is assigned to each
temporal frame in accordance with the HWHM Gaussian distribution. The pixel sensitivity
value of the activity map is formulated by Equation (6):

Sij = ∑(k) Wk ∗ Aijk (6)

where k represents the number of frames captured by the sensor, Wk represents the weight
assigned to each temporal frame and Aijk represents the pre-processed activity data of the
kth temporal frame.

Further, the normalized pixel sensitivity of each pixel in the adaptive activity map can
be formulated by Equation (7):

Sij (normalized) = Sij/Max(Sij); (7)

where Max(Sij) is the maximum pixel sensitivity value in the activity map.
Spatiotemporal activity mapping is carried out by assigning a normalized pixel sensi-

tivity value to each pixel in the scene. ROIs can be depicted as the clusters of pixels with a
high value of normalized pixel sensitivity.

4.2. Simulations

We have compared our approach with the approaches proposed in [12–14] for multi-
object tracking and traffic flow estimation. The simulations and results are derived using
the MatLab Image Processing Toolbox on a work station (GPU) with 128 GB of random-
access memory and an Intel(R) Xeon(R) Silver 4214 CPU @ 2.19–2.20 GHz. The results on
randomly selected frames from the video dataset 1 after frame extraction, binarized adapted
background subtraction and Lukas–Kanade optical flow estimation are shown in Figure 4.
A comparison of the activity map and normalized pixel sensitivity derived from different
approaches for video dataset 1 is shown in Figure 5. The results on randomly selected
frames from the video dataset 2 after frame extraction, binarized adapted background
subtraction and Lukas–Kanade optical flow estimation are shown in Figure 6. A comparison
of the activity map and normalized pixel sensitivity derived from different approaches
for video dataset 2 is shown in Figure 7. The results on randomly selected frames from
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the video dataset 3 after frame extraction, binarized adapted background subtraction and
Lukas–Kanade optical flow estimation are shown in Figure 8. A comparison of the activity
map and normalized pixel sensitivity derived from different approaches for video dataset 3
is shown in Figure 9. The results on randomly selected frames from the video dataset 4 after
frame extraction, binarized adapted background subtraction and Lukas–Kanade optical
flow estimation are shown in Figure 10. A comparison of the activity map and normalized
pixel sensitivity derived from different approaches for video dataset 4 is shown in Figure 11.
The results on randomly selected frames from the video dataset 5 after frame extraction,
binarized adapted background subtraction and Lukas–Kanade optical flow estimation are
shown in Figure 12. A comparison of the activity map and normalized pixel sensitivity
derived from different approaches for video dataset 5 is shown in Figure 13. The results
on randomly selected frames from the video dataset 6 after frame extraction, binarized
adapted background subtraction and Lukas–Kanade optical flow estimation are shown in
Figure 14. A comparison of the activity map and normalized pixel sensitivity derived from
different approaches for video dataset 6 is shown in Figure 15.

A. Video dataset 1 (Traffic surveillance):
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4.3. Discussion on Simulations

The grayscale images, detected and filtered foreground and optical flow of randomly
selected frames are shown in Figure 4 for video dataset 1, Figure 6 for video dataset 2,
Figure 8 for video dataset 3, Figure 10 for video dataset 4, Figure 12 for video dataset 5 and
Figure 14 for video dataset 6, respectively. The filtered foreground images are obtained by
adaptive background subtraction by frame differencing, followed by adaptive thresholding
and binarization.

Federated optical flow is used to further remove noise from the foreground generated
by adaptive background subtraction. Each frame is then assigned a normalized weight
based on its relative temporal position using HWHM Gaussian distribution.

Comparisons of activity maps and normalized pixel sensitivity maps derived by
Pan et al. in [12], as [A], Mehboob et al. in [13], as [B], Indu, S. in [14], as [C], and our
proposed framework, as [D], are shown in Figure 5 for video dataset 1, Figure 7 for video
dataset 2, Figure 9 for video dataset 3, Figure 11 for video dataset 4, Figure 13 for video
dataset 5 and Figure 15 for video dataset 6, respectively. The approaches presented in [12,13]
do not include any temporal relation between past and present frames. Pan et al. in [12]
do not present any filter for the pre-processing of the raw images obtained by the sensor.
Mehboob et al., in [13], proposed the filtering of the foreground through morphological
operations (close and erode), and their approach thus performed better than the approach
presented by Pan et al. in [12]. However, both Pan et al. in [12] and Mehboob et al. in [13]
failed to showcase the temporal effect of past frames on the present frame, which can be
seen in Figure 5 for video dataset 1, Figure 7 for video dataset 2, Figure 9 for video dataset 3,
Figure 11 for video dataset 4, Figure 13 for video dataset 5 and Figure 15 for video dataset
6, respectively.

Indu, S., in [14], proposed a spatiotemporal relation between past and present frames;
however, the proposed method in [14] failed to provide efficient filtering of the foreground
and thus resulted in inaccurate spatiotemporal activity and sensitivity maps due to the
noise and undesirable regions detected in the activity map. The proposed framework,
in comparison to that of Pan et al. in [12] and that of Mehboob et al. in [13], presents
better spatiotemporal activity tracking in terms of normalized pixel sensitivity. Further,
the proposed framework outperforms the spatiotemporal activity mapping proposed by
Indu, S. in [14] by filtering out the unwanted objects and noise from the detected ROI. The
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impact of falsely detected or undesirable objects in the activity map can be derived through
multi-object tracking accuracy in the following Section 4.4.

4.4. Results

The comparative performance analysis of different approaches in terms of performance
parameters is shown in Table 1 for video dataset 1, Table 2 for video dataset 2, Table 3 for
video dataset 3, Table 4 for video dataset 4, Table 5 for video dataset 5 and Table 6 for video
dataset 6, respectively.

Table 1. Comparison of performance parameters by different approaches tested on video dataset
1: [A] by Pan et al. in [12]; [B] by Mehboob et al. in [13]; [C] by Indu, S. in [14]; [D] our proposed
approach; [E] the true data obtained using markers.

Ref. TPC TPR
(%) FPC FPR

(%) TNC TNR
(%) FNC FNR

(%)
MOTA
(%)

Video Dataset 1 (Traffic Surveillance):

[A] 67,830 92 39,114 53.09 117,558 75.03 5898 3.76 43.15

[B] 66,245 89.85 32,761 44.43 123,911 79.09 7483 4.77 50.80

[C] 65,924 89.41 6273 8.51 150,399 95.99 7804 4.98 86.51

[D] 65,138 88.34 1071 0.14 155,591 99.31 8590 5.48 94.38

[E] 73,728 100 0 0 1,56,672 100 0 0 100

Table 2. Comparison of performance parameters by different approaches tested on video dataset
2: [A] by Pan et al. in [12]; [B] by Mehboob et al. in [13]; [C] by Indu, S. in [14]; [D] our proposed
approach; [E] the true data obtained using markers.

Ref. TPC TPR
(%) FPC FPR

(%) TNC TNR
(%) FNC FNR

(%)
MOTA
(%)

Video Dataset 2 (Traffic Surveillance):

[A] 83,262 94.50 43,149 48.97 99,146 69.67 4843 3.40 47.63

[B] 81,989 93.05 38,102 43.24 104,193 73.22 6116 4.29 52.46

[C] 80,594 91.47 8122 9.21 134,173 94.29 7511 5.27 85.52

[D] 79,813 90.59 1622 0.18 140,673 98.86 8292 5.82 94.00

[E] 88,105 100 0 0 142,295 100 0 0 100

Table 3. Comparison of performance parameters by different approaches tested on video dataset
3: [A] by Pan et al. in [12]; [B] by Mehboob et al. in [13]; [C] by Indu, S. in [14]; [D] our proposed
approach; [E] the true data obtained using markers.

Ref. TPC TPR (%) FPC FPR (%) TNC TNR (%) FNC FNR (%) MOTA (%)

Video Dataset 3 (Traffic Surveillance):

[A] 106,274 96.15 41,827 37.84 78,051 65.11 4248 3.54 57.11

[B] 104,483 94.53 34,131 30.88 85,747 71.54 6039 5.03 64.09

[C] 102,173 92.44 9138 8.27 110,740 92.37 8349 6.96 84.77

[D] 100,628 91.04 1122 0.10 118,756 99.06 9894 8.25 91.65

[E] 110,522 100 0 0 119,878 100 0 0 100
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Table 4. Comparison of performance parameters by different approaches tested on video dataset
4: [A] by Pan et al. in [12]; [B] by Mehboob et al. in [13]; [C] by Indu, S. in [14]; [D] our proposed
approach; [E] the true data obtained using markers.

Ref. TPC TPR (%) FPC FPR (%) TNC TNR (%) FNC FNR (%) MOTA (%)

Video Dataset 4 (Sports—Badminton):

[A] 82,107 95.35 26,187 30.41 118,105 81.85 4001 2.77 66.82

[B] 80,926 93.98 19,223 22.32 125,069 86.68 5182 3.59 74.09

[C] 78,446 91.10 5982 6.94 138,310 95.8 7662 5.31 87.75

[D] 77,102 89.54 2321 2.69 141,971 98.39 9006 6.24 91.07

[E] 86,108 100 0 0 144,292 100 0 0 100

Table 5. Comparison of performance parameters by different approaches tested on video dataset
5: [A] by Pan et al. in [12]; [B] by Mehboob et al. in [13]; [C] by Indu, S. in [14]; [D] our proposed
approach; [E] the true data obtained using markers.

Ref. TPC TPR (%) FPC FPR (%) TNC TNR (%) FNC FNR (%) MOTA (%)

Video Dataset 5 (Sports—Sword Fight):

[A] 66,121 91.87 23,877 33.17 128,547 81.14 5885 3.71 63.12

[B] 63,964 88.86 21,232 29.49 137,192 86.59 8012 5.05 65.46

[C] 58,372 81.10 12,121 16.84 146,303 92.35 13,604 8.58 74.58

[D] 54, 232 75.34 8962 12.45 149,462 94.32 17,744 11.2 76.35

[E] 71,976 100 0 0 158,424 100 0 0 100

Table 6. Comparison of performance parameters by different approaches tested on video dataset
6: [A] by Pan et al. in [12]; [B] by Mehboob et al. in [13]; [C] by Indu, S. in [14]; [D] our proposed
approach; [E] the true data obtained using markers.

Ref. TPC TPR (%) FPC FPR (%) TNC TNR (%) FNC FNR (%) MOTA (%)

Video Dataset 6 (Sports—Tennis):

[A] 46,185 94.34 20,863 42.61 160,602 88.50 2768 1.52 55.87

[B] 43,266 88.38 18,286 37.35 163,179 89.92 5687 3.13 59.52

[C] 38,128 77.89 12,112 24.74 169,353 93.32 10,825 5.97 69.29

[D] 37,109 75.81 8934 18.25 172,531 95.08 11,844 6.52 75.23

[E] 48,953 100 0 0 181,465 100 0 0 100

The average performance of the proposed framework for traffic surveillance has
been obtained and compared with contemporary traffic surveillance multi-object tracking
systems [28,29] (MOTA average (%) calculated for the first ten video sequences of [28,29]).
Further, the average performance of the proposed framework for sports analytics has been
obtained and compared with a contemporary sports activity tracking system [30] (MOTA
average (%) obtained from the RGB sequence of [30]). The comparison of the performance
of the proposed framework with that of [28–30] in terms of average MOTA (%) is shown in
Figure 16.
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Figure 16. Comparison of the performance in terms of average MOTA %: (A): Comparison of the
average MOTA % of the proposed framework with that of Isaac, E.J. et. Al in [28] and Achim, K. et.al
in [29]; (B): Comparison of the average MOTA % of the proposed framework with that of Rikke, G.;
Moeslund, T.B. in [30].

The average MOTA (%) of the proposed framework for traffic surveillance is obtained
as 93.34%, as calculated by Equation (8):

{MOTA (dataset-1) + MOTA (dataset-2) + MOTA (dataset-3)}/3; (8)

The average MOTA (%) of the proposed framework for sports analytics is obtained as
80.88%, as calculated by Equation (9):

{MOTA (dataset-4) + MOTA (dataset-5) + MOTA (dataset-6)}/3; (9)

5. Conclusions

The accuracy of the data collected by sensors and the spatiotemporal understanding
of the scene are two key components of a successful computer vision system. Most of the
advanced computer vision systems address both of the abovementioned components using
a highly complex computation model, which may be a problem for most of the systems with
limited resources. Through this article, a framework for spatiotemporal activity mapping
capable of handling the trade-off between resource limitations and the performance of the
computer vision system is proposed.

The framework evaluates the scene spatiotemporally and produces adaptive activity
maps for the re-configuration of the sensor such that the region(s) of importance can be
captured in the center of the sensor’s field of view. The framework utilizes simple image-
processing tools such as adaptive background subtraction, binarization, thresholding and
federated optical flow for pre-processing the sensor data. Half-width Gaussian distribution
is used for the temporal relationship between the present and past frames. The simple
model of the proposed framework results in a low computational complexity and thus low
resource utilization.

The performance of the framework is compared in terms of multi-object tracking
accuracy (MOTA) and has been tested on multiple traffic surveillance and sports datasets.
The framework outperforms the contemporary systems presented in [12–14,28–30]. The
framework showcased a 0.71% better average MOTA compared to [28] and an 8.39% better
average MOTA compared to [29] when tested on traffic surveillance datasets (i.e., datasets
1, 2 and 3). The framework further showcased a 4.21% better average MOTA compared
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to [30] when tested on sports datasets (i.e., datasets 4, 5 and 6). Artificial intelligence
(AI)-based systems [16–19] require high computation and storage capabilities to train the
model and further require iteratively changing the training model in unforeseen conditions,
illumination changes, etc. AI-based multi-object tracking systems are also susceptible to
adversarial attacks, which makes the timely training of the system critically necessary. The
proposed framework performs similarly to the AI-based multi-object detection systems
proposed in [16–19] without the high computation or storage requirements needed to
handle unforeseen conditions. Thus, the proposed framework showcases a balance in terms
of resource utilization and performance.
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A B S T R A C T   

In the present case, nonlinear optical susceptibility for InxGa1− xAs 2-D semi-parabolic Quantum Dot with the key 
prominence given to the magnetic field, Hydrostatic pressure, confining potential and Temperature on THG in 
the presence of Rashba SOI is investigated. The main expression of THG is attained using a formalism of compact 
density matrix. Our results are showing that rise/diminution in the Rashba SOI coefficient strongly affects the 
THG peaks. Also, a blue/redshift is observed with an increase/decrease in external factors such as Hydrostatic 
Pressure, magnetic field, Temperature, confining potential & Rashba SOI with a corresponding increase/decrease 
in peak height. According to the observation, two-photon resonance peaks are found to be stouter than one & 
three-photon resonance peaks as with a significant increase in the coupling, the strength of the dipole matrix 
element also increases in correspondence to the peak height. The conclusions are demonstrating that for the 
comprehensive engineering of optical devices based on the QDs, SOI must be taken into consideration, and hence 
by tuning the strength parameter, the optical properties of the optoelectronic devices can be controlled.   

1. Introduction 

As quantum confinement has become apparent in all spatial di
rections, ultra-small semiconductor heterostructures have gained the 
immense focus of researchers around the world. These heterostructures 
such as quantum heterostructure including quantum dot, quantum wire, 
etc. Have many unique potential applications due to the confinement as 
the movement of charge carrier is restricted and hence leads to the 
development of a set of discrete energy levels where the carriers may 
exist. There are many microfabrication techniques including MBE, 
lithography, vapor deposition technique, etc. to fabricate these quantum 
heterostructures of different shapes and sizes. Explicitly, optical prop
erties such as linear and nonlinear optical properties & susceptibilities 
have more scientific interest as they offer massive efficacy in under
standing numerous semiconductor optoelectronic devices such as 
quantum LED’s, solar cells, quantum dot lasers, single-electron transis
tors & quantum computing computers, etc. [1–7]. 

The role of externally applied fields, SOI, temperature & hydrostatic 
pressure, etc. is very significant in altering the properties of the quantum 
heterostructures as any prominent change in the property can result in 
momentous changes in the working of the nano-scale device [8–11]. 
This dependence has often been used to externally alter the properties of 
these nano-scale devices to the operator’s own will and thus has been 
one of the most widely researched areas in recent times. On application 
of a perpendicular magnetic field to the plane of QD, energy levels are 
supplied with a supplementary structure as well as interacting electrons 
confined in QD results in correlation effect. The study of the electronic, 
optical and thermodynamic properties has been done by many different 
techniques. Theoretically, the 2-electron QD Hamiltonian with the in
clusion of the effect of the magnetic field has been solved by many au
thors for obtaining the respective eigen energies and eigenstates of the 
QD-system [12–20] but to our sincere belief, the effect of external fac
tors & SOI with doping is relatively a less discovered area. 

Second and third-order nonlinear optical interaction of 2- incident 
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fields with optical media results in the generation of SHG & THG and 
ORC. Xie and Bass et al., in 1962 performed initial work on OR [21], 
whereas Franken et al. were the first to report the experimental obser
vation of SHG [22,23]. Baskoutas et al. investigated the impact of 
exciton in optical susceptibility for a semi-parabolic Quantum dot for a 
semi-parabolic potential [24] whereas F. Ungan et al. focused on the 
impact of the Electric field on TAC and RICC of an asymmetric Quantum 
dot [25]. Xuechao Li et al. [26], focused on the outcome of the Magnetic 
field on TAC of an asymmetric Quantum dot and studied the variations 
with parameters such as radius and magnetic field intensity. 

Many important factors such that such as temperature, hydrostatic 
pressure, applied electric and magnetic fields and intense laser fields 
have a significant effect on the linear and nonlinearoptical properties of 
Q D’s. On the application of these external field factors, the band 
structure, and the optical nonlinearity of the QD system is controlled and 
altered. Hence, concluding that the geometry of systems, as well as 
external perturbations, are equally contributing significantlyinfluenc 
ing the nonlinear optical properties of semiconductor structures. Uni
dimensional quantum dots have been studied immensely in recent times, 
but studies on the 2D semi-parabolic quantum dot with doping focusing 
on the dependence of its properties on external factors are scarce. In this 
study, we explored the variation of optical properties, such as THG on 
applied hydrostatic pressure, temperature, magnetic field, Rashba spin 
for InxGa1− xAs Quantum dot in the presence of SOI. The first section 
contains a crisp introduction of the topic, whereas the theory and the 
formulas have been mentioned in the second section. The third section 
consists of the obtained results and the graphs and is followed by the 
fourth section which contains well-drawn solutions. 

1.1. Theoretical model 

This section describes the detailed theory of 1-electron QD consisting 
of two parts given as (1) QD Hamiltonian (2) exact diagonalization 
method for the InxGa1− xAs QD. 

Considering a 2-D InxGa1− xAs/InyAl1− yAs QD (see Fig. 1) with a 
semi-parabolic confining potential as given in equation (3), with a 

vertical magnetic field given as B→= Bk
∧

having a symmetric gauge 
as:A = B( − y,x,0)/2, the Hamiltonian for a one-electron system within 
effective mass taking spin into account is given as [27–31]: 

HST =Hws + HR
so +

1
2

g∗μBBσ (1)  

where 

Hws =
1

2m∗(P,T)

[
P −

e
c

A(r)
]

2→+ Vr (2) 

And the potential is given as 

Vr =
1
2

m∗(P, T)ω2
0

(
x2 + y2) (3)  

In eq. (1), g∗ represents the effective Lande factor for the semiconductor 
and electron spin z projection is given by 12 σ having σ = ±. Here up spin 
and down spin is represented by σ = +1 and σ = − 1 respectively. SOI 
termHSO contains two parts (i) Dresselhaus SOI term, HD

SO (ii) Rashba SOI 
term, HR

SO. As HR
SO dominates overHD

SO for the narrow gap, hence, 
neglectingHD

SO, we have HR
SO as: 

HR
SO =

α
ℏ

[
σ→×

(
p→−

e
c

A→
]

z
(4) 

The term αℏ
[

σ→×
(

p→− e
c A→

]

z 
represents the spin-orbit coupling due to 

the inhomogeneous potential confining the electrons to the 2D plane and 
possible external gate voltages applied on the top of the dot. The 
strength of this coupling is determined by these parameters with a 
variation in magnitude when external gate voltages are applied. Here, 
the Rashba coupling coefficient is given byα and is controllable by 
varying the applied gate voltage in z direction, spinors and canonical 
momentum are represented byσx& σy and px& py respectively. 

In effect. mass approx., total Hamiltonian HST for the combination of 
Hws andHR

SO is given as: 

HST =
p2

2m∗
+

e
m∗

A.p+
e2A2

2m∗
+Vr +

1
2
g∗μBBσ +

α
ℏ

[
σ→×

(
p→−

e
c

A→
]

z
(5a)  

HST =
p2

2m∗
+

e
m∗

A.p+
e2A2

2m∗
+Vr +

1
2
g∗μBBσ +

α
ℏ
[σ × p]z +

eα
ℏ
[σ × A]z (5b)  

Here: 
m∗ = represents effect. mass of charge carrier. 
ℏωo = confining potential strength corresponding to the size of the 

QD. 
The Temperature and hydrostatic dependent Effect. mass of the 

electron for GaAs is given as [32]: 

Fig. 1. Schematic diagram of an InxGa1− xAs Quantum Dot.  
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m∗
e(P, T)=mo

[

1 +
7510

Eg(P,T) + 341
+

15020
Eg(P, T)

]− 1

(6a)  

With Eg(P,T)=
[

1519 −
0.5405T2

T + 204
+ 10.7P

]

(6b)  

Here Temperature and hydrostatic pressure-dependent energy gap for 
GaAs, Eg is in meV, P is in “kbar” and T is in “Kelvin.” The pressure- 
dependent oscillator frequency is expressed as 

ω(P)=ω0
/ [

1 − 2P
(
1.16× 10− 3 − 7.4× 10− 4)] (6c) 

Eigenfunction of Hamiltonian in eq (1) is represented by Fock- 
Darwin states |n, l〉 and is given as: 

ψnlσ(r)=
1̅̅
̅̅̅̅̅

2Π
√ Rnl(r)einφχσ (7a)  

with 

Rnlσ(r)=
̅̅̅̅̅
2
cl

√ ̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅
(2n + 1)!

(2n + 1 + |l|)!

√

exp
(
− r2

2a2

)

+

(
r2

a2

)|l|

/

2

L|l|
2n+1

(
r2

a2

)

χσ (7b)  

Where a =
( ℏ

m∗Ω

)1/2, Ω2 = ω2
o +

ω2
c

4 , χσ = spinor function and ωc =
eB
m∗

(cyclotron frequency). 
Eigen energies for eq. (1) is given as: Enl = (2n + |l| + 3 /2)ℏΩ+

ℏ
2 lωc + σ

( 1
2g

∗μBB + lαm∗ω2
o
)
, where 

m= 0, 1, 2, 3......, l = 0,±1,±2....... and Ω2
σ = ω2

o +
ω2

c

4
+

σlαm∗ω2
oωc

ℏ
(8) 

Also, Ωσ is influenced by Rashba SOI, resulting in an upsurge in the 
up-spin energy gap with diminution in spin-down energy. SOI also af
fects the energy term in such a way that at B = 0 energy term becomes 
independent of the magnetic field and helps in uplifting spin degeneracy 
states. 

An analytic expression for THG related to an optical inter-subband 
transition can be obtained using the density matrix formalism and an 
iterative procedure [33–35]. 

The wavefunction ψnl(r) of the quantum dot with Rashba can be 
expanded in terms of an orthogonal and complete set of eigenvectors of 
H0. Theexpansion takes the form [36]: 

Hence the Schrödinger equation Hψ = Eψ becomes: 
(

E0
n,l,σ − E

)
Cσ

n,l +
∑

n,l,σ′ ∕=σ

(HR)
σ,σ′

nn′ ll′ C
σ′

n′ ll′ = 0 (9a)  

With ψnlσ =
∑

nlσ
Cσ

nlφnlσ (9b) 

The matrix elements are given by:   

The polarized electromagnetic field for an exciting system with fre
quency ω is given as: 

E(t)=Eeiωt + E∗e− iωt (11) 

Also, relationship between the electronic polarization P(t) & polar
ized electromagnetic field are expressed by: 

P(t)= εoχ(ω)Ee− iωt + εoχ(− ω)E ∗ e− iωt =
1
V

Tr(ρM) (12)  

Where χ(1)ω ,χ(2)2ω ,χ
(2)
o , and χ(3)3ω are representing the susceptibilities such as 

linear, SHG, OR and THG, respectively. THG relation is given as [17, 
37–40]: 

χ(3)
3ω =

noe4

ℏ3
M01M12M23M30

(ω − ω10 + iΓo)(2ω − ω20 + iΓo)(3ω − ω30 + iΓo)
(13)  

Here, the system’s electron density is given as no, e is representing 
electronic charge, and relaxation time is represented by Γo. 
ωij = (Ei − Ej)/ℏ shows the frequency for the transition and matrix ele
ments are given byMij =

⃒
⃒〈ψ i|er|ψ j〉

⃒
⃒(i, j= 0,1, 2, 3) such as M01 =

|〈ψnlσ |er|ψn′ l′ σ′ 〉|where 0 = nlσ and 1 = n′ l′ σ′

.

2. Result and discussion 

In this section, the simultaneous effect of the magnetic field, Hy
drostatic Pressure, Temperature, confining potential in the presence of 
SOI on THZ in InxGa1− xAs semi-parabolic 2-D quantum dot is calculated. 
For this purpose, the physical parameters that have been used are given 
as follows: Γo = 0.66ps and m∗

e = 0.041m0, where mass of a free electron 
m0. σs is taken as 5 × 1022 m− 3 , εr = 12.53, and g = − 15 [41,42]. 

Considering a QD system in semi parabolic potential having (0 0–1) 
as ground state and (1 –1 –1) and (1 1–1) as excited states having 
degenerate intermediate states, when both the magnetic field and spin 
are zero. This degeneracy can be wrecked by applying a magnetic field 
‘B’ and introducing an “α”, and; hence, by using these two parameters 
some manipulation in the energy can be done. Fig. 2 represents a 
Schematic conduction band energy level diagram (n l − 1) for InAlAs/ 
InGaAs semi-parabolic quantum dot having four possible routes. 

For THG, four possible routes having (0 0–1) (nlσ) as ground state 
and their corresponding transition energies with potential confinement 
at ℏ ω = 10 meV, Rashba factor α = 10 meV nm, Pressure 10 kbar, 
temperature = 10 K and magnetic field B = 1 T is given in Fig. 2. Fig. 3 
represents four individual possible paths for transition for the THG co
efficients vs incident photon energy with confining potential keeping at 
ω = 10 meV, fixing the Rashba SOI parameter at α = 10 meV nm, Hy
drostatic Pressure at 10 kbar, Temperature at 10 K and applying an 
external magnetic field, B = 1 T to the QD. As it can be observed from 
Fig. 3 that one, two, three-photon resonances are occurring at different 
photon energies due to the intermediate ladder states. Alteration in 
peaks as well as in peak heights can also be observed for different 
transition energies in each dissimilar path. According to the observation, 
two-photon resonance peaks are found to be stouter than one & three- 
photon resonance peaks as peak height corresponding to the strength 
of the dipole matrix element also increases with a significant increase in 
the coupling. 

The magnetic field is having a significant effect in shifting the peaks 
as well as changing the magnitude of the peaks which is evident in Fig. 4 
where THG coefficient vs incident photon energy has been plotted for 

four different values of the magnetic field. As the energy levels are 
getting affected by the magnetic field hence in Fig. 4a–d, a 2-way 
shifting of different positions of resonance can be observed. Here, the 
cyclotron frequency term supports dropping the energy level as well as 
(− ) l whereas the Zeeman term helps in boosting the energy. As B is 
independent of the sign of l i.e., whether l is + or -, it will always help in 
enhancing Ωσ. Same can be observed from the expression of eigen en
ergy given in equation (8). Further, it is also observed from the figure 
that for 1st two paths, the three-photon resonance is having some 

(HR)
σ,σ′

nn′ ll′ = 〈φσ
n,l|HR|φσ′

n′ ,l′ 〉= aδl′ ,l+1

∑(
C′↑

n C↑
n

̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅
n + l + 1

√
− C

′↑
n− 1C↑

n
̅̅̅
n

√
+C′↓

n C↓
n

̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅
n + l + 2

√
− C

′↓
n− 1C↓

n
̅̅̅
n

√ )
(10)   
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significance on the right side of the highest peak while for the 3rd and 
4th path, peaks are enhancing but three-photon resonances are not 
having much significant value due to involvement of –l states in the 
resonance position which are independent of three photons resonances 
and hence shifting towards the lower energy side, whereas the 
involvement of +l states in the resonance positions helps in shifting the 
excited states to a state of higher photon energy. 

In Fig. 5, THG Coefficient and photon energy for dissimilar values of 
the QD confinement potential (a) ℏ ω = 10 meV, (b) ℏ ω = 15 meV, (c) ℏ 
ω = 20 meV, (d) ℏ ω = 25 meV keeping B = 1T, P = 10 kbar, T = 10 K and 
α = 10 meV nm are plotted. From this figure it is concluded that both the 
blue/redshifts are observed for the resonant peaks of the THG i.e., some 
resonant peaks are moving toward lower photon energies exhibiting 
redshift and some are moving toward higher photon energies displaying 
blue shift with an increase in the confining potential. Due to the quan
tum confinement effect, an increased confinement potential roots to
wards the lesser radius of charge carriers in a QD. Due to weak 
confinement, the energy separation between the states tends to decrease 
and hence, exhibits a blue shift in the peaks. It is also observed that the 
peaks are having unequal spacing with a difference in the number of 
photon resonance as they are belonging to different energy levels. 

Fig. 6 represents a plot between THG coefficient and incident photon 
energy for different values of α at a confining potential of ω = 10 meV 
and B = 1 T, where α is increasing at a step of 5 meV nm. With an 

increase in α from a value of 10 meV nm to 25 meV nm, a slight redshift 
can be observed in one and two-photon resonance peaks, whereas a 
shifting towards the higher energy end can be observed in three-photon 
resonance positions resulting in a blue shift. As α is playing a two-way 
role while handling the values of energy levels hence red/blue shifts 
are observed. Further, a decrease in peak height can also be observed 
with an increase in the value of the Rashba parameter. 

Fig. 7(a) is showing the coefficient of THG vs incident photon energy 
for four diverse values of pressure fixing confining potential ℏ ω = 10 
meV, T = 10 K, α = 10 meV nm and B = 1 T. With an increase in Hy
drostatic Pressure, the magnitude of THG resonant peaks increases with 
a slight decrease in peak height as the peaks are shifting towards lower 
energy. It is observed that the change in the magnitude of the THG 
resonant peaks is directly correlated to the dipole matrix element term 
M01M12M23M30 in the numerator as well as to the energy interval ω10,

ω20 and ω30 in the denominator. Additionally, as dipole matrix elements 
are decreasing with an increase in pressure hence the red shift in reso
nant peaks is observed with an increase in hydrostatic pressure, as 
shown in Fig. 7(b). This is explained by the fact that the quantum 
confinement becomes weak with the decrease in the energy interval 
with a rise in hydrostatic pressure. 

Fig. 8(a) is showing a plot of THG and incident photon energy for 
four diverse values of temperature fixing confining potential ℏ ω = 10 
meV, P = 10 kbar, α = 10 meV nm and B = 1 T. Blueshift can be observed 

Fig. 2. Schematic conduction band energy level diagram (n l -σ) for InAlAs/InGaAs quantum dot having four possible routes.  

Fig. 3. Coefficient of THG vs photon energy for four possible routes (a) 1st route; (b) 2nd route; (c) 3rd route; (d) 4th route having ℏ ω = 10 meV, α = 10 meV nm, 
P = 10 kbar, T = 10 K and B = 1 T. 
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with an increase in the temperature as the resonant peaks are moving 
towards higher energy region with a significant increase in the peak 
height. As one can see from Fig. 8(b) that the dipole matrix element M01 
gets enhanced with increase in temperature, consequently the peak 
height corresponding to (ω, 2ω) gets enhance along with its blueshift. 
The dipole matrix element M01’s value increases with temperature as 
the effective radius changes with an increment in temperature. 

However, the peak corresponding to 3ω at higher energy gets suppressed 
at higher temperature. This can be attributed to the fact that as tem
perature increases, the sharp resonances get fuzzy due to the thermal 
energy of the electrons. 

Fig. 4. Coefficient of THG vs incident photon energy at diverse Magnetic field values keeping α = 10 meV nm, P = 10 kbar, T = 10 K and confining potential ℏ ω =
10 meV. 

Fig. 5. Coefficient of THG vs incident photon energy for the diverse value of confining potential keeping B = 1T, P = 10 kbar, T = 10 K and α = 10 meV nm.  
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Fig. 6. Coefficient of THG vs incident photon energy for the diverse value of Rashba SOI coupling factor keeping confining potential ℏ ω = 10 meV, P = 10 kbar, T 
= 10 K and B = 1 T. 

Fig. 7(a). Coefficient of THG vs incident photon energy for diverse value of pressure fixing confining potential ℏ ω = 10 meV, T = 10 K, α = 10 meV nm and B = 1 T.  
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3. Conclusion 

A detailed investigation for the THG coefficients for an InxGa1− xAs 
QD in THz laser field with Rashba SOI with the impact of the magnetic 
field in the vertical direction is carried out in the present study. To carry 
out the detailed investigation, energy levels with respective wave 
functions within the effect. mass approx. is being determined using the 
variational technique. The variation of THG coefficients vs incident 
photon energy is explored for various external parameters such as 
temperature, hydrostatic pressure, confining potential, the magnetic 
field in the presence of Rashba SOI strength. Results are signifying that 
with an upsurge in the Rashba SOI coefficient, a strong effect on the THG 
peak positions is observed. It can also be observed that the two-photon 
resonance peaks are stronger than three-photon resonance peaks due to 
an increase in the coupling of levels as the peak height corresponds to 
the strength of the dipole matrix element. The outcomes are displaying 
that for the detailed engineering of optical devices based on the QD’s, 
consideration of SOI is a must and optical properties of the optoelec
tronic devices are controllable using the tunable strength parameter. 
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Toeplitz determinants on bounded starlike circular domain in C
n

Surya Giri1 and S. Sivaprasad Kumar∗

Abstract

In this paper, we derive the sharp bounds of Toeplitz determinants for a class of holomorphic map-

pings on the bounded starlike circular domain Ω in C
n, which extend certain known bounds for various

subclasses of normalized analytic univalent functions in the unit disk to higher dimensions.

Keywords: Holomorphic mapping; Toeplitz determinant; Coefficient inequality; bounded starlike circular
domain.
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1 Introduction

Let S be the class of normalized univalent holomorphic functions on the unit disk U in C of the form

g(z) = z +
∞
∑

n=2

bnz
n.

Let S∗, S∗(α) and SS∗(β) represent the subclasses of S containing the starlike functions, starlike functions
of order α (0 ≤ α < 1) and strongly starlike functions of order β (0 < β ≤ 1), respectively (see [5]).
Ali et al. [2] obtained the bounds of Toeplitz determinants formed over the coefficients of g ∈ S. For
g(z) = z +

∑∞

n=2 anz
n, the Toeplitz matrix is given by

Tm,n(g) =











bn bn+1 · · · bn+m−1

bn+1 bn · · · bn+m−2

...
...

...
...

bn+m−1 bn+m−2 · · · bn











. (1.1)

Thus, the second order Toeplitz determinant is

detT2,2(g) = b22 − b23 (1.2)

and the third order Toeplitz determinant is given by

det T3,1(g) = 2b22b3 − 2b22 − b23 + 1. (1.3)

According to Ye and Lim [29], any n × n matrix over C generically can be written as the product of some
Toeplitz matrices or Hankel matrices. Toeplitz matrices and Toeplitz determinants have many applications in
pure as well as in applied mathematics [24]. For more details of applications in various areas of mathematics,
we refer [29] and the references cited therein.

For the class of normalized starlike functions, Ali et al. [2] obtained the following result.

Theorem A. [2] If g ∈ S∗, then the following sharp bounds hold:

| detT2,2(g)| ≤ 13 and | detT3,1(g)| ≤ 24.

1
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Ahuja et al. [1] determined the following estimates for the class of normalized starlike functions of order
α.

Theorem B. [1] If g ∈ S∗(α), then

| detT2,2(g)| ≤ (1 − α)2(4α2 − 12α + 13)

and for α ∈ [0, 2/3],
| detT3,1(g)| ≤ 12α4 − 52α3 + 91α2 − 74α + 24.

All these estimates are sharp.

The following result directly follows from [1, Theorem 1] and [1, Theorem 3] for the class SS∗(β).

Theorem C. If g ∈ SS∗(β), then for β ∈ [1/3, 1], the following sharp inequalities hold:

| detT2,2(g)| ≤ 9β4 + 4β2 and | detT3,1(g)| ≤ 15β4 + 8β2 + 1.

Cartan [8] stated that the Bieberbach conjecture for the class S does not hold in case of several complex
variables. There are various counterexamples, which show that many results in the Geometric function theory
of one complex variable are not applicable for several complex variables (see [8]). Many researchers have
focused on generalizing the coefficients inequalities for the subclasses of S in higher dimensions. Recently,
Giri and Kumar [4] generalized the above results on the unit ball in a complex Banach space and on the unit
polydisc in Cn. On the bounded starlike circular domain Ω ⊂ Cn, Liu and Xu [21] (see also [28]) solved the
Fekete-Szegö problem for a subclass of starlike mappings of order α. Xu [25] generalized the work in [28]
to a subclass of holomorphic mappings on the same domain Ω. Contrary to the Fekete-Szegö problems,
very few results are known for the inequalities of homogeneous expansions for subclasses of biholomorphic
mappings in several complex variables. Results related to the bounds for the coefficients of various subclasses
of holomorphic mappings in higher dimensions were obtained by Bracci et al. [3], Graham et al. [6], Graham
et al. [7], Graham et al.[9], Hamada and Honda [10], Hamada et al. [11], Kohr [15], Liu and Liu [17, 18], Xu
and Liu [26, 27].

In this paper, we find the bounds of second and third order Toeplitz determinants for a class of holo-
morphic mappings on the bounded starlike circular domain in Cn, which give an extension of Theorem A,
Theorem B and Theorem C to higher dimensions.

2 Preliminaries

By Cn, we denote the space of n complex variables z = (z1, z2, · · · , zn)′ with the Euclidean inner product
〈z, w〉 =

∑n
i=1 ziwi and the norm ‖z‖ = 〈z, w〉1/2. Let Un be the Euclidean unit ball in C

n and Ω ⊂ C
n be a

bounded starlike circular domain with 0 ∈ Ω and its Minkowski functional ρ(z) ∈ C1 in Cn \ {0}. Let H(Ω)
be the set of all holomorphic mappings from Ω into Cn. If g ∈ H(Ω), then

g(w) =

∞
∑

k=0

1

k!
Dkg(z)((w − z)k)

for all w in some neighborhood of z, where Dkg(z) is the kth Fréchet derivative of g at z. A function
g ∈ H(Ω) is said to be biholomorphic if g(Ω) is a domain in Cn and inverse of g exists, which is holomorphic
on g(Ω). Let Jg(z) be the Jacobian matrix of g and det Jg(z) be the Jacobian determinant of g at z ∈ Ω. A
mapping g ∈ H(Ω) is said to be locally biholomorphic if det Jg(z) 6= 0 for all z ∈ Ω. In higher dimensions,
g ∈ H(Ω) is said to be normalized if g(0) = 0 and Jg(0) = I, where I is the identity matrix. Let S∗(Ω)
denotes the class of starlike mappings on Ω. When n = 1, Ω = U, the class S∗(U) is denoted by S∗.

On a bounded circular domain Ω ⊂ Cn, the first and the mth Fréchet derivative of a holomorphic mapping
g ∈ H(Ω) are written by Dg(z) and Dmg(z)(am−1, ·), respectively. The matrix representations are

Dg(z) =

(

∂gj
∂zk

)

1≤j,k≤n

,

2



Dmg(z)(am−1, ·) =

( n
∑

p1,p2,··· ,pm−1=1

∂mgj(z)

∂zk∂zp1 · · · ∂zpm−1

ap1 · · · apm−1

)

1≤j,k≤n

,

where g(z) = (g1(z), g2(z), · · · gn(z))′, a = (a1, a2, · · · an)′ ∈ Cn.

According to Liu and Lu [19] (see also [14]), we have the following definition.

Definition 2.1. Let Ω be a bounded starlike circular domain in Cn with 0 ∈ Ω and its Minkowski functional
ρ ∈ C1 in Cn \ {0}. A normalized locally biholomorphic mapping g : Ω → Cn is said to be starlike of order
α (0 ≤ α < 1) if

∣

∣

∣

∣

2

ρ(z)

∂ρ

∂z
J−1
g (z)g(z) −

1

2α

∣

∣

∣

∣

<
1

2α
, ∀z ∈ Ω \ {0}.

Equivalently, the above equation can be written as

Re

{

ρ(z)

2∂ρ(z)
∂z J−1

g (z)g(z)

}

> α, ∀z ∈ Ω \ {0}.

Clearly, when Ω = Un, the aforementioned inequality is equivalent to

Re

{

‖z‖2

〈J−1
g (z)g(z), z〉

}

> α, ∀z ∈ U
n \ {0}.

In case of n = 1, Ω = U and the above relation is equivalent to

Re
zg′(z)

g(z)
> 0, z ∈ U.

We denote by S∗
α(Ω) the set of all starlike mappings of order α on Ω.

Definition 2.2. [8](also see [16, 12]) Let Ω be a bounded starlike circular domain in Cn with 0 ∈ Ω and its
Minkowski functional ρ ∈ C1 in Cn \ {0}. A normalized locally biholomorphic mapping g : Ω → Cn is said
to be strongly starlike of order β (0 < β ≤ 1) if

∣

∣

∣

∣

arg
2

ρ(z)

∂ρ

∂z
J−1
g (z)g(z)

∣

∣

∣

∣

<
π

2
β, ∀z ∈ Ω \ {0}.

Clearly, when Ω = Un, the aforementioned inequality is equivalent to

| arg〈J−1
g (z)g(z), z〉| <

π

2
β, ∀z ∈ U

n \ {0}.

In case of n = 1, Ω = U and the above relation is equivalent to
∣

∣

∣

∣

arg
zg′(z)

g(z)

∣

∣

∣

∣

<
π

2
β, ∀z ∈ U.

We denote by SS∗
β(Ω) the set of all strongly starlike mappings of order β on Ω.

Next, we recall the class M , which plays a fundamental role in the study of Loewner chains and Loewner
differential equation in several complex variables (see [8, 22].

M =

{

p ∈ H(Ω) : p(0) = 0, Jp(0) = I,Re
∂ρ

∂z
p(z) > 0, z ∈ Ω \ {0}

}

,

where ∂ρ(z)/∂z = (∂ρ(z)/∂z1, ∂ρ(z)/∂z2, · · · , ∂ρ(z)/∂zn).

Kohr [15] introduced the class MΦ on Un, which is studied by Graham et al. [7] (see also [6]), where
Φ : U → C is a biholomorphic function such that Φ(0) = 1 and Re Φ(z) > 0 on U. Recently, Xu et al. [28]
considered the class MΦ on Ω ⊂ Cn. Here, we add some more conditions on Φ and define the following
subsets of M .
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Assumption 2.3. Let Φ : U → C be a biholomorphic function such that Φ(0) = 1, Φ′(0) > 0, Φ′′(0) ∈ R

and Re Φ(z) > 0 on U.

Obviously, there are many functions which satisfy this assumption. Let

MΦ =

{

p ∈ H(Ω) : p(0) = 0, Jp(0) = I,
ρ(z)

2∂ρ
∂z p(z)

∈ Φ(U), z ∈ Ω \ {0}

}

.

The class MΦ coincides with M for Φ(z) = (1 + z)/(1 − z), z ∈ U. Also, if Ω = Un, then

MΦ =

{

p ∈ H(Un) : p(0) = 0, Jp(0) = I,
‖z‖2

〈p(z), z〉
∈ Φ(U), z ∈ U

n \ {0}

}

.

Remark 2.1. Let g ∈ H(U) be a normalized locally biholomorphic function. If J−1
g (z)g(z) ∈ MΦ, then

for different choices of Φ, we obtain different important classes of S(Ω). For instance, if we take Φ(z) =
(1+z)/(1−z), Φ(z) = (1+(1−2α)z)/(1−z) and Φ(z) = ((1+z)/(1−z))β (where the branch point is chosen
such that ((1 + z)/(1 − z))β = 1 at z = 0), then we easily obtain g ∈ S∗(Ω), g ∈ S∗

α(Ω) and g ∈ SS∗
β(Ω),

respectively.

The following lemma helps us to prove the main results.

Lemma 2.1. [20] Ω ⊂ Cn is a bounded starlike circular domain if and only if there exists a unique real
continuous functions ρ : Cn → R, called the Minkowski functional of Ω, such that

(i) ρ(z) ≥ 0, z ∈ C
n; ρ(z) = 0 ⇔ z = 0;

(ii) ρ(tz) = |t|ρ(z), t ∈ C, z ∈ Cn;

(iii) Ω = {z ∈ Cn : ρ(z) < 1}.

Furthermore, if ρ(z) ∈ C1 in Cn \ {0}, then the function ρ(z) has the following properties.

2
∂ρ(z)

∂z
z = ρ(z), z ∈ C

n, (2.1)

2
∂ρ(z0)

∂z
z0 = 1, z0 ∈ ∂Ω,

∂ρ(λz)

∂z
=

∂ρ(z)

∂z
, λ ∈ (0,∞),

∂ρ(eiθz)

∂z
= e−iθ ∂ρ(z)

∂z
, θ ∈ R.

3 Main Results

The sharp bounds of second and third order Toeplitz determinants for a class of holomorphic mappings on
Ω are derived in this section. Later, applications of these results for other interesting subclasses of S(Ω) are
given.

Theorem 3.1. Let g ∈ H(Ω,C) with g(0) = 1 and G(z) = zg(z). If J−1
G (z)G(z) ∈ MΦ such that Φ satisfies

|Φ′′(0) + 2(Φ′(0))2| ≥ 2Φ′(0) > 0,

then
∣

∣

∣

∣

(

2
∂ρ

∂z

D3G(0)(z3)

3!ρ3(z)

)2

−

(

2
∂ρ

∂z

D2G(0)(z2)

2!ρ2(z)

)2∣
∣

∣

∣

≤ (Φ′(0))2 +
(Φ′(0))2

4

(

1

2

Φ′′(0)

Φ′(0)
+ Φ′(0)

)2

.

The bound is sharp.
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Proof. Since J−1
G (z) exists, therefore g(z) 6= 0, z ∈ Ω. For fix z ∈ Ω\ {0}, let us denote z0 = z

ρ(z) and define

h : U → C such that

h(ζ) =

{

ζ

2
∂ρ(z0)

∂z
J−1
G

(ζz0)G(ζz0)
, ζ 6= 0,

1, ζ = 0.

Using the property 2∂ρ(z0)
∂z z0 = 1 for z0 ∈ ∂Ω of Minkowski functional, we obtain h ∈ H(U) and since

J−1
G (z)G(z) ∈ MΦ, therefore

h(ζ) =
ζ

2∂ρ(z0)
∂z J−1

G (ζz0)G(ζz0)

=
ρ(ζz0)

2∂ρ(ζz0)
∂z J−1

G (ζz0)G(ζz0)
∈ Φ(U), ζ ∈ U \ {0}.

Applying the same technique as in [23] (also see [8, Theorem 7.1.14]), we obtain

J−1
G (z) =

1

g(z)

(

I −

zJg(z)
g(z)

1 +
Jg(z)z
g(z)

)

.

Now, using G(z) = zg(z), we have

J−1
G (z)G(z) =

zg(z)

g(z) + Jg(z)z
, z ∈ Ω \ {0},

which together with (2.1) gives

ρ(z)

2∂ρ(z)
∂z J−1

G (z)G(z)
= 1 +

Jg(z)z

g(z)
, z ∈ Ω \ {0}.

In view of the above equation, we obtain

h(ζ) =
ρ(ζz0)

2∂ρ(ζz0)
∂z J−1

G (ζz0)G(ζz0)
= 1 +

Jg(ζz0)ζz0
g(ζz0)

,

which immediately yields
h(ζ)g(ζz0) = g(ζz0) + Jg(ζz0)ζz0.

Based on the Taylor series expansions in ζ, the above equation gives

(

1 + h′(0)ζ +
h′′(0)

2!
ζ2 + · · ·

)(

1 + Jg(0)(z0)ζ +
D2g(0)(z20)

2!
ζ2 + · · ·

)

=

(

1 + Jg(0)(z0)ζ +
D2g(0)(z20)

2!
ζ2 + · · ·

)(

Jg(0)(z0)ζ + D2g(0)(z20)ζ2 + · · ·

)

.

By the comparison of homogeneous expansions, we get

h′(0) = Jg(0)(z0).

Further, using z0 = z
ρ(z) in the above relation, we have

h′(0)ρ(z) = Jg(0)(z). (3.1)

Since, we also have G(z) = zg(z), therefore

D2G(0)z2

2!
= Jg(0)(z)z,
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which together with (2.1) leads to

2
∂ρ

∂z

D2G(0)z2

2!
= Jg(0)(z)ρ(z). (3.2)

Thus, from (3.1) and (3.2), we obtain

2
∂ρ

∂z

D2G(0)z2

2!ρ2(z)
= h′(0).

Since h ≺ Φ, therefore |h′(0)| ≤ |Φ′(0)|, using this fact, we get

∣

∣

∣

∣

2
∂ρ

∂z

D2G(0)z2

2!ρ2(z)

∣

∣

∣

∣

≤ |Φ′(0)|. (3.3)

For λ ∈ C, Xu et al. [28, Theorem 1] proved that

∣

∣

∣

∣

2
∂ρ

∂z

D3G(0)(z3)

3!ρ3(z)
− λ

(

2
∂ρ

∂z

D2G(0)(z2)

2!ρ2(z)

)2∣
∣

∣

∣

≤
|Φ′(0)|

2
max

{

1,

∣

∣

∣

∣

1

2

Φ′′(0)

Φ′(0)
+ (1 − 2λ)Φ′(0)

∣

∣

∣

∣

}

, z ∈ Ω \ {0}.















(3.4)

Thus, when |Φ′′(0) + 2(Φ′(0))2| ≥ 2Φ′(0), the equation (3.4) readily yields

∣

∣

∣

∣

2
∂ρ

∂z

D3G(0)(z3)

3!ρ3(z)

∣

∣

∣

∣

≤
Φ′(0)

2

∣

∣

∣

∣

1

2

Φ′′(0)

Φ′(0)
+ Φ′(0)

∣

∣

∣

∣

. (3.5)

Using the bounds given in (3.3) and (3.5), together with the following inequality

∣

∣

∣

∣

(

2
∂ρ

∂z

D3G(0)(z3)

3!ρ3(z)

)2

−

(

2
∂ρ

∂z

D2G(0)(z2)

2!ρ2(z)

)2∣
∣

∣

∣

≤

∣

∣

∣

∣

2
∂ρ

∂z

D3G(0)(z3)

3!ρ3(z)

∣

∣

∣

∣

2

+

∣

∣

∣

∣

2
∂ρ

∂z

D2G(0)(z2)

2!ρ2(z)

∣

∣

∣

∣

2

,

we find the required bound.

To see the sharpness of the bound consider the function

G(z) = z exp

∫

z1
r

0

(Φ(it) − 1)

t
dt, z ∈ Ω, (3.6)

where r = sup{|z1| : z = (z1, z2, · · · , zn)′ ∈ Ω}. It can be easily showed that J−1
G (z)G(z) ∈ MΦ and

D2G(0)(z2)

2!
= iΦ′(0)(

z1
r

)z and
D3G(0)(z3)

3!
= −

1

2

(

Φ′′(0)

2
+ (Φ′(0))2

)

(
z1
r

)2z.

By applying (2.1) in the above relations, we get

2
∂ρ

∂z

D2G(0)(z2)

2!
= iΦ′(0)(

z1
r

)ρ(z)

and

2
∂ρ

∂z

D3G(0)(z3)

3!
ρ(z) = −

1

2

(

Φ′′(0)

2
+ (Φ′(0))2

)

(
z1
r

)2ρ2(z).

Setting z = Ru (0 < R < 1), where u = (u1, u2, · · · , un)′ ∈ ∂Ω and u1 = r, we obtain

2
∂ρ

∂z

D2G(0)(z2)

2!ρ2(z)
= iΦ′(0) (3.7)
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and

2
∂ρ

∂z

D3G(0)(z3)

3!ρ3(z)
= −

1

2

(

Φ′′(0)

2
+ (Φ′(0))2

)

. (3.8)

Thus, from (3.7) and (3.8), we have

∣

∣

∣

∣

(

2
∂ρ

∂z

D3G(0)(z3)

3!ρ3(z)

)2

−

(

2
∂ρ

∂z

D2G(0)(z2)

2!ρ2(z)

)2∣
∣

∣

∣

≤
(Φ′(0))2

4

(

1

2

Φ′′(0)

Φ′(0)
+ Φ′(0)

)2

+ (Φ′(0))2,

which shows the sharpness of the bound and completes the proof.

Theorem 3.2. Let g ∈ H(Ω,C) with g(0) = 1 and G(z) = zg(z). If J−1
G (z)G(z) ∈ MΦ such that Φ satisfies

2Φ′(0) − 2(Φ′(0))2 ≤ Φ′′(0) ≤ 6(Φ′(0))2 − 2Φ′(0),

then

|2b22b3 − b23 − 2b22 + 1|

≤ 1 + 2(Φ′(0))2 +
(Φ′(0))2

4

(

3Φ′(0) −
Φ′′(0)

2Φ′(0)

)(

Φ′′(0)

2Φ′(0)
+ Φ′(0)

)

,

where

b3 = 2
∂ρ

∂z

2D3G(0)(z3)

3!ρ3(z)
and b2 = 2

∂ρ

∂z

2D2G(0)(z2)

2!ρ2(z)
. (3.9)

The bound is sharp.

Proof. Since 2Φ′(0) < Φ′′(0) + 2(Φ′(0))2, the inequality (3.4) gives

∣

∣

∣

∣

2
∂ρ

∂z

D3G(0)(z3)

3!ρ3(z)

∣

∣

∣

∣

≤
Φ′(0)

2

(

1

2

Φ′′(0)

Φ′(0)
+ Φ′(0)

)

. (3.10)

Also, since 2Φ′(0) + Φ′′(0) ≤ 6(Φ′(0))2, the inequality (3.4) for λ = 2 gives

∣

∣

∣

∣

2
∂ρ

∂z

D3G(0)(z3)

3!ρ3(z)
− 2

(

2
∂ρ

∂z

D2G(0)(z2)

2!ρ2(z)

)2∣
∣

∣

∣

≤
Φ′(0)

2

(

3Φ′(0) −
1

2

Φ′′(0)

Φ′(0)

)

. (3.11)

Using the estimates given in (3.3) and (3.10), and the bound given by (3.11) in the following inequality

|2b22b3 − b23 − 2b22 + 1| ≤ 1 + 2|b2|
2 + |b3||b3 − 2b22|

the required bound is established.

The result is sharp for the function G(z) given by (3.6). As for this function, we have b2 = iΦ′(0) and
b3 = −(Φ′′(0) + 2(Φ′(0))2)/4 from (3.7) and (3.8), respectively. Therefore

1 − b3(b3 − 2b22) − 2b22 = 1 + 2(Φ′(0))2 +
(Φ′(0))2

4

(

3Φ′(0) −
Φ′′(0)

2Φ′(0)

)(

Φ′′(0)

2Φ′(0)
+ Φ′(0)

)

,

which proves the sharpness of the bound.

In case of Ω = Un, Theorem 3.1 and Theorem 3.2 directly give the following results, which we state here
without proof.
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Theorem 3.3. Let g ∈ H(Un,C) with g(0) = 1 and G(z) = zg(z). If J−1
G (z)G(z) ∈ MΦ such that Φ

satisfies
|Φ′′(0) + 2(Φ′(0))2| ≥ 2Φ′(0) > 0,

then
∣

∣

∣

∣

(

1

‖z‖4
D3G(0)(z3)

3!
z̄

)2

−

(

1

‖z‖3
D2G(0)(z2)

2!
z̄

)2∣
∣

∣

∣

≤ (Φ′(0))2 +
(Φ′(0))2

4

(

1

2

Φ′′(0)

Φ′(0)
+ Φ′(0)

)2

.

The bound is sharp.

Theorem 3.4. Let g ∈ H(Un,C) with g(0) = 1 and G(z) = zg(z). If J−1
G (z)G(z) ∈ MΦ such that Φ

satisfies
2Φ′(0) − 2(Φ′(0))2 ≤ Φ′′(0) ≤ 6(Φ′(0))2 − 2Φ′(0),

then

|2d22d3 − d23 − 2d22 + 1|

≤
(Φ′(0))2

4

(

3Φ′(0) −
Φ′′(0)

2Φ′(0)

)(

Φ′′(0)

2Φ′(0)
+ Φ′(0)

)

+ 2(Φ′(0))2 + 1,

where

d3 =
1

‖z‖4
D3G(0)(z3)

3!
z̄ and d2 =

1

‖z‖3
D2G(0)(z2)

2!
z̄. (3.12)

The bound is sharp.

In sight of remark 2.1, various choices of Φ in Theorem 3.1 to Theorem 3.4 lead to the following results
for different subclasses of S(Ω).

Corollary 3.5. If g : Ω → C and G(z) = zg(z) ∈ S∗(Ω), then
∣

∣

∣

∣

(

2
∂ρ

∂z

D3G(0)(z3)

3!ρ3(z)

)2

−

(

2
∂ρ

∂z

D2G(0)(z2)

2!ρ2(z)

)2∣
∣

∣

∣

≤ 13

and

|2b22b3 − b23 − 2b22 + 1| ≤ 24,

where b2 and b3 are given by (3.9). All these estimations are sharp.

Corollary 3.6. If g : Ω → C and G(z) = zg(z) ∈ S∗
α(Ω), then

∣

∣

∣

∣

(

2
∂ρ

∂z

D3G(0)(z3)

3!ρ3(z)

)2

−

(

2
∂ρ

∂z

D2G(0)(z2)

2!ρ2(z)

)2∣
∣

∣

∣

≤ (1 − α)2(4α2 − 12α + 13)

and for α ∈ [0, 2/3],

|2b22b3 − b23 − 2b22 + 1| ≤ 12α4 − 52α3 + 91α2 − 74α + 24,

where b2 and b3 are given by (3.9). All these estimations are sharp.

Corollary 3.7. If g : Ω → C and G(z) = zg(z) ∈ SS∗
β(Ω), then for β ∈ [1/3, 1], the following sharp

inequalities hold:
∣

∣

∣

∣

(

2
∂ρ

∂z

D3G(0)(z3)

3!ρ3(z)

)2

−

(

2
∂ρ

∂z

D2G(0)(z2)

2!ρ2(z)

)2∣
∣

∣

∣

≤ 9β4 + 4β2

and

|2b22b3 − b23 − 2b22 + 1| ≤ 15β4 + 8β2 + 1,

where b2 and b3 are given by (3.9).
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If Ω = Un, we obtain the following bounds.

Corollary 3.8. If g : Un → C and G(z) = zg(z) ∈ S∗(Un), then

∣

∣

∣

∣

(

1

‖z‖4
D3G(0)(z3)

3!
z̄

)2

−

(

1

‖z‖3
D2G(0)(z2)

2!
z̄

)2∣
∣

∣

∣

≤ 13 (3.13)

and

|2d22d3 − d23 − 2d22 + 1| ≤ 24, (3.14)

where d2 and d3 are given by (3.12). All these bounds are sharp.

Remark 3.1. When n = 1, (3.13) and (3.14) reduce to the following:

∣

∣

∣

∣

(

G(3)(0)

3!

)2

−

(

G′′(0)

2!

)2∣
∣

∣

∣

≤ 13

and

|2d22d3 − d23 − 2d22 + 1| ≤ 24,

where

d3 =
G(3)(0)

3!
and d2 =

G′′(0)

2!
.

which are equivalent to the bounds given in Theorem A.

Corollary 3.9. If g : Un → C and G(z) = zg(z) ∈ S∗
α(Un), then

∣

∣

∣

∣

(

1

‖z‖4
D3G(0)(z3)

3!
z̄

)2

−

(

1

‖z‖3
D2G(0)(z2)

2!
z̄

)2∣
∣

∣

∣

≤ (1 − α)2(4α2 − 12α + 13) (3.15)

and for α ∈ [0, 2/3],

|2d22d3 − d23 − 2d22 + 1| ≤ 12α4 − 52α3 + 91α2 − 74α + 24, (3.16)

where d2 and d3 are given by (3.12). All these estimations are sharp.

Remark 3.2. When n = 1, (3.15) and (3.16) reduce to the bounds given in Theorem B.

Corollary 3.10. If g : Un → C and G(z) = zg(z) ∈ SS∗
β(Un), then for β ∈ [1/3, 1], the following sharp

inequalities hold:

∣

∣

∣

∣

(

1

‖z‖4
D3G(0)(z3)

3!
z̄

)2

−

(

1

‖z‖3
D2G(0)(z2)

2!
z̄

)2∣
∣

∣

∣

≤ 9β4 + 4β2 (3.17)

and

|2d22d3 − d23 − 2d22 + 1| ≤ 15β4 + 8β2 + 1, (3.18)

where d2 and d3 are given by (3.12).

Remark 3.3. When n = 1, (3.17) and (3.18) reduce to the bounds given in Theorem C.
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ABSTRACT

Named Entity Recognition (NER) involves the identification and classification of named entities in
unstructured text into predefined classes. NER in languages with limited resources, like French, is
still an open problem due to the lack of large, robust, labelled datasets. In this paper, we propose
a transformer-based NER approach for French using adversarial adaptation to similar domain or
general corpora for improved feature extraction and better generalization. We evaluate our approach
on three labelled datasets and show that our adaptation framework outperforms the corresponding
non-adaptive models for various combinations of transformer models, source datasets and target
corpora.

Keywords Named Entity Recognition · French Corpora · Adversarial Adaptation · Information Retrieval · Natural
Language Processing

1 Introduction

Named Entity Recognition (NER) is an information extraction task where specific entities are extracted from unstructured
text and labelled into predefined classes. While NER models for high-resource languages like English have seen notable
performance gains due to improvements in model architectures and availability of large datasets, limited-resource
languages like French still face a dearth of openly available, large, labelled datasets. Recent research works use
adversarial adaptation frameworks for adapting NER models from high-resource domains to low-resource domains.
These approaches have been used for high-resource languages, where robust language models are available. We utilize
adversarial adaptation to enable models to learn better, generalized features by adapting them to large, unlabelled
corpora for better performance on source test set.

We propose a Transformer-based NER approach for French using adversarial adaptation to counter the lack of large,
labelled NER datasets in French. We train transformer-based NER models on labelled source datasets and use larger
corpora from similar or mixed domains as target sets for improved feature learning. Our proposed approach helps
outsource wider domain and general feature knowledge from easily-available large, unlabelled corpora. While we limit
our evaluation to French datasets and corpora, our approach can be applied to other languages too.
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Figure 1: Graphical representation of our adversarial adaptation framework for training NER models on source and
target sets.

2 Proposed Methodology

2.1 Datasets and Preprocessing

We use WikiNER French Nothman et al. [2012], WikiNeural French Tedeschi et al. [2021], and Europeana
French Neudecker [2016] datasets as the labelled source datasets in our work. Europeana is extracted from his-
toric European newspapers using Optical Character Recognition (OCR), and contains OCR errors, leading to a noisy
dataset. For unlabelled target corpora, we use the WikiNER and WikiNeural datasets without their labels, and the
Leipzig Mixed French (Mixed-Fr) corpus1. These enable us to evaluate the impact of adapting models to similar domain,
as well as generalized corpora. During preprocessing, we convert all NER tags to Inside-Outside-Beginning (IOB)
format Ramshaw and Marcus [1995].

2.2 Adversarial Adaptation to Similar Domain Corpus

Adversarial adaptation helps select domain-invariant features transferable between source and target datasets Ganin et al.
[2016]. Based on this premise, we propose that adversarially adapting NER models to large, unlabelled corpora from
similar domain as the source helps enable the model to extract more generalizable features. This reduces overfitting on
the intricate training set-specific features. We also test the same for the case where target dataset is a mixed-domain,
large corpus. We test our approach for three conditions: source and target datasets are from the same domain; source
and target datasets are from relatively different domains; and target dataset is a mixed-domain, large-scale, general
corpus. Figure 1 illustrates our proposed framework. The domain classifier acts as a discriminator. NER classifier loss,
adversarial loss, and total loss are defined as:

LNER = min
θ f ,θn

ns

∑
i=1

Li
n (1)

Ladv = min
θd

(max
θ f

(
ns

∑
i=1

Li
ds +

nt

∑
j=1

L j
dt)) (2)

LTotal = LNER + α(Ladv) (3)

where ns and nt are number of samples in source and target sets, θd , θn and θ f are number of parameters for domain
classifier, NER classifier and transformer model, Lds and Ldt represent the Negative log likelihood loss for source and
target respectively, and α is ratio between LNER and Ladv. We found α = 2 to provide the best experimental results.

2.3 Language Models for NER

Recent NER research has incorporated large language models due to their contextual knowledge learnt during pretrain-
ing Yan et al. [2021], Gong et al. [2019], Lothritz et al. [2020]. We use three French language models for evaluating
our proposed approach: CamemBERT-base Martin et al. [2020], CamemBERT-Wiki-4GB (a variant of CamemBERT
pretrained on only 4GB of Wikipedia corpus), and FlauBERT-base Le et al. [2020]. Comparing CamemBERT-base

1https://wortschatz.uni-leipzig.de/en/download/French
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Model Source Target Precision Recall F1

CamemBERT-
Wiki-4GB

WikiNER
0.911 0.925 0.918

WikiNeural 0.966 0.963 0.969
Mixed-Fr 0.956 0.962 0.959

WikiNeural
0.859 0.872 0.866

WikiNER 0.872 0.891 0.881
Mixed-Fr 0.870 0.879 0.875

Europeana
0.728 0.642 0.682

WikiNER 0.738 0.691 0.714
Mixed-Fr 0.774 0.640 0.701

CamemBERT-
base

WikiNER
0.960 0.968 0.964

WikiNeural 0.973 0.976 0.975
Mixed-Fr 0.972 0.978 0.974

WikiNeural
0.943 0.950 0.946

WikiNER 0.943 0.953 0.948
Mixed-Fr 0.946 0.950 0.948

Europeana
0.927 0.933 0.930

WikiNER 0.911 0.927 0.920
Mixed-Fr 0.942 0.943 0.943

FlauBERT-
base

WikiNER
0.963 0.964 0.963

WikiNeural 0.964 0.968 0.966
Mixed-Fr 0.974 0.972 0.973

WikiNeural
0.934 0.946 0.940

WikiNER 0.935 0.950 0.942
Mixed-Fr 0.941 0.943 0.942

Europeana
0.835 0.863 0.849

WikiNER 0.855 0.865 0.860
Mixed-Fr 0.882 0.854 0.867

Table 1: Performance evaluation of our proposed approaches for various combinations of models, source and target sets.

and CamemBERT-Wiki-4GB helps us analyse if we can replace large language models with smaller ones adapted to
unlabelled corpora during fine-tuning on a downstream task.

3 Experimental Results and Discussion

We evaluated our approach on various combinations of language models, source and target datasets. Each model was
evaluated on the test set of source dataset. Table 1 illustrates our results. Some findings observed are described hereafter.

Adversarial adaptation models outperform their non-adaptive counterparts: We observed that the adaptation models
consistently outperformed their non-adaptive counterparts across almost all combinations of datasets and language
models on precision, recall and F1-score.

Adversarial adaptation can help alleviate performance loss on using smaller models: Fine-tuning CamemBERT-Wiki-
4GB using our adversarial approach helped achieve similar performance to non-adapted CamemBERT-base for certain
datasets. CamemBERT-Wiki-4GB adapted to WikiNeural corpus even outperformed unadapted CamemBERT-base for
WikiNER dataset. Thus, adversarial adaptation during fine-tuning could act as a substitute for using larger language
models.

Adapting models to same domain target corpora leads to slightly better performance than adapting to a mixed corpus:
We observed that models adapted to corpora from same domain as source dataset (like for WikiNER and WikiNeural as
source and target datasets, or vice versa) showed equal or slightly better performance than models adapted to general
domain.

Adapting models to mixed-domain target corpus leads to better performance than adapting to a corpus from a different
domain: We observed that models adapted to mixed-domain corpora (Europeana to Mixed-Fr) showed noticeably better
performance than models adapted to corpora from different domains (Europeana to WikiNER).
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Reproducibility. The source code of the proposed systems is licensed under the GNU GPLv3. The datasets are
publicly available.
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Abstract
This article presents the twin-core photonic crystal fiber (TC-PCF) for temperature sensing 
application. The twin solid cores in the cross-section of TC-PCF structure, separated by one 
vertical elliptical air hole, act as two independent waveguides. This novel arrangement of 
circular and elliptical air holes in our proposed structure gives an edge over other existing 
structures to attain high sensitivity. The proposed sensor is highly birefringent and operates 
on the principle of mode coupling between the two fiber cores. It is practically possible to 
realize this TC-PCF based temperature sensor by coupling one fiber core to a broadband 
source on the input end while the other fiber core to an optical spectrum analyzer on the 
output end. The finite element method has been employed to simulate and quantitatively 
analyze the proposed TC-PCF temperature sensor. Numerical simulation shows that, the 
3  cm long TC-PCF sensor has been optimized to have a high temperature sensitivity of 
around 21.5 pm/°C over a wide temperature sensing range of 0–1200 °C. Also the impact 
of diameter variation of air holes on sensitivity of proposed model is studied.

Keywords  Twin core PCF · Temperature sensitivity · Birefringence · Finite element 
method · Mode coupling

1  Introduction

Of late, optical fiber sensors have outshined traditional electronic sensors for multi-sensing 
capabilities such as pressure, stress, temperature, strain and acoustic signals as they offer 
a great number of advantages over latter such as light weight, high sensitivity, relatively 
inexpensive, immunity to radio frequency interference and their ability to multiplex sensor 
networks. In the field of photonics, photonic crystal fibers (PCFs) exhibit a great poten-
tial compared to conventional optical fibers. Physical characteristics of PCF’s like refrac-
tive index, pressure, displacement, curvature, temperature, torsion, vibration, and electric 
field can be used to analyse optical sensors. Its endless single-mode feature and structural 
analysis make it a factor to consider for a variety of applications, including sensor, splitter 

 *	 Sonal Singh 
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(Dhara and Singh 2015; Liu et al. 2012; Xu et al. 2018), narrow band pass filter (Saitoh 
et al. 2005), photonic crystal fiber coupler (Koshiba et al. 2003; Lægsgaard et al. 2004), 
and wavelength MUX and DEMUX (Hameed et al. 2015). A growing number of TC-PCF 
sensors have been created in recent years, such as pressure (Liu et  al. 2012), Refractive 
Index (R.I.) (Dhara and Singh 2015), bio and temperature sensors (Revathi et  al. 2015; 
Rindorf and Bang 2008). Many research groups have been actively involved in enhanc-
ing the temperature sensitivity of dual core-PCF. For ex. S. Revathi et  al. (2015) inves-
tigated a pressure and temperature sensor based upon Dual-Core Photonic Quasi-Crystal 
Fiber in 2015 and obtained a temperature sensitivity of about 20 pm/°C over the range of 
0–1000  °C. Similar results have also been observed by S. Jegadeesan et  al. (2019) over 
the same temperature range using different model of PCF. D. Chen and group presented a 
Dual-Core PCF based pressure/temperature sensor in 2011 achieving a temperature sensi-
tivity of around 20.7 pm/°C over the range of 0–1000 °C (Chen et al. 2011).

In this work, we propose a PCF with twin solid cores separated by single vertical ellip-
tical air hole for a wide temperature sensing range of up to 1200 °C. When optical light 
enters the TC-PCF from first core, it travels along the TC-PCF from first core to second 
core. When temperature is applied to the TC-PCF, the optical light at the edge of output 
in second core is measured with the help of optical analyzer using the transmission graph. 
The shift in transmission curve of TC-PCF is observed due to change of R.I. of silica mate-
rial which thus helps in determining the temperature sensitivity of the TC-PCF. COMSOL 
software, which is based on the Finite Element Method (FEM), is used to design the pro-
posed TC-PCF setup.

2 � PCF structure and result analysis

The proposed TC-PCF is made up of twin-fiber cores separated by single vertical ellip-
tical air hole. Figure 1 illustrates the geometry of the proposed TC-PCF. Two missing 
holes depicted as A and B represents the twin fiber cores of the PCF. Pitch (Λ) is the 

Fig. 1   Geometry of proposed 
twin core PCF
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center-to-center length between air holes. A diameter, d of 1.4 µm and a pitch length, Λ 
of 2 µm is chosen for air holes for the proposed PCF and pure silica is taken as a back-
ground material. The major-axis of the single elliptical hole in the proposed configura-
tion is a = 1.4 µm, the minor axis, b = 0.9 µm and the R.I. of air, nair = 1 is considered. 
Equation (1) gives the R.I. of pure silica (nsilica) which is called Sellmeier equation.

The operational wavelength in µm is denoted by λ and the Sellmeier coefficients are 
c1 = 0.696166300, c2 = 0.407942600, c3 = 0.897479400, d1 = 4.67914826 × 10–3 μm2, 
d2 = 1.35120631 × 10–2 μm2 and d3 = 97.9340025 μm2, respectively (Rifat et al. 2016).

In this work, due to small core-to-core length, twin fiber cores inside the PCF form 
two waveguides, each of which is independent (accompanying with coupling mode) to 
each other. At 1550 nm, Fig. 2 depicts the electric field vector and amplitude distribu-
tion of the four polarized super-modes viz., the x-even, x-odd, y-even and y-odd. The 
coupling effect observed in TC-PCF is attributed to these super-modes based on FEM.

Figure 3 shows the schematic diagram of the PCF sensing set up. Broadband light 
source, temperature controller and optical spectrum analyzer are the essential tools. A 
single-mode fiber (SMF) can be used to feed light into the fiber core A of the proposed 
TC-PCF from a broadband light source. Through another SMF, the output signal can be 

(1)n2
silica

(�) = 1 +
c1�

2

�2 − d1
+

c2�
2

�2 − d2
+

c3�
2

�2 − d3

Fig. 2   Electric field vector and amplitude distribution of the four super-modes: a x-polarization even b 
x-polarization odd c y-polarization even and d y-polarization odd
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seen from the fiber core B in an optical spectrum analyzer. The PCF’s surrounding envi-
ronment temperature can be adjusted using the temperature control chamber.

At 1550 nm, the nx
eff

 even and odd modes are 1.4013807059 and 1.4006623442, respec-
tively and for ny

eff
 even and odd mode are 1.4009086063 and 1.4001836831, respectively. 

Figure 4 demonstrates how the neff  of the even and odd modes variation with wavelength 
for x-polarized and y-polarized modes. The effective refractive index falls as the wave-
length increases.

The Δneo fluctuation, which is Δneo = |ne − no| , for x and y polarized modes is depicted 
in Fig. 5. As the effective index difference between the core and cladding increases, the 
wavelength increases. The rise in Δneo of the TC-PCF implies that light is trapped more 
tightly in the core.

The TC-PCF coupling length is defined as

where i = x, y , the even and odd mode propagation constants of the TC-PCF are � i
e
 and 

� i
o
 , respectively. Even and odd mode effective refractive indices are represented by ni

e
 and 

ni
o
 , respectively (Koshiba et al. 2003; Wang et al. 2007). We first estimated the effective 

refractive indexes of x and y polarized modes, then calculated the difference in effective 

(2)Lc =
�

|� i
e
− � i

o
|
=

�

2|ni
e
− ni

o
|

Fig. 3   Schematic of PCF sensing set up for temperature sensor

Fig. 4   Variation in neff  with 
wavelength
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refractive indexes for x and y polarized modes and finally determined their coupling lengths 
using Eq. (2) for different wavelength.

Figure 6 depicts the change in coupling length as a function of wavelength. To deter-
mine the value of Coupling length for different wavelength using Eq. (2), the neff  of four 
super modes are first computed followed by the Δneo for x and y polarized mode. It should 
be noted that the y-polarized coupling length is smaller than that of x-polarized mode and 
that the coupling length reduces as the wavelength increases.

Confinement loss is the term for the attenuation caused by the waveguide geometry. 
This type of loss occurs in single material fibers, especially in PCFs because they are gen-
erally made of silica and given by

where k represents the propagation constant 
(
k = 2�∕�

)
 in free space, � denotes the wave-

length and Im
[
neff

]
 represents the imaginary part of the complex effective index (Russell 

2006).

(3)Confinement loss = −20log10ε
−kIm

[
neff

]
= 8.686kIm

[
neff

]

Fig. 5   Variation in Δneo with 
wavelength
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The confinement loss of the proposed TC-PCF is calculated using Eq.  (3). At trans-
mission wavelength of 1550  nm, the low confinement loss of the proposed PCF comes 
out to be 1.23 × 10–14 dB∕cm , 2.14 × 10–14 dB∕cm , 2.77 × 10–14 dB∕cm and 5.39 × 10–15 
dB∕cm for x-polarized even, x-polarized odd, y-polarized even and y-polarized odd modes, 
respectively.

Birefringence causes double refraction when a light ray strikes a birefringent material, 
polarization splits it into two different rays that travels in slightly different directions. The 
birefringence parameter, B of TC-PCF is calculated by using Eq. (4).

where the effective R.I. of x and y polarized modes are represented by nx
eff

 and ny
eff

 , respec-
tively (Ortigosa-Blanch et al. 2001).

When birefringence is low, the x and y polarized coupling lengths are almost equal, 
making it tough to split the light. According to Fig.  6, the x polarized coupling length 
of the proposed TC-PCF is larger than that of y-polarized mode. The high birefringence 
of 4.721 × 10–4 and 4.787 × 10–4 is achieved for even and odd mode, respectively at 
λ = 1550 nm. The changes in birefringence with operational wavelength and at the applied 
temperature are shown in Fig. (7).

Following a length L, the TC-PCF power transfer is computed by using Eq. (5).

The effective R.I. difference is denoted by ( Δneo) and effective R.I. of the even and odd 
modes are represented by the letters ni

e
 and ni

o
 respectively (Koshiba et al. 2003; Martynk-

ien et al. 2010).
Figure 8 illustrates the TC-PCF power transmission graph for x-polarized mode when 

the length is 3 cm at sensing temperature range of 0–1200 °C. It should be noted that the 
proposed TC-PCF power transmission curve is sinusoidal.

The sensitivity of the proposed twin-core PCF for temperature sensing is determined by 
shifting of peaks with the rise in temperature detected across the wide range of 0–1200 °C. 
The twin-core PCF temperature sensitivity is defined as

(4)B =
||||
Re

(
nx
eff

)
− Re

(
n
y

eff

)||||

(5)I(�) = sin2
(
�

�
Δn

eo
L

)

Fig. 7   Variation in birefringence with a wavelength b temperature applied (°C)
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where Δλpeak represent the overall shift in wavelength peak due to fluctuation in tempera-
ture and ΔT is the shift in temperature (Gauvreau et al. 2007).

The R.I. value of the TC-PCF will vary very little above normal temperature due to the 
effect of thermo-optic, when heat is applied to the fiber. Due to its almost zero thermal expan-
sion, silica is a ceramic with interesting uses as a filler in composites (Rodrigues and Marinko-
vic 2022). The relation between refractive index and applied temperature is determined by 
using Eq. (7).

where n0 denotes the R.I. of pure silica at zero degree celsius and the thermo-optic coef-
ficient of silica is obtained by using the following formula (Ortigosa-Blanch et al. 2001):

For the sensing temperature range of 0–1200 °C, Fig.  9 depicts the shift of the wavelength 
peak. The transmission graph is linear, shifting to a higher wavelength when the temperature 
rises.

Figure 10 depicts the numerical fitting line for shift in wavelength spots in the transmission 
curve of TC-PCF when the temperature is applied. For a 3 cm fiber, the twin-core PCF has a 
temperature sensitivity of 21.5 pm/°C.

The proposed sensor performance is summarized in Table 1. The presented sensor outper-
formed the recently published PCF sensors, as shown in Table 1.

(6)S�
(
nmRIU−1

)
= Δ�peak∕ΔT

(7)n = n0 + T
dn

dt

(8)
dn

dt
= 10−5(1∕◦C)

Fig. 8   TC-PCF transmission 
curve with a length of 3 cm
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Fig. 10   Numerical line fitting for 
various wavelength shift values 
for a 3 cm long TC-PCF at wide 
temperature range of 0–1200 °C
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Table 1   Performance comparison 
of different PCF sensors with our 
proposed PCF sensor

Reference Sensitivity 
(pm/°C)

Sensitivity range (°C)

Revathi et al. (2015) 20  0–1000
Jegadeesan et al. (2019) 20 0–1000
Chen et al. (2011) 20.7 0–1000
Chaudhary et al. (2020) 18.5 0–600
Yu et al. (2018) 15.61 300–1200
Proposed PCF 21.5 0–1200
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3 � Impact of diameter variation on sensitivity

Figure 11 shows the TC-PCF power transmission graph for the x-polarized mode with dif-
ferent diameters when the length is 3 cm at a sensing temperature range of 0–1200  °C. 
According to Fig. 11a, b and c for a temperature sensing range of 0–1200 °C, the twin-core 
PCF can achieve a temperature sensitivity of 20 pm/°C at d = 1.2 µm, 21.5 pm/°C at d = 
1.4 µm and 20.5 pm/°C at d = 1.6 µm, respectively. As indicated from the graph, when 
the diameter of hole rings is taken as 1.2 µm, a blue shift towards higher wavelength is 
observed, as compared to the diameter of hole rings taken as 1.4 µm and when the diameter 
of hole rings is taken as 1.6 µm, a red shift towards lower wavelength is observed, as com-
pared to the diameter of hole rings taken as 1.4 µm.

Fig. 11   TC-PCF transmission curve with different diameter of d, a 1.2 µm b 1.4 µm and c 1.6 µm

Table 2   Comparison of 
sensitivity of proposed TC-PCF 
with different diameters

Diameter ( µm) Sensi-
tivity 
(pm/°C)

d = 1.2 20
d = 1.4 21.5
d = 1.6 20.5
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The variation of sensitivity of proposed TC-PCF with different diameter shown in 
Table 2.

4 � Conclusion

Using the COMSOL software and the Finite Element Method, we have proposed a tem-
perature-sensor based on twin-core PCF highly sensitive over a wide range of tempera-
ture. The high sensitivity is ascribed to the unique combination of circular and elliptical air 
holes arranged in our proposed structure. The R.I. of pure silica at different temperature is 
determined using the thermo-optic coefficient equation. Furthermore, the proposed PCF 
temperature sensitivity is evaluated using coupling length and transmission spectrum cal-
culations. Under broad temperature sensing range of 0–1200  °C, the twin-core PCF can 
achieve a temperature sensitivity of 21.5 pm/°C for 3 cm fiber length with the diameter of 
1.4 µm. The key advantages of a TC-PCF based temperature sensor are its low cost, small 
size, and better stability. Using the current existing known PCF manufacturing techniques, 
facile fabrication of proposed TC-PCF is possible.
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